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Abstract

Seemingly, the era of ubiquitous connectivity has arrived, with smart phones, tablets,
and small computing devices bringing internet straight to our fingertips - or has
it? Two thirds of the world still does not have access to the internet, and a lack
of realistic communication guarantees for multi-agent robotic networks are standing
in the way of taking these systems from research labs into the real world. In this
thesis we consider the problem of satisfying communication demands in a multi-agent
system where several robots cooperate on a task and a fixed subset of the agents act
as mobile routers.

Our goal is to position the team of robotic routers to provide communication cover-
age to the remaining client robots, while allowing clients maximum freedom to achieve
their primary coordination task. We develop algorithms and performance guarantees
for maintaining a desired communication quality over the entire heterogeneous team
of controlled mobile routers and non-cooperative clients.

In the first part of the thesis we consider the problem of router placement while ex-
plicitly accounting for client motion over a priori unknown trajectories. We formulate
this problem as a novel optimization called the connected reachable k-connected cen-
ter problem that extends the classical k-center problem. We propose an algorithm to
compute a small representative set of clients where this set is of size (klog(n)/E)0 (1),
can be constructed in O(nk) time and updated in (klog(n)/E)0 (1) time as clients move
along their trajectories. Here k is the number of routers, n is the number of clients,
and s is a user-defined acceptable error tolerance. Our router placement algorithm
applied to this sparse set provides a configuration of router positions that is bounded
by a multiplicative factor, (1 + E) from optimal.

Secondly, we incorporate a realistic communication model into our router place-
ment optimization problem. We do this by developing a novel method of directional
signal strength mapping that has sufficient richness of information to capture com-
plex wireless phenomena such as fading and shadowing, and can be used to derive a
simple optimization formulation that is based on quadratic link costs and is solved
using our router placement algorithm. Using off-the-shelf hardware platforms we
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present aggregate results demonstrating that the resulting router placements satisfy
communication demands across the network with 4X smaller standard deviation in
performance and 3.4X faster convergence time than existing methods, and our solu-
tions assume no environment map and unknown client positions.

Finally, we derive distributed controllers for the special case where clients are
static. We show that by the tuning of a control parameter our routers maintain a
connected network using only local information. We support our theoretical claims
with experimental results using AscTec hummingbird platforms as well as iRobot
Create platforms of small 10 client and large 500 virtual client implementations.

Thesis Supervisor: Daniela Rus
Title: Professor, MIT, CSAIL Director
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Chapter 1

Introduction

1.1 Motivation: Why Multi-Robot Communica-

tion?

We are moving towards a future where all vehicles on the road have increasing levels

of autonomy and will interact with each other to ensure safety and efficiency, where

teams of robots will be deployed in hazardous environments to perform search and

rescue tasks, and where maneuverable devices will be incorporated to help with every-

day tasks such as global connectivity. In the case of search and rescue tasks, disaster

relief efforts are inhibited by lack of information of where these efforts should be di-

rected (i.e. where survivors may be trapped), and the absence of a communication

infrastructure where valuable information can be disseminated quickly. If a such a

communication network could be deployed in these cases, it could configure itself to

allow robots exploring the wreckage to send video streams back to human relief work-

ers so that they can coordinate a safe and targeted rescue effort. In the case of global

connectivity, large ad-hoc networks could bring wireless access to remote areas in the

world where just a small number of mobile base-stations can position themselves to

provide best bandwidth service to users dependent on their needs (i.e. provide highest

bandwidth to schools during the day and relocate to provide highest bandwidth to

neighborhoods in the evenings). Ideally, we would be able to mount wireless routers
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onto several mobile base-stations that can autonomously position themselves to form

a communication network for supporting the rates needed to complete these tasks.

Along these lines, Google's Project Loon is investigating the use of maneuverable hot

air balloons to provide internet service across the two-thirds of the world's population

who do not currently have wireless infrastructure. The next natural question for these

efforts is, how can we enable such networks to satisfy variable communication needs

by leveraging the mobility inherent to these communicating platforms?

In order for these heterogeneous networks (composed of mobile base-stations that

create the necessary infrastructure, and clients who utilize this infrastructure) to be

applied to solve tasks in real-world environments, we must couple the control and

communication of the robot routers. In this thesis we focus on developing theoretical

and experimental foundations for communication amongst multi-agent teams in real-

world environments. The class of problems that we investigate are those where mobile

base-stations are positioned to provide communication coverage to robots, sensors,

and/or people on the move, in environments without an existing communication in-

frastructure. We will generally refer to the users of the network as "client-agents."

We are interested in the case where these mobile base-stations can be positioned au-

tonomously in a way that is adaptive, i.e. where the communication network can

re-position as needed due to dynamic environments, or changes in the demanded

communication rates over different links in the network. This capability facilitates

many multi-agent tasks such as coverage, exploration, search and rescue, rendezvous

and flocking amongst many others. In particular, most of these tasks require reliable

communication in order to exchange information and converge to a desired behav-

ior [25,85,101,106]. Establishing a communication network that is general to many

multi-agent tasks requires simultaneous development along two fronts: i) investiga-

tion of realistic communication models that relate spatial positioning to signal quality

between any two communicating agents and ii) design of controllers that use these

communication models to best position the mobile base-stations to satisfy (possibly

variable) communication requirements over the network.
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1.2 The Challenges of Providing Communication

over a Heterogeneous Network

Incorporating Wireless Signal Quality via Channel Feedback

The problem of providing wireless communication coverage amongst multi-robot sys-

tems is very challenging. At the crux of this problem is the following realization:

the majority of robotic tasks leverage mobility in Euclidean three-dimensional space

and thus require knowledge of how positions in R 3 effect communication, however,

wireless signals are notoriously difficult to predict via analytical models [52, 75, 79].

The quality of a wireless link are often related in complex ways to the structure of the

environment, such as the presence of obstacles (and their material composition [104]),

as well as any dynamics of the surroundings (i.e. moving people, cars, robots, etc).

This makes the predictability of signal quality very challenging and often specific to

different environments. Thus, it is not clear how to develop mathematical solutions

that both allow for guaranteeing the communication quality necessary for the per-

formance of our systems, and sufficiently capture complex wireless phenomena such

that our guarantees hold for real world implementations.

Keeping a Network Connected and Balanced as Clients Move

Assuming that we do have sufficient models of communication quality, how do we

trade-off client coordination goals such that they may have the freedom to choose

trajectories that achieve their primary task (exploration, coverage, rendezvous, etc)

while remaining connected? For example, even under the idealistic assumption that

communication quality is perfectly predictable and given by a Euclidean distance

metric, how should our mobile base-stations divide themselves amongst the network

of clients such that no link in the graph suffers from unacceptable communication

quality (i.e. does not become unbalanced)? Here we refer to clients as the agents in

the network that have a primary coordination task such as exploration or coverage

and must use the communication network to complete this primary task. A careless
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approach may result in pockets of the network that receive poor communication qual-

ity, or suffers from loss of connectivity altogether, thus compromising the coordination

task. And finally, the dynamics of the clients could easily lead to a disconnected sys-

tem over time if our mobile agents do not account for these dynamics and position

themselves accordingly. However, finding a balance between restricting the paths of

the mission agents in order to achieve communication goals, and giving these agents

enough freedom to complete their primary task is a challenge in itself.

Updating the Network in Real-time even for Large Numbers of Clients

As we move towards the incorporation of these systems into everyday life, such as

for the case of global coverage, we must be able to cater our solutions for larger

and larger client bases. In order to find globally optimal solutions such that our

mobile base-stations are best allocated according to network demand, these solutions

become more expensive as the number of clients increase; and so we must move

towards approximate solutions. Heuristic solutions however, are undesirable for then

we do not have a sense of how far below optimal we perform given a fixed number k of

mobile base-stations. Ideally, we favor solutions that can provide computable bounds

on the approximation costs so that we may understand how far from optimal we

are performing for a given ratio of mobile base-stations to clients. Such information

can additionally provide guidance as to how many mobile base-stations should be

deployed or what the maximum coverage area we can hope to service may be.

Connecting Clients with Unknown Positions and in Unknown Environ-

ments

Finally, for maximum flexibility of these communication networks and applicability

to general environments, we cannot assume a known environment map or even known

client positions. For example, in a disaster zone immediate response is often required

and there is no time to survey the area or compose a map, although it is likely that

structural damage has led to many obstacles and obstructions that will affect the

ability to communicate reliably. By the definition of "exploration" in coverage or
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exploration scenarios, it is implied that a map of the environment is not known prior

to deployment and thus catering to such coordination tasks also precludes using infor-

mation about obstacles that may be present or their material composition. Further

challenges are posed by the fact that these environments are also often GPS-denied,

and we cannot assume that client positions are known.

Challenges Addressed in the Thesis

This thesis focuses on making progress along each of the following directions: i)

deriving methods for measuring the relationship between spatial directions and signal

strength, ii) formation of a wireless network infrastructure through the positioning

of robot routers, where these positions are adaptive to client mobility and variable

communication needs and iii) maintaining generality of our methods to unknown

and gps-denied environments. The results in this thesis serve to mitigate or remove

altogether the challenges stated in this section; which we believe bring us much closer

to making these systems feasible for real-world application.

1.3 State of the Art

There are many projects on today's frontier that are pushing the capabilities of multi-

agent systems. Google's Project Loon [73] (or similar projects [21,38,84]) that envi-

sions using a network of hot-air balloons to provide wireless infrastructure for com-

munication coverage in remote areas of the world, the DARPA Urban challenge [14]

that advances technologies for a future of driver-less vehicles in a networked city,

and robotic swarms [23,66,89] that can be deployed for autonomous exploration or

search and rescue tasks all constitute just a snapshot of the potential of coordinated

robotics applications. But there are many questions that must be answered before

we can utilize this full potential. For example, if we could control the positions of

Google's routers, how could we best allocate them across users such that with a lim-

ited number of resources we could best satisfy client demands and moreover, adapt

to variable demands? The winning team of the DARPA Urban challenge describe

27



one of the largest challenges in bringing the autonomous vehicle vision to fruition in

actual urban environments as lack of sensory information [14]. What if we could solve

this problem in multi-vehicle networks, not by adding advanced sensing capabilities,

but rather by leveraging all the information across the network via communication

between vehicles [71]? For robotic swarms, many theorized capabilities rely on com-

munication and the question of how to provide the necessary communication guaran-

tees has stood in the way of bringing these systems from the laboratory into the real

world.

The current state of the art in combining position control of networks of mobile

base-stations with explicit treatment of the communication problem largely centers

around either geometric models (such as Euclidean disk or visibility graph approaches)

where signal quality is believed to depend deterministically on the environment, or

stochastic models where the quality of the wireless signals at different points in the

environment is measured and incorporated into the controller. Thus there is a natural

division in the contributions made towards solving this problem; those using a the-

oretical treatment based on idealized (deterministic) models of communication, and

those pursuing an experimental treatment based on realistic models of communication

that use feedback on the wireless signals (see Figure 1-1).

Idealized Models of Realistic Models of
Communication using Communication using Feedback

Deterministic Relation to on Wireless Signal Quality
Environment

Necessary for attaining
- Focuses on coordination aspects of the communication goals in hardware

problem implementation for general
environments

- Allows development of theoretical
framework and best-case performance
guarantees

Figure 1-1: Advantages of theoretical vs. experimental treatment of the problem.
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Two of the most ubiquitous approaches for modeling the dependence of signal

quality on spatial positioning for every pair of communicating vehicles (also referred

to as nodes for generality in this section) are:

(i) Euclidean Disk Approach In this case the signal quality is assumed to be

deterministic and mapped perfectly to the Euclidean distance between the com-

munication nodes. Controllers developed using this assumption are open-loop

and oblivious to the wireless channels. In reality, signal strength suffers from

large variations even over small displacements [75]. Euclidean disk models sim-

ply do not capture this reality. However, these controllers are often very simple

in nature due to the fact that a Euclidean metric allows for quadratic cost strue-

tures and is amenable to graph-theoretic treatments of the resulting communi-

cation systems. Thus this approach has a natural appeal due to this simplicity

that allows for both a geometric treatment of an otherwise complex problem,

and the derivation of theoretical performance guarantees for the communication

network.

(ii) Stochastic Sampling Approaches These approaches attempt to incorporate

a more realistic treatment of the signal quality by sampling the signal strength

at discrete locations in space and inferring a closed-loop model of the signal

strength in the local environment, see Figure 1-2. Acquiring these samples are

energy expensive however, because they require physically moving the vehicle

to random exploratory points in the local environment in order to sample the

signal quality (the blue arrow trajectory in Figure 1-3 demonstrates the added

exploratory paths typical of stochastic sampling approaches). Therefore these

samples are often supplemented with certain models that attempt to capture

the remaining part of the signal strength curve. Specifically, these samples are

assumed to come from particular distributions whose parameters must be found

such that the samples fit the distribution. Unfortunately, these approaches are

often prohibitive for real-world application due to the following reasons: i)

these models are often complex, ii) it is unclear which model to choose for the
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environment since the fitting of these parameters often depend on the structure

of the environment (how many obstacles are present) and the materials in the

environment (concrete vs. dry wall for example), iii) they often require static

environments (otherwise the samples are invalidated) and iv) they often assume

that node positions are known. See Figure 2-1 for an example of a standard

signal quality prediction model and accompanying assumptions.

Discrete stochastic samples of the
signal strength curve. Robot acquires
samples by visiting these points.

Schemais ntrrtaino
true signal strength curve

Figure 1-2: Schematic drawing of a true signal strength map along different directions

in the local environment of a robotic agent. Large lobes correspond to high signal

strength.

Using either the Euclidean disk or stochastic sampling approach, higher level con-

trollers are then developed to carry out the primary coordination task (e.g. coverage,

consensus, flocking, etc) in a communication-aware setting. In general, geometric

approaches (such as work based on the Euclidean disk model) focus on the coordi-

nation aspects of the problem such as: 1) how to best allocate the robot routers, 2)

how to allow for topology changes without losing connectivity of the network, and

3) what the best performance guarantees are that we can hope to achieve. On the

other hand, for sampling based approaches the focus is largely on experimental val-

idation of algorithms, i.e., showing that algorithms are capable of achieving desired

rates or other performance goals in actual implementations. Both approaches, one
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Figure 1-3: Data from hardware experiments of 3 clients and 1 router compares the

performance of current methods, the Euclidean disk and stochastic sampling methods,

for incorporating communication quality demands. The blue arrows indicate the

traversed path of the router from initial to final converged positions.

that makes idealized assumptions on communication but provides theoretical insight

and guarantees on agent coordination, and one that takes a more realistic treatment

of wireless communications but targets experimental results, address very challenging

aspects of the communication coverage problem. We provide a detailed account of

related work both for different communication models and for the resulting control

approaches in Chapter 2.2 of the thesis.

Relation of the Thesis to the State of the Art

This thesis focuses on providing communication support to general multi-agent tasks

where our controllers use simple quadratic costs to represent signal strength over

every link in the network. Under this framework we make progress on both i) deriving

theoretical performance guarantees for the coordination aspects of the problem under

the simplifying assumption of a Euclidean disk model for communication and ii)

generalizing the theoretical framework to incorporate a more realistic treatment of

the wireless link quality by using channel feedback, resulting in the attainment of

performance goals in actual hardware experiments.
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(i) Contributions in Multi-agent Coordination under the Euclidean Disk

Model: The multi-agent coordination aspects of the communication coverage

problem include router placement (i.e. how to best allocate routers such that

communication service to clients is maximized), and questions of connectivity

(i.e. how to maintain a connected network for a certain duration of time). This

thesis extends the state of the art in this domain in several ways. Firstly, we

focus on heterogeneous problems of clients and routers where clients are allowed

to be non-cooperative, i.e. we allow for an entire subset of the network to be

outside of our control authority. This assumption allows for a much greater level

of freedom for the client agents who may then complete their independent tasks

without needing to alter or report their trajectories to support communication.

The objective here is to place routers such that connectivity is maintained over

a computable time window and is robust to future client trajectories. Secondly,

we target scalability of our results to large numbers of clients. In particular,

we provide approximate solutions to the router placement problem that can be

computed efficiently even as the number of clients increases, while bounding the

approximation error within a known tolerance factor.

(ii) Contributions in Network Optimization using Wireless Channel Feed-

back: We provide a realistic treatment of the communication quality by de-

veloping a novel method for directly measuring a mapping that relates signal

strength to relative heading directions for each router. By "mapping" we are

referring to a function that assigns a signal strength value to different angular

heading directions relative to the current heading of the router in the range of

[-E, E]. This range represents all the directions from moving directly towards

the signal source (-7r/2 deg), moving directly away from the signal source (7r/2

deg), and moving horizontally w.r.t. the signal source (0 deg). We do not as-

sume knowledge of the analytical form of this mapping. Instead, our method

allows for this mapping to be directly measured (see Figure 1-4) for each link

in the communication graph. Additionally, we are able to measure the full
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Figure 1-4: An example of a typical measurement (from an actual experiment) of
a directional signal strength map, accompanied by a schematic interpretation of the

directions over which this data reports.

signal strength map with no extra effort, i.e. by moving along any arbitrary

path (the path that is conducive to the coordination goal in contrast to ran-

dom exploratory paths). One key difference between this method and previous

stochastic sampling methods is that we use the full channel information, signal

strength plus phase, whereas previous methods use only signal strength (see

Chapter 2 for an in-depth comparison). The interested reader is referred to

Chapter 5 of the thesis for derivation of the method and resulting controller.

1.4 Our Approach

In this thesis we consider the problem of maintaining an ad-hoc communication net-

work over a heterogeneous group of robotic agents, under realistic communication

models, and with large numbers of mobile client-agents moving over unknown tra-

jectories. We assume two types of vehicles, k mobile base-stations whose motion we

control, and n client-agents whose motion we cannot control (e.g.. robots, mobile

sensors, people, etc). The objective is to develop a controller guaranteed to provide

a communication network to all clients according to their communication needs. The
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controlled vehicles must adapt to the movement of the clients and the communication

quality provided by their network must adapt to task needs and dynamic environ-

ments. Furthermore, we aim to provide control algorithms that meet performance

goals in actual hardware implementations, where communication service is measured

by instantaneous, achieved rates on each link in the network.

Our approach to this problem is to break it up into two main sub-problems each

of which is challenging in its own right: P1: assuming an idealized model for com-

munication quality versus position, solve the problem for placing routers to achieve

balanced communication quality for mobile client-agents as well as large systems of

clients and P2: derive a generalized problem formulation that accounts for a realistic

communication model, by incorporating real-time channel feedback, while retaining

simplicity of the resulting controller. We show that the general optimization for-

mulation of problem 2 (P2) can be reduced to that of problem 1 (P1) so that the

router placement algorithm derived in the first half of the thesis can be applied to the

most general realistic communications settings. This results in powerful, yet simple,

controllers for placing routers to form adaptive networks in general environments.

Figure 1-5 demonstrates the interconnectivity between these two sub-problems of the

thesis.

In the first half of the thesis we focus on the first sub-problem and make the

following simplifying assumptions: i) signal quality is given by the Euclidean dis-

tance between two. communicating nodes, ii) communication demands are equal for

all clients, and iii) client positions are known. Under these assumptions we derive a

new problem formulation and a corresponding algorithm for finding optimal place-

ments for mobile base-stations. This solution is optimal in the sense that for a fixed

number of base-stations the best allocation of resources is attained such that the

worst-case communication link in the network is maximized. Our problem formula-

tion also allows for client-agents to move along a priori unknown trajectories. This

is necessary for allowing maximum flexibility for the clients who may need to change

their plans on the fly to complete their primary task. For this case we can handle

changing network topologies such that links in the graph can be broken and formed as
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Figure 1-5: A simple reduction allows us to use our router placement algorithms

to optimize the network for achieving demanded client rates according to realistic

communication models.

necessary to maintain communication, and the amount of time for which the network

connectivity is guaranteed can be directly related to client velocities. We scale our

results to apply to large numbers of clients, where an approximate solution can be

computed efficiently while remaining within a bounded error from optimality.

For the second sub-problem we focus on solving mobile base-station placements

for 1) realistic communication scenarios, 2) where client positions are not known, and

3) client communication demands are heterogeneous and possibly variable over time.

We replace the idealistic assumption from our previous problem formulation, that

maps signal strength to Euclidean distance between nodes, with a generalized Ma-

halanobis distance that is carefully constructed to incorporate channel feedback. We

show that by making this modest generalization to our previous problem formulation,

we are able to incorporate realistic communication phenomena into our controllers

for mobile base-station placement. We are able to achieve this by deriving a map-

ping between a mobile base-station's current heading and the signal strength that
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it receives along each spatial direction for its wireless links to every other node in

the system. The left-hand side of Figure 1-4 shows a schematic diagram of a router

(quadrotor vehicle) and a client (iRobot Create vehicle) representing a single edge in

the communication network. The plot on the right-hand side of this figure is an actual

measured directional signal strength mapping that shows the full profile of how the

link's signal strength varies for different heading angles relative to the router. The

maximum value on this plot gives a recommendation for a router heading that would

maximize the signal quality along this specific communication link for this specific

client. By simply moving along any arbitrary straight line path (not a random path)

a router will simultaneously obtain a similar directional signal plot for every node in

the network that it is currently communicating to.

We show that these directional signal strength mappings can be used to design a

simple position controller that retains a quadratic structure, by using this information

to carefully construct a generalized distance metric. This generalized distance metric

then replaces the Euclidean costs for each link in the network that we had used for

deriving our k-center-based router placement algorithms. This allows us to use our

previously derived algorithm for finding mobile base-station placements; resulting in

simple quadratic optimizations for the formation of ad-hoc networks that are adaptive

to dynamic environments, can satisfy heterogeneous client demands, and do not rely

on a known environment map nor exact client positions.

Finally, for the special case of slowly moving or static client-agents we investigate

gradient-based, distributed optimizations for positioning our mobile base-stations

that have the following characteristics: i) base-station positions are computed using

only local information, ii) communication is optimized according to the well-known

physical model based on Signal to Interference Ratio (SIR) developed by Gupta and

Kumar [57], and iii) connectivity is provably maintained. For this special case we

can simplify the solution and in particular, derive a distributed solution. This case

is prevalent for cases such as failure scenarios where routers may fail and remaining

routers must reconfigure to maintain connectivity, and/or clients exit or enter the

communication network.
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Figure 1-6: Thesis content summary and organization.

1.5 Contributions, Assumptions, and Scope of the

Thesis

Scope of the Thesis

We investigate the class of problems where the communication task is formulated as

the optimization of a cost that depends on base-station positions. Our objective is

to navigate our mobile base-stations to a goal configuration that satisfies a specified

communication quality metric, and remain fixed at this configuration unless there is

a change in the environment, client-agents move, and/or client-agents change their

communication demands. We target globally optimal solutions in the sense that for

a fixed number of k mobile base-stations, these base-stations are optimally assigned

to clients based on the current state of the environment; or in the case of an approxi-

mate large-scale solution, the approximation error can be bounded from optimal. We

do not optimize over the entire trajectories of our vehicles to find globally optimal

paths as in motion planning problems. This is because we do not assume known
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communication maps over the entire environment, nor do we assume known envi-

ronment/obstacle maps, and further, we wish to maintain adaptability to dynamic

environments. Throughout the thesis we do not consider routing protocols. Our ob-

jective is to establish links that are capable of attaining the requested rates to client

vehicles without regards to how clients may wish to utilize the network to route mes-

sages to other points in the network. We are mostly considering the case where our

mobile base-stations have sufficient bandwidth to relay data throughout the network,

whereas client communication hardware is assumed to be the larger bottleneck. This

is often the case since the primary goal of the mobile base-stations is to provide com-

munication and thus it is a natural assumption that their equipment would be better

suited for high-bandwidth communication.

Contributions and Basic Assumptions of the Thesis

For the remainder of the thesis we will refer to client-agents as those that utilize

the communication network, and our "mobile base-stations" as router robots whose

positions are controlled in order to form the network. We assume that client and

router dynamics are linear and subject to maximum velocity bounds. Our initial

treatment of the communication coverage problem will make the following simplifying

assumptions: 1) signal quality for any link is given by the Euclidean distance between

the two communicating nodes (Euclidean disk model), 2) client positions are known

to all mobile routers in the system, and 3) the requested communication rates are the

same for all clients in the system. Under these assumptions we present the following

contributions:

(i) Solution of the router placement problem: Algorithms for optimal place-

ment of router robots for servicing dynamic clients such that the maximum

distance edge on the communication graph is minimized.

(ii) Accounting for unknown client trajectories: Guarantees on connectivity

of the graph over a computable time window, where client-agents are allowed

to move over a priori unknown trajectories.
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(iii) Efficient real-time solutions for the router placement problem: We

present algorithms for computing a small representative set of client-agents (of

size O(klog(n)/cd) where d is the dimension) that can be constructed in O(nk)

time and updated in (klog(n)/) 0 (1 ) time as clients move. The router placement

algorithm applied to this sparse representative set provides a configuration of

router positions that is bounded by a multiplicative factor (1 + E) from optimal

where E is a user-specified error tolerance.

(a) Large-scale quadrotor + 500 vir- (b) Small scale heterogeneous robot
tual taxi client vehicles (from real San team
Francisco taxi data)

(c) Our off-the-shelf wireless mapping
platform

Figure 1-7: Examples of our hardware platforms include heterogeneous implementa-

tions with iRobot Create vehicles and AscTec hummingbird quadrotors both small

(2 routers, 10 clients) and large (3 routers, 500 virtual clients).

We then focus on replacing the Euclidean disk model with a realistic treatment of

the communication quality over each link. We allow for heterogeneous communication

demands over the network so that clients may request the required rate for their

specific task (i.e. 50 Mb/s for streaming a video transmission or 5 Mb/s for requesting
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a status update). We also relax the assumption on known client positions, although we

still assume that robot router positions are known. Under these relaxed assumptions

we provide the following contributions:

(i) A new method for directly measuring directional signal strength maps

We derive a novel method for finding directional signal strength maps (see

Figure 1-4) that directly measure the signal strength of a particular link along

every spatial direction relative to the heading of each robot router using small,

single-antenna, off-the-shelf platforms and commodity wifi cards.

(ii) A problem formulation for router placements with realistic commu-

nication We derive a new formulation for the router placement problem, that

is based on simple quadratic costs, and whose optimization results in the forma-

tion of a communication network that can satisfy heterogeneous client demands

in actual hardware implementations.

(iii) Experimental Results: We provide various empirical results showing the

capability of the system to converge to configurations that satisfy all client

demands on the network, while being adaptive to dynamic environment, with

no known environment map, and no knowledge of the environment.

(iv) Comparison to existing methods in hardware implementations We

provide aggregate empirical data to show that our method outperforms existing

Euclidean disk or Stochastic sampling methods both in variability of perfor-

mance (4X times smaller variance) and convergence time (3.4X faster).

An example of an actual directional signal strength map can be found in Fig-

ure 1-4 where the schematic on the right-hand side demonstrates the signal strength

along each spatial direction relative to the robot router (quadrotor in this figure)

heading. Although the principles of our approach are extensible to R3, our current

development is in R 2. Furthermore, by careful construction of our new optimization

problem, we maintain the ability to reduce this most general problem to the previous

router placement problem where now the Euclidean disk assumption is replaced with
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a generalized distance metric based on wireless channel feedback. The result is that

we are able to use our previous algorithms for finding router placements, culminating

in simple controllers that capture realistic wireless communication and can perform

well in real-world environments.

Finally, for the special case of static clients we derive distributed controllers for

connectivity maintenance. In particular,

(i) A distributed controller for communication optimization We derive a

physically motivated communication cost that encodes the effects of ambient

noise and interference from neighboring agents competing for the same router.

(ii) Topology changes in a connected network We present a non-smooth sta-

bility analysis for convergence to local minima, where the non-differentiability

is necessary due to agents moving in or out of communication with one another.

(iii) Maintaining connectivity using local information We prove that connec-

tivity can be maintained in a distributed fashion either by i) satisfying certain

computable conditions or ii)by setting a tunable design parameter of the con-

troller to be greater than a critical value that we derive.

Summary of Contributions

In summary, the broad contributions of this thesis are:

(i) a communication coverage control algorithm for a network of mobile base-

stations providing coverage to agents with unknown trajectories

(ii) a scalable version of the mobile base-station control algorithm that can accom-

modate hundreds of mobile agents with unknown trajectories

(iii) development of a virtual sensor for the local quality and directional gradient of

the signal strength

(iv) an adaptive algorithm for controlling a network of mobile base-stations using the

signal strength virtual sensor; the algorithm supports varying communication

needs and demonstrates empirical gains over existing methods
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(v) extensive simulation and hardware experiments

1.6 Thesis Roadmap

This thesis is organized in the following way (see Figure 1-6). In Chapter 2 we present

the overall problem of communication coverage for heterogeneous networks and define

nomenclature that is general to the body of the thesis. We also present a thorough

literature review and a comparison to the work contained in the thesis. In Chapter

3 we present a formulation of the router placement problem for achieving communi-

cation coverage for clients moving over unknown trajectories under the assumptions

of 1) the Euclidean disk model, 2) current client and router positions are known and

3) communication demands are homogeneous over the network. We present an algo-

rithm for finding a configuration of routers that balances the network, meaning that

the weakest link is maximized for a fair network. In Chapter 4 we present scalabil-

ity results for the router placement problem. In particular, we present algorithms

for finding a sparse subset of client vehicles such that the router placement algo-

rithm can be computed efficiently over this representative subset and the resulting

approximation error is bounded. In Chapter 5 we replace the Euclidean disk model

assumption of signal quality and derive a new method for measuring rich directional

information from wireless channel feedback. We pose a new router placement formu-

lation that takes into account real-time feedback on the signal quality. We show that

this most general case can be reduced to the router placement problem of Chapter 2

and thus can use this algorithm for achieving router placements that satisfy variable

client communication demands in experimental implementations, where neither an

environment map, nor client positions need to be known. In Chapter 6 we present

a distributed, gradient-based controller for the special case where client-agents are

static. In the final chapter we present conclusions and directions of future work.
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Chapter 2

Problem and Related Work

2.1 Problem Overview

Throughout the thesis we focus on the following problem: deploy a group of robot

routers to provide a communication service for client agents that are performing a

collaborative task. Over the entire network we assume positional control only over

a subset of the network, as the client vehicles are viewed as non-cooperative. In the

sequel we will sometimes refer to robot routers as "routers" or "robots" to empha-

size that we control their positions, and we will sometimes refer to the client agents

as "clients" or simply "agents." Viewing the clients as non-cooperative is an im-

portant assumption as it allows the client vehicles maximum freedom to complete

their independent collaboration task, without altering their positions or trajectories

to accommodate communication, but while still benefiting from guaranteed commu-

nication quality necessary to complete their task.

Specifically, given a set of positions for n agents at time t, Pt = {pit,... ,Pnt},

and a set C = {cit, . ..,Ct} of k router robots, where pj, ci are d-dimensional column

vectors for all j c [n], i E [k] and t > 0, we aim to find a configuration Ct+1 of robot

routers such that a communication cost g is minimized:
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Ct+1 = arg min g(Pt,Ct,C) (2.1)CEQ

Where Q is an optional constraint set; for example, it can be used to encode certain

dynamical constraints on the communication vehicles. In this thesis we consider many

aspects of this problem. We derive different formulations of the cost g such that

the resulting optimized positions Ct+1 provide minimum interference communication,

maximize the worst-case service over the network in a proximity-based sense, or obtain

some target level of service (i.e. specified communication rates). We also consider

different methods for solving the optimization problem over mobile router positions.

We develop solutions that may be distributed, where each router will only rely on

local information for finding its updated position, or are globally optimal where we

maximize the level of communication service over the entire network, and mobile

router positions are assigned by a central server. Finally, we design the constraint

set Q, in combination with generalized formulations of the cost g, for solving the

communication optimization problem where communication must be maintained for

clients moving over unknown trajectories. In the following sections we provide a

detailed review of work related to solving this problem of communication coverage,

and we define a few preliminary concepts that will be used throughout the thesis.

2.2 Related Work

The question of how best to provide the required level of communication quality over

a network with existing infrastructure has a rich history in the literature. The wireless

and networking communities have extensively studied how to satisfy competing client

demands by optimizing parameters such as scheduling, routing protocols, transmit

power, spatial separation, and channel or frequency selection. The paper [77] discusses

the optimization of a transmission schedule for multiple users over multiple channels

that maximizes the total network throughput (attained data rate). A second dynamic
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approach to scheduling transmissions is discussed in [42-44,77] and [41] where "white

space" or empty slots of time between bursty transmissions of data are utilized. This

allows for orthogonality in the time domain (as opposed to the frequency domain)

for maximum utilization of the network resources. The survey paper [120] provides

an excellent motivation and overview of such methods. The paper [51] discusses the

design of a routing protocol to transmit data over a static network using paths that

are spatially separated in order to combat the malignant effects of interference and

multipath on the communication quality. The survey paper [88] reviews many similar

aspects of what is referred to as Cooperative Communication for improving communi-

cation quality over a network with multiple clients. Although these techniques have

had a large impact in improving performance such that multiple users may enjoy

high-quality communication, they applying to existing, often static infrastructure.

But what if this wireless infrastructure does not exist?

In this thesis we study problems of the formation of wireless infrastructure by con-

trolling robot routers to position themselves in configurations that provide demanded

communication quality amongst multiple client agents. Here, we do not use the most

common aforementioned parameters of transmit power, routing, channel selection or

scheduling to optimize an existing network; rather, we leverage robot mobility to posi-

tion robot routers to provide a network infrastructure with the capacity for providing

the requested rates. Unlike static infrastructures, this allows for 1) temporary deploy-

ments of communication networks in remote areas or for disaster relief efforts where

existing infrastructure may not exist or may have been damaged, 2) optimal usage of

a limited number of routers that can adapt to accommodate the needs of the clients

(i.e. some parts of the network may need to stream video to a base station while

others may only need intermittent status update capability) and 3) mobility of the

entire network (re-deployments of the routers in different environments as needed).

We divide the problem of communication coverage into two sub-parts, both of

which are difficult problems in their own right: 1) understand the relationship between

channel quality and spatial positioning, which is necessary for any location-based

optimization of the communication network and 2) using a communication model as

45



a black box, control the positions of robot routers to provide the best communication

coverage over multiple clients with competing demands. In order to tackle these

problems, this thesis builds on a large body of related work in the areas of multi-

agent coverage, facility location, control of dynamic systems under unknown but

bounded disturbances, computational geometry, non-smooth analysis, and wireless

communication. Similar to the way that we divide our approach to the problem into

two parts, we divide the body of related literature into the following areas: 1) those

bodies of work concerned with coverage where resources (static or otherwise) are

placed to minimize Euclidean distance to (dynamic) client nodes or areas of interest

in the environment and 2) approaches that give explicit treatment to the wireless

communication aspect of the problem.

2.2.1 Works Related to Coverage of Client Vehicles

The common thread amongst these works is that they are primarily concerned with

minimizing physical proximity to clients, points of interest in the environment, or to

a desired target state.

Facility Location and its Coreset Approximations

The facility location literature solves the question of how best to place a fixed number

of k facilities (such as ATM teller machines) such that for a given number of n users

(such as clients wanting to use the ATM machines) the maximum distance that any

user is from its closest facility is minimized. A common name for this class of problems

is the k-center problem. Our objective of communication coverage over client agents

thus has a natural connection to this body of literature. Although, as we explain in

the body of the thesis, the dynamics of our client vehicles, and the connected nature

of the mobile base stations who must provide a communication network over the

entire system, require us to substantially generalize the problem statement beyond

the k-center problem.

Many works have studied the k-center problem. The well-known book [111] defines
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the k-center problem for different distance metrics as well as some common approx-

imations to this problem. The paper [64] provides some general applications of the

k-center problem to applications on random graphs. It is well known that the k-center

problem is NP-hard, meaning that the complexity of its solution grows exponentially

in the number of users n. For example, [81] investigates the NP completeness of this

problem for the case of k line segments and argues for the extension of the results

to the case where these facilities are points. Because of the well-known difficulty of

solving the k-center problem for large problem sizes, much effort has been dedicated

to finding faster, approximate solutions. Notably, Gonzalez [53] has provided a well-

known linear time algorithm for solving the k-center problem up to a constant error

factor of 2, but states that for any factor smaller than 2, constant factor solutions do

not exist. Therefore tighter error bounds require solutions that are dependent on the

input.

In particular, a tool from computational geometry called coresets has been exten-

sively studied for approximate solution of the k-center problem. These coresets can

be constructed in time that is linear in both n in k, and returns a small set of size

roughly O(k/d), i.e., independent of n. We then run exhaustive search algorithms,

approximations, or heuristics on these small representative sets. Approximation al-

gorithms in computational geometry often make use of random sampling [16], feature

extraction, and -samples [63]. Coresets can be viewed as a general concept that in-

cludes all of the above, and more. A comprehensive survey on this topic by Agarwal,

Har-Peled, and Varadarajan can be found in [4]. The work by Badoiu, Har-Peled,

and Indyk [7] presents a comprehensive derivation of coresets for the k-center and

k-median clustering problems in Euclidean space. The work on coresets that is most

relevant in our context are for k-center [33, 62]. These approaches provide a much

tighter (1 + e) error bounds than constant factor solutions.

The majority of the references cited above center around static problems where

the users in the system are viewed as stationary points. For the problems treated in

this thesis we are interested in the case of dynamic users, or clients. Therefore any

approximations that we employ should ideally take this mobility into account. The
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focus of part of the thesis is to improve the static coreset approximation to explicitly

account for the dynamic nature of the client vehicles under constraints. For the

original k-center without any constraint, such coresets were suggested in [15, 32,61].

In particular, the work by Timothy Chan in [15] and Grahling et.al in [55] develops

what is referred to as a dynamic coresets where input points (for which the objective is

to find a sparse representative set) are being added and deleted from the set. Similar

to the problem in this thesis, the coresets developed in [15] are for application to

the k-center problem that can be updated in time log(n)0(1) for constant k and e.

The streaming problem is similar in that points may be added to the set and only a

limited amount of processor memory is allowed to be used. While one can imagine

using these tools to account for input points that move in a continuous fashion (not as

discrete insert and delete operations) by deleting "old" coreset points corresponding to

previous client positions and adding "new" coreset points corresponding to updated

client positions, this approach leads to coresets that may change dramatically (in

terms of represented client positions) between iterations where router placements are

computed.

An important departure in the current thesis from the work in [15] is that our

coreset can be used for approximating the distances of the clients to any k servers,

rather a specific configuration of the k-center of the clients or their coresets. This

makes our coreset useful for solving the k-center problem with additional constraints,

as needed to accommodate client dynamics, or when maximum client-server distance

is only part of the optimization function as in our case where a connectivity constraint

over the entire network of clients and routers must also be optimized.

Keeping up with Dynamic Clients

The mobility of our client agents must be explicitly handled when optimizing for

updated router positions. We take inspiration from the problem of reachability in the

field of control for systems under unknown but bounded disturbances. A thorough

development of reachability for dynamic systems, where the goal is to use control

authority to drive the system into a desired state (which can be position, a desired
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velocity, etc) in the presence of unknown but bounded disturbances can be found in

the seminal work of [8]. In our formulation we consider the system to be the entire

network of routers and clients, where our desired state is a connected state for the

network, and the objective is to use control authority over the routers to maintain

connectivity over clients. For our problem, the movement of the client vehicles is

assumed to be modelled by a Linear Time Invariant discrete-time dynamical model

and client motion is treated as a bounded but unknown disturbance on the network.

We find inspiration for our treatment of the problem from applications of reachability

to differential games as described in [10]. As a topic of future work we are interested

in expanding to general nonlinear dynamic models for our clients, and the recent

paper [68] provides a few key results regarding the computation of attainable positions

for general dynamics system. However, we currently restrict our attention to LTI

systems.

More generally, reachability techniques have been used for control of complex

dynamic systems [30,50], and in achieving of feasibility of a target state over long or

infinite horizons [9]. Connectivity for an adversarial agent is investigated in [107] for

a single agent that must be tethered to a base station. The paper by [94] investigates

the feasibility of connectivity maintenance of a network of vehicles with second-order

dynamics using tools from reachability. However, the guarantees derived in [94] focus

on fixed, known a priori network topologies. The element of uncontrolled motion in

the current thesis precludes fixed communication assignments between agents that

can be maintained throughout.

A distinguishing characteristic of the current work is that it targets connectivity

over multiple clients whose motion is uncontrolled, and where the amount of control

assumed for our communication routers is limited. This problem formulation most

closely approximates differential game type approaches to reachability. We decide to

take a worst-case approach where we attempt to provide the best service even in the

case that client vehicles are moving at their maximum velocities and thus imparting

the largest possible disturbances on the system as in [10]. The approach described in

the recent paper [86] discusses mitigation of the conservatism that comes along with
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optimizing the worst-case scenario while preserving performance guarantees on the

system. For the general case scenarios that we target, where no additional information

beyond knowledge of client dynamics and max velocity is assumed, we are confined to

worst-case scenarios in order to maintain our guarantees. However, an intermediate

approach that trades off increased availability of information over the clients for less

conservatism is a fruitful avenue of future research.

The unpredicted motion of the clients introduces many challenges and necessitates

the ability of routers to handle frequent changes in the topology of the network. For

this reason we decide to use a centralized approach over a decentralized approach,

that provides complete flexibility for the mobile clients, while maintaining maximum

utility of the fleet of routers.

The requirements of communication connectivity mixed with the need to accom-

modate uncertainty and dynamics limitations in our problem requires tools from both

fields which results in the reachable k-connected centers problem (presented in Chap-

ter 3), which to the authors' knowledge is a novel formulation, that incorporates

uncertainty, and dynamic and communication limitations for heterogeneous systems

of controlled routers and uncontrolled clients.

Distributed Approaches to Client Coverage

In the final part of this thesis we consider providing coverage to a set of client vehicles

that are either static or moving slowly relative to the router vehicles. The develop-

ment of distributed control of groups of robots working collaboratively to achieve

a task has been a research focus in broad ranging fields including dynamic routing

problems [39,90], collaborative construction tasks [118], modelling of biological sys-

tems, and coverage [23,98]. In many of these applications communication across the

network is an important and challenging problem. The paper [5] concerns formation

control of agents under communication constraints. Other work concerns using a com-

munication tether to link a ground, or base station, to an exploring agent [13,105].

The paper [40] addresses the communication problem by integrating information

theoretic measures into the objective function and demonstrates this approach on a
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chain configuration of mobile robots. A previous paper by the current author and col-

leagues [48], investigates the use of gradient methods for improving a proximity-based

communication metric in environments with infeasible, or "no-fly" zones.

A second challenge we address in this part of the thesis is to ensure that aerial

vehicles will never move to disconnect the communication graph. This is a diffi-

cult problem in a distributed system because each agent's controller only accounts

for local information and the connectivity status is a global property of that graph.

Other research efforts have focused attention solely on the problem of maintaining

connectivity for distributed systems [22,83,105]. Many of these works use distributed

algorithmic methods of checking the connectivity of the graph via gossip algorithms,

local minimum spanning trees, or other iterative approaches. Our approach allows for

a continuous method of connectivity maintenance using local information at the ex-

pense of a more conservative controller. Less conservative approaches to this problem

could involve a combination of our distributed controller for communication optimiza-

tion and an algorithmic check for graph connectivity such as the work in [22].

2.2.2 Works Related to Wireless Communications Tasks

Typically, approaches to solving the problem of maintaining communication over a

multi-robot team, rely on modelling these systems as graphs, where every robot is a

node and edges correspond to communication links between pairs of robots defined

according to a pre-specified communication model. The "pre-specified" models used

in the current literature largely come in two flavors: i) the Euclidean disk model and

ii) models derived using stochastic sampling of the wireless channels. Each of these

methods has its strengths and deficiencies and the purpose of this thesis is to provide

new solutions to the multi-agent communication coverage problem that circumvents

key deficiencies of existing approaches and that provides measurable communication

quality improvement in actual implementations. We now compare and contrast recent

approaches in the literature to solving the communication coverage problem.
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Euclidean Disk Model Approaches

The Euclidean disk model approach assumes an ideal model of communication where

the quality of a link in the network (an edge on the communication graph) is given

by the Euclidean distance of the link. In other words, the farther away two commu-

nicating agents are from one another, the worse the communication quality of their

link and vice versa. While this correlation can be shown in practice for open-space

environments, it does not capture reality for general environments [52]. In particular

it does not capture environments where obstacles may cause shadowing, or attenu-

ation, of the signals, and reflections of the same signal may cause interference and

multipath fading. These phenomena are generally very difficult to predict and are

not captured by the Euclidean disk model. Controllers based on this model are often

open-loop and are thus oblivious to the actual quality of the communication across

link between two agents.

While ignorance to the actual quality of a communication link between commu-

nicating agents may be an obvious pitfall of modelling signal quality using a Eu-

clidean disk model approach, there are also many advantages. In particular, such

a model allows for simple, often quadratic costs due to the Euclidean distance met-

ric, and is amenable to graph-theoretic approaches to network connectivity. The

works [25,80,97] investigate many important multi-agent coordination problems such

as coverage where agents must deploy to survey an environment, while using Eu-

clidean metrics or visibility graphs to ensure acceptable communication quality. The

comprehensive book on multi-agent networks [82] studies graph-theoretic guarantees

for systems where links in the graph are often based on Euclidean distance or disk

assumptions (where the distance between the two nodes forming the edge is less than

a prescribed value). Using similar theoretical tools to guarantee convergence rates,

the works [66,89,106] study the problems of consensus and flocking where all agents

in the network must agree on some state. The important question of connectivity of a

communication graph, meaning that desirable communication rates can be supported

over all links in the graph, has implications for the performance guarantees of many
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multi-agent tasks. In particular, one approach to assessing network connectivity is

based on graph-theoretic measures such as the Fiedler value, which is the second

largest eigenvalue of the graph Laplacian [28,83]. The question of maintaining con-

nectivity also requires that the communication graph is robust to switching network

topologies where the communication neighbors of any node may change over time.

This is a question that we handle in the current thesis by explicitly considering client

mobility over time.

Additionally, it may be important to maximize the throughput, or number of

packets successfully received, over the network. The objectives of the paper [26]

are very relevant in that a subset of capable routers are assigned to a group of less

capable "regular" nodes (similar to our client nodes) and the objective is to find

both assignments of routers to regular nodes (resource allocation) and placements of

routers in order to maximize the network throughput. One of the main differences

between the problem targeted by [26] and that addressed in this thesis is that we

additionally assume that client agents (or "regular" nodes in [26]) are mobile and

their trajectories are not known a priori, nor do we assume any control authority

over their motion during the optimization. Other distinctions include the fact that

in the current work, connectivity amongst the backbone of routers themselves must

also be maintained and optimized.

As apparent from the plethora of advancements made in literature related to

multi-agent communication-aware coordination under idealized assumptions on sig-

nal quality, the advantage of Euclidean disk model approaches is in its simplicity.

It is this simplicity that allows for the development of multi-agent controllers that

achieve many important tasks from coverage, to flocking, to rendezvous, and permits

tractable cost formulations that can be provably optimized for maintaining network

connectivity over all agents. However, in addition to the Euclidean disk model as-

sumption, the aforementioned works often require fixed network topologies, or assume

that all nodes in the graph are controllable, and do not mention the applicability of

their methods to large systems. In this thesis we develop methods for maintaining

connectivity over the entire communication graph by leveraging positional control
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over only a subset of the agents in the network. Under this premise we also allow

for changing network topologies, we provide time windows over which connectivity

can be maintained, and we develop tools to generalize our algorithms to large-scale

systems where the number of uncontrolled agents in the graph grows larger.

Although the assumption that communication quality can be predicted determin-

istically based on Euclidean distance alone allows for the development of provably

optimal router placement algorithms and related performance guarantees, this as-

sumption unfortunately does not accurately capture real wireless phenomena. This

fact has been largely studied and verified experimentally. We discuss these related

works in the next subsection. In this thesis we develop algorithms based on the Eu-

clidean disk assumption that are later generalized to capture realistic communication

models.

Real Wireless Channels Don't Follow the Euclidean Disk Model

Unfortunately, the problem of mapping signal quality between two communicating

agents to their spatial positioning is a very difficult problem [52, 79]. In reality,

variation in signal quality over tens of centimeters of displacement can be larger

than the variation over meter-scale displacements which is in stark contrast to that

predicted by the Euclidean disk model. It is well known that the environment also has

a significant affect on the propagation of signals and the resulting received power of

these transmissions [104]. In fact, any prediction of signal quality is often attempted

via the use of different models such as Rayleigh or Ricean fading models, and/or

Gaussian process models, whose parameters must be fitted using knowledge of the

environment and the obstacles within it [35,75,79]. Given the complexity of the true

behavior of signal quality over different spatial positions, many recent efforts have

adopted techniques to sample the wireless channel stochastically. This is the focus of

the stochastic sampling methods discussed in the next subsection.

54



Stochastic Sampling Methods

Many recent efforts have focused on giving the communication over each link in the

network a more realistic treatment. In particular these efforts adopt models of signal

strength that incorporate pathloss which is the attenuation of the signals due to

propagation over long distances, shadowing which is attenuation due to obstacles and

certain materials that the signals traverse through, and fading which is a complex

phenomena based on signal interference due to reflections in the environment. Often

times the errors in these models are accounted for by adding stochasticity, where the

variations in signal strength are assumed to come from different distributions such as

the Rayleigh or Ricean fading models [75, 76] or Gaussian processes [79], and where

samples of the signal strength at different locations are used to fit parameters for

these distributions. The paper by Johansson [75] derives a sampling pattern and a

theoretical bound on the number of samples that must be taken in order to fit the

model parameters. His assumption is that these samples come from a Rayleigh or

Ricean fading model, which he specifies is based on the environment (indoor/outdoor)

and can change from room to room. The authors of the paper [117] investigate the use

of instantaneous signal strength and stochastic models of communication quality in

order to "co-optimize" communication goals and higher-level task goals as a vehicle

traverses a pre-specified path. Using these predictions on the signal quality, Fink

et. al. [34-36] derives routing protocols to maintain specified rate demands between

one node and any other node in the network. In his paper [74], LeNy combines

general coordination objectives such as coverage, with communication goals, by using

a Simultaneous Perturbation Stochastic (SPSA) algorithm for sampling the channel

quality. He makes the assumption that the channel capacity is directly observable

and also assumes that fading and shadowing effects on the channel can be modelled

by a zero-mean random variable.

While the aforementioned approaches are a large step forward towards adapting

robotic multi-agent tasks to incorporate realistic communication, they are not quite

amenable to implementation in general, real-world environments. Taking a closer
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look at stochastic sampling methods, the main objective of sampling the wireless

channels is to infer what the signal quality will be in the local environment of the

robot whose position must be optimized. Figure 1-2 shows a schematic drawing of

what the true directional signal strength map might look like for a link between two

agents. Stochastic approaches sample the signal strength at discrete points (shown

as red dots in Fig 1-2) by physically moving the agent to these locations. This is an

expensive procedure as these directions are often counter-productive to the primary

coordination task.

Assumptions of Standard Spatial Models
for Signal Quality

Known Known Known Known
environment positions obstacle map distributions
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Figure 2-1: A standard model for predicting signal quality (signal strength) along
different spatial positions [35,79], and the related assumptions common to approaches
utilizing these models.

Therefore the works mentioned in this section attempt to predict the remaining

portions of the signal strength curve by relying on models for the fading and shad-

owing effects, where the parameters describing these models must be fitted using the

gathered samples. Therefore these models necessitate assumptions that the environ-

ment is known (necessary for choosing an appropriate model and for fitting the model

parameters), the environment is static (otherwise the samples are no longer reflec-

tive of the channels), and that the positions of both communicating agents is known

(necessary for modelling pathloss effects). Figure 2-1 demonstrates a standard model

used for predicting the signal strength curve as a function of node positions, the en-

vironment map, transmit powers, and collected RSS samples. These assumptions are
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often prohibitive for real-world robotics applications that must be energy efficient,

adaptive to dynamic and/or unknown environments, and deployable in GPS-denied

areas where localization may not be available. As an example, the Association for

Unmanned Vehicle Systems recently identified autonomous flight in GPS-denied en-

vironments as a primary challenge due to its application to disaster relief scenarios.

Therefore the assumption of a known environment is particularly prohibitive. The

papers [1, 6, 12] provide a response to this challenge in the area of agile robot de-

ployment for exploration of unknown environments. We aim to maintain this level of

applicability to general environments in communication-aware domains as well.

Realizing the penalties associated with predicting local signal strength, the work

by [112] adopts a fine-scale approach for sequentially sampling the channel along small

local trajectories in order to find a configuration of positions that avoid deep fades

on the channels. However, this approach necessitates physically moving the robots

to sample signal strength along counterproductive directions. The work by Twigg

et. al. in [108] presents an actual example of mapping signal strength throughout

the environment by conducting an experiment in hardware to do so. This paper

shows how to estimate the RSS gradient and angle of arrival in the presence of small

scale fading, by taking several samples in 2-D and fitting a plane (slope equal RSS

gradient, direction of arrival comes from the angle of the plane). While this provides

a distinct advantage over other works in this category that offer simulation results or

data driven results (but do not provide results from controlling these systems using

real-time wireless channel feedback), this work requires generating a signal strength

map of the environment. This makes it difficult to handle dynamic surroundings

and precludes quick response deployments where there is no time for mapping the

whole environment. This paper relies fully on RSS or signal strength measurements

to construct this map. Unfortunately, using signal strength alone can be a misleading

metric as many times the variation in signal strength can be within noise levels.

In contrast, our methods for handling realistic wireless communication use the full

channel information including amplitude (signal strength) and phase of the signal.

More information about this distinction and the advantages of using the entire channel
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information can be found in Chapter 5.3 of this thesis.

Comparison of Current Methods

The plots in Figure 1-3 demonstrate the results of an actual implementation of both

the Euclidean disk model method and Stochastic sampling SPSA method (similar

to the method used by LeNy et. al. in [74]). In this scenario three client vehicles

demand a specific communication rate. A WiFi equipped roomba robot, or mobile

router, was tasked to find a position that would satisfy the demands of the three client

nodes by supporting the requested rates on each link in the network. The trajectory

of the mobile router (blue arrows) demonstrates key strengths and deficiencies of each

of these methods. In the case of the Euclidean disk method, the mobile router con-

verges quickly to a solution without expending energy exploring counter-productive

paths, however the converged position is behind an attenuating obstacle with respect

to client3 and thus the required communication rate is not satisfied. Because the

Euclidean disk approach is oblivious to the actual wireless channel, the mobile router

cannot find a solution that satisfies actual client demands. In contrast, an imple-

mentation using the stochastic sampling method does find a solution that satisfies all

client demands, but not before exploring along many random and counter-productive

paths. A key observation is that the aforementioned sampling approaches are all

based on signal strength, which can be a misleading metric in areas of low signal-to-

noise ratio where changes in the signal strength can be below the noise level (as shown

in Figure 1-3). A more ideal approach would allow for energy-efficient paths, that

do not necessitate counter-productive exploration of the signal strength map, while

allowing for satisfaction of actual client demands over the network. Furthermore, this

approach should retain the mathematical simplicity of those based on the Euclidean

models, but would be capable of meeting actual communication demands in general,

unknown, and dynamic environments.

In particular, as part of this thesis we develop a new approach to finding positions

for a team of mobile routers such that, similar in spirit to [351, requested rates to

client vehicles are maintained. Unlike [35] however, we use an additional piece of
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information from the wireless channel, the phase, in order to measure the directional

signal strength map directly without predicting this map by using models that are

tied to a specific known environment. Our approach also solves the problem of de-

ciding which routers to move and along which directions to move them in order to

serve competing client demands, similar in spirit to [112]. Although in contrast to

the referenced approach, we do not necessitate movement along random sampling

directions in order to make these network-wide decisions. We describe works in the

wireless literature that form the background for our approach in the following section.

Wireless Signal Strength Mapping

We develop a novel method of directional signal strength mapping for multi-robot

communication networks. Our method uses the entire channel information, amplitude

(signal strength) and phase, that in combination with signal processing techniques,

allows us to acquire rich mappings between relative heading angles (of each robot

router) and signal quality directly from measurements of the wireless channel (between

any two communicating nodes). Our method builds upon a rich body of literature

in the fields of signals and wireless communication and we build upon many of the

methods developed for applications in these fields. Methods of signal processing,

such as spectral processing of signals [103], have applications in many areas including

communication. Notably, the method of beamforming [110] uses signal processing

in conjunction with an array of clients (such as wifi antennas) to provide spatial

filtering of the received signal. The objective of beamforming is to estimate the

signal arriving from a desired direction, while attenuating the effects of noise and

other interfering signals. Generalizing this technique to account for receiving multiple

signals from distinct sources is the subject of the MUSIC algorithm [96]. MUSIC

allows for the ability to distinguish signals from multiple distinct transmitters, or

in the case where the environment may affect the signal propagation via reflections

or multipath, multiple receptions of the same signal from different directions (for

example a reflected path). Understanding how to attain this directional information

using a moving platform is the subject of Synthetic Aperture Radar (SAR) [37]. This
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is angle-of-arrival (AoA) technique that allows even a single-antenna mounted on a

flying aircraft or satellite to emulate a multi-antenna array and has been used in

applications such as imaging, by reflecting signals off of an environment (much like

radar).

Directional Antenna Power Gain vs. Azimuth Angle
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Figure 2-2: A directed antenna (left) and the result of beamforming applied to the
received signals where the signal received along a particular direction is largest (large
lobe indicates high signal strength) [110].

Past literature has leveraged SAR and/or arrays of antennas for object or trans-

mitter localization [70,114], terrain imaging [119], seeing through walls [2,20], and

tracking [91]. In addition, techniques such as [17] investigate ways to make the equip-

ment necessary to provide the spatial resolution for the angle-of-arrival techniques for

radar imaging applications. Recently, RF-Compass [113] proposed leveraging SAR to

navigate robots equipped with RFID tags towards an RFID-tagged object. However,

RF-Compass measures angle of arrival from the RFID tags to a centralized custom

RFID reader and does not involve direct communication between the RFID tags. For

example, recent papers by [67] and [115] demonstrate the benefit of AoA techniques

for localization of Wi-Fi transmitters. These use stationary multi-antenna receivers to

locate the transmitter with sub-meter accuracy. Unfortunate for the robotics commu-

nity, many of these techniques require bulky, specialized hardware such as customized

software radios, and are thus difficult to place on small, agile, mobile platforms that

are ubiquitous for robotics applications. Also, most SAR applications are geared to-
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wards radar-type problems where signals are transmitted and processed by the same

node, and these works do not make guarantees on signal quality from a single trans-

mitter across spatial directions. For an adaptive communication network composed

of small mobile router robots, we need a light-weight, single-antenna system that can

produce the same rich directional information as provided by SAR, but where the

signals to be processed are actually two-way transmissions (unlike radar) and can be

implemented with off-the-shelf components.

Recent work by Dan Halperin [59] provides a method of computing an accurate

prediction of the current rate capacity on a wireless channel. In this work he devel-

ops a metric called the Effective Signal to Noise Ratio (ESNR) which is shown to

provide a one-to-one mapping to the maximum rate supported on the link and this

information can be transmitted along with the packet similar to RSSI (although RSSI

is notoriously unreliable as a measure of instantaneous rate capacity of a link [591).

Moreover his recent tool release [60] allows for the full channel state information (CSI)

to be transmitted along with each packet (amplitude and phase information) using an

off-the-shelf Intel wifi card. Using the full CSI, we develop a method for generating

directional signal strength data that maps the relative heading of a robot router to

signal quality, using off-the-shelf components, on small iRobot mobile platforms. We

generate these maps as each router moves along an arbitrary direction (which obvi-

ates the need to randomly explore the environment) and uses two way communication

between clients and routers (unlike radar). To our knowledge this is the first time the

capacity of rich directional signal strength maps has been developed and implemented

for small mobile robotic platform applications.

Lastly, we must use the feedback from each wireless channel to control our ad-hoc

network of robot routers for satisfying client demands. The concept of satisfying com-

peting client demands over a wireless network is not in itself novel. The work by [92]

explores the use of beamforming to increase throughput by emulating multiple access

points on the same channel, however this work concerns a static infrastructure of

routers. The work by [35] uses router mobility to satisfy client rate requests but uses

only signal strength (RSSI) measures bolstered by prediction models that are specific
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to the environments they operate in. The combination of using rich mappings of

signal strength to all relative directions for each router (by using both amplitude and

phase components of the signal), along with a simple-to-implement yet powerful op-

timization framework that leverages router mobility and channel feedback for placing

the routers, results in the attainment of adaptive communication networks with a new

level of both simplicity and performance in real-world, and general, environments.

2.3 Preliminaries

Throughout the thesis we view the entire system of clients and routers as a graph.

Under this treatment, "nodes" are the vertices of the graph and these can be either

robot routers or clients. Edges represent the communication link between any two

nodes. Formally, the definition of a graph is as follows:

Definition 2.3.1 (A Communication Graph G(V, E)). Given a set C C Rd of router

positions, and a set P C Rd of client positions, a graph is an ordered pair G = (V, E)

where V = C U P is a set of vertices or nodes of the graph, and E is a set of edges

such that any two nodes connected by an edge are communicating. We assign edge

costs, hij > 0, to be the cost for communication along the edge eij connecting nodes

vi E V and v3 E V. We use the names "communication graph" and "communication

network" synonymously throughout the thesis. We also sometimes refer to an edge in

the communication graph as a "wireless link."

The mathematical definition of the edge costs between communicating nodes is

one of the addressed problems of the thesis. For the Euclidean disk model approach,

this cost is directly given by the Euclidean distance between the two nodes such that

hij = ,(vi - vy)T(vi - vj). In Chapter 5 of the thesis we define a new edge cost that

takes into account real-time wireless channel feedback. In the sequel we will adopt the

following shorthand notation for the Euclidean distance between two points p E Rd

and q E Rd:

dist(p, q) = V(p - q)T(p - q) (2.2)
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and the distance between a point p E Rd and a set Q C R d:

Dist(p, Q) = min dist(p, q) (2.3)
qCQ

We make the following assumptions on the communication graph:

Assumption 2.3.2 (Reliable Communication). We assume that only router-router

and router-client communication is reliable.

This assumption is important since we view the client agents as non-cooperative

in the sense that they are not required to adjust their positions to accommodate

communication. We define a spanning tree and a minimum bottleneck spanning tree

over the graph:

Definition 2.3.3 (MBST). Given a set C C Rd, a spanning tree of C is a tree

G(C, E) that connects all the centers (points) in C, whose edges are E C C2. A

bottleneck edge is the longest edge in a spanning tree, i. e, that maximizes dist(c, c')

over (c, c') c T. A spanning tree T* is a minimum bottleneck spanning tree (or

MBST) of C, if C does not contain a spanning tree with a shorter bottleneck edge.

We define b(C) to be the length of the bottleneck edge of the MBST of C, i. e,

b(C) := max dist(c, c'). (2.4)
(c,c') CT*

Throughout the thesis we will refer to communication demands over the network

and communication quality of a specific communication link. For reference, we present

our meaning of this terminology here:

Definition 2.3.4 (Communication quality qij of a link). We refer to the communica-

tion quality of a link between communicating nodes vi and v to be qij. This quantity is

a dimensionless averaged signal to noise ratio related to the Effective Signal to Noise

Ratio (ESNR) presented in the paper [59. This quantity has a direct mapping to the

instantaneous maximum rate (throughput) in Mb/s that a link can support and thus

the ESNR and max rate of a link are used interchangeably in this thesis. In sections
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of the thesis where the Euclidean disk assumption is used, the communication quality

is assumed to map directly to the Euclidean distance is not dependent on feedback

from the wireless channel.

Definition 2.3.5 (Communication demand qj of client j). The communication de-

mand qj of client j is the requested rate of client j. If j < maxi qij then we say that

the client's demand is satisfied.
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Chapter 3

Proximity-based Communication

for Dynamic Clients with

Unknown Trajectories

3.1 Introduction

In this chapter of the thesis, we derive a problem formulation for finding router

placements such that all clients receive the maximum communication quality provided

by a fixed number of routers. We give explicit treatment to the case where client

agents are mobile, and we provide an algorithm to solve for router placements that

maintain connectivity over a computable time window. Specifically, we are interested

in maintaining a network such that each client can send and receive messages to and

from all other clients in the system but we do not assume client cooperation with the

routers to maintain the network. This is an important assumption as it allows the

mobile clients maximum freedom to change their motion plans as necessary, but it also

makes communication maintenance significantly more challenging. To see why this

is an important assumption, take the pedagogical example of your cellular provider.

The service that you expect from the provider is the ability to communicate to any

person in your contact list, without needing to know where that person is (even if they
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happen to be in the same room as you, since from the point of view of the service

provider this is irrelevant), and without having to alter your path (say, you wish

to communicate while driving to work) in order to communicate reliably with that

other person. Similarly, we wish to provide this level of freedom to our robot clients

such that they may communicate to any other client in the network reliably without

explicit cooperation (ie. they are viewed as non-cooperative agents). In this spirit,

we assume the two following constraints: 1) every router can communicate reliably

with any other router or client at a distance of at most R, where R is a specified

communication radius and 2) a client can only communicate reliably with its nearest

router. We aim to develop on-line position control for the routers such that they

provide communication over the entire system, and such that the amount of time

that these positions are guaranteed to maintain a connected network is maximized

for the given communication radius and vehicle velocities. 1

In order to achieve the goal of controlling robot routers to provide communication

under these assumptions we must address questions such as, given n mobile clients

can we allocate k mobile routers such that there exists a connected communication

network? How would we compute this allocation and moreover, how can we maximize

the amount of time that we are guaranteed to preserve mutual connectivity despite

unpredicted client movement? What are the tradeoffs between the communication

radius R, number of mobile routers k, maximum client velocities, and their moving

freedom? In this work we define a formal framework, design provable algorithms, and

provide empirical case studies that aim to answer these types of questions.

3.1.1 Assumptions

In this chapter of the thesis we make the following assumptions:

(i) Signal strength can be mapped directly to the Euclidean distance between two

communicating nodes. We refer to this as the Euclidean disk assumption.

(ii) Current positions of clients and routers are known at the time that a new con-

'Part of this work has also been presented in [45].
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Figure 3-1: The point p can communicate with q through the path of centers p, ci, c2, c3, q. The

minimum required distance r for this communication is the longest edge (c2, c3 ) in this path.

figuration is computed in a centralized manner, although future client positions

(more generally, their trajectories) are unknown.

(iii) Client communication demands are equal across the network.

(iv) We assume the dimension d > 0 to be part of the input.

(v) A communication network G = (V, E) is connected if no edge exceeds a given

radius R such that max(ij)EE dist(vi, vj) < R.

We later show, in Chapter 5 of the thesis, that the assumption of signal quality

directly mapping to Euclidean distance can be relaxed by incorporating feedback

from the wireless channels across the network. We show that the algorithms for

router placement in this chapter of the thesis readily extend to the most general case,

that uses real-time wireless quality feedback, via a reduction from the most general

case to the specialized problem formulation in this chapter (see Section 5.5).

3.1.2 Summary of Problems Addressed

We consider that a communication network is feasible for a communication radius of

R, and a given configuration of mobile routers C under the two constraints given in

the opening paragraph if every pair of clients can mutually communicate using C.

Communication occurs via message passing from a client p to its nearest router ci,

and then via multi-hop through the connected network of routers C2, c3 before being
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delivered to its destination client q similar to the figure in 3-1. The minimum R

that is needed to use this routing path is the maximum distance between any two

vehicles sharing a communication edge, see Figure 3-1. We consider communication

to be feasible for a configuration C if every pair of clients p, q have such a path

that requires a communication radius of no more that R. This constitutes our first

problem

Problem 3.1.1 (feasibility problem). Is communication feasible for a configuration

C of mobile routers?

Note that the solution depends on all the possible spanning trees of the set C.

If the required communication radius is actually r where r < R, this implies that

clients p and q can move while still preserving mutual connectivity which motivates

the problem of finding the minimum such r:

Problem 3.1.2 (k-connected center problem). Viewing routers as centers, what is

the minimum value of r such that there is a feasible set of positions C for the mobile

routers, and what is that C?

We note that even if the number of centers (routers) and mobile clients is the

same (n = k) the solution is not trivial due to the interdependencies arising from the

connectivity requirement of the centers (see Figure 3-2). Finally, we incorporate the

dynamics of the vehicles, ie. control effort limitations for the routers and maximum

velocities for the mobile clients, as well as the maximum communication radius R to

answer the following question.

Problem 3.1.3 (reachability problem). What areas can each client and mobile router

move to (reach) while keeping the network connected, and for how long can we guar-

antee that a connected configuration is maintainable given a set of routers C and their

allowed control inputs, and maximum client velocities?

3.1.3 Results Snapshot

We develop an algorithm that solves for optimal mobile router positions that provide a

connected communication network if such a configuration exits, and that maximizes
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Figure 3-2: Schematic drawings showing the differences between the k-center and connected k-
center solutions for the n=3, k=2 case (a) and the n=3, k=3 case (b). Note that clients have the
same positions for all scenarios depicted above.

reachability for given vehicle velocities. Our algorithm also answers the feasibility

problem in 0(n+ (k log k) 4/3) for RI for a given C by the observation that a Euclidean

minimum spanning tree for C (that minimizes the sum of the length of edges) also

minimizes the longest edges among all spanning trees of C [3]. For n mobile clients

and k centers this algorithm has two flavors, it can be used to provide 1) an exact

solution C* with optimal cost h* in nQ(k) time, or 2) a faster approximate solution

that takes 0(1) and returns a solution C with cost h such that h < (1+ e)h* where

c > 0 is an input parameter depending on the desired solution accuracy. We address

the approximate solutions to this problem in Chapter 4.

We use a modified version of k clustering that we refer to as k-connected clus-

tering to optimally assign k subclusters of client vehicles to each router, where the

distance between any cluster of clients and its assigned router, as well as router-router

distances, are minimized. The result is a position controller that drives each router

to optimal positions that minimize distance to the non-cooperative group of clients,

and that maintains reachability of a connected configuration if such a configuration

exists for the given problem variables. For applications where the number of vehicles

and/or fast vehicle dynamics makes computation of the exact solution prohibitive in

real-time environments, we employ alternative approximate solutions that compute

the optimal communication vehicle positions over a subset of the clients, and that
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have asymptotic error bounds on the performance (see Chapter 4).

We provide an expiration time, or time window over which a configuration C of

communication vehicle positions is guaranteed to maintain connectivity of the network

given control input limitations and maximum client velocities. Our empirical results

show that for a scenario of 5 clients moving at a constant lm/s and 2 centers moving

at 1.5m/s the expiration time is te > 60s and the exact solution can be computed in

38s using a Matlab implementation of Algorithm 1 on a Dell Latitude E4300 with an

Intel core 2 processor.

3.1.4 Notation

3.2 Problem Formulation based on the k-Center

and Reachability Problems

We now turn our attention to deriving a problem formulation, or cost, such that

this cost can be optimized to find new router positions that satisfy a metric over the

network. We base our metric on the classic k-center problem for facility location, and

the well-known reachability problem for handling client dynamics.

3.2.1 Problem Statement

We wish to provide communication coverage to n mobile clients with positions pjt E

Rd at time t > 0, that are moving over unknown trajectories. We assume the following

discrete time LTI model for client dynamics, for all j E [n], the input wjt is unknown

but bounded to the uncertainty set W where Qj is a given d x d positive definite

diagonal matrix:

pyt+= Pit + wjt, j E ... , n}, (3.1)

W. E W. = {w E Rd: wTQjw < 11.

We provide this communication using a set of mobile routers with positions c, E

70



Table 3.1: Common Notation for Chapter 3
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A
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A
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A
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A
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A

A

A

A

A

A

A

with k routers.
Communication graph with nodes V and edges E.
Edges between centers in the set C.
Client j position in Rd.

Robot router i position in Rd.
Relative state between two nodes vi E V, vj c V.
Positive definite matrix defining the control set Uj for
robot router i.
Positive definite matrix defining the allowed disturbance
set Wj for client-agent j.
Desired connectivity set.
k-center cost for clients P and robot routers C.
k-connected center cost for clients P and robot routers
C.
Bottleneck edge of minimum spanning tree over
G(C, E).
Expiration time.
The set of relative states zij for all edges in E.
Set of all router positions providing connected configu-
rations for P.
Current update time (in seconds) and next update time.
Minimum spanning tree over the set of centers C.
Set of positive definite matrices Qj for i E [k].
Set of positive definite disturbance set matrices Qj for
j E [n].
Set of possible clusterings of points in P.

71

isk centers
G(V E)

EC

P3
ci

zi
Qj

Qi

X
r(P, C)

rb(P, C)

b(C)

te

z
C (P)

T, T + 1

T

Q = l { ,. ,Qn}

Q(P, k)



Rd, i E {1,... , k}, whose movement we can control via the input ui,. The set Uj

specifies the vehicle control limitations where Qj is a d x d positive definite diagonal

matrix:

Cir+1 = Cir + uir, i E {1, ... , k}, (3.2)

ui, E U= {u E R d: uTQiu < 1}

We use different notations t and T where t is time in seconds, and r is the time

in number of iterations for any algorithm that updates the router positions. We

can think of iterations as a sequence of times (Ti, 2 ,...) where k 1, 2,..., and

7k+1 = tk + B and tk is the time in seconds of the current position update for the

routers and B is the elapsed time in seconds until the next update. As a shorthand,

we will use the notation r and T + 1 to denote two consecutive updates. We denote

the set of router positions at iteration T as C, and the set of client positions at time

t as Pt, and assume the dimension d is a constant. For clarity in the remainder of

the paper we use the names robot routers and centers synonymously. We discuss

generalizations of this problem to accommodate general discrete time LTI dynamics

as a topic of current and future work in Section 7.2.2 of this thesis chapter.

We would like to keep the heterogeneous system in a connected configuration. The

length of the minimum bottleneck edge b(C) (Definition 2.3.3), and the maximum dis-

tance between any client to its closest center determine the smallest communication

radius, r*, needed to achieve a connected system. If this value is smaller than the

maximum allowed communication radius R, then the configuration is connected. For-

mally,

Definition 3.2.1 (Connected Configuration). Let P C Rd and k > 1 be an integer.

Let

r (P, C): max Dist (p, C) (3.3)
pEP

where Dist(p, C) = min1Ec dist(p, c) is the closest point to p in the set C. For a given
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set C, define

rb= max{r(P, C), b(C)} (3.4)

If rb R then sets P and C are in a connected configuration. We denote the set of all

router positions providing a connected configurations for P by C(P). Mathematically,

our desired connectivity set X is

X(G) = {zij c Rd : zij = ci - pj, 11zij 1 R, V (i, j) E E} (3.5)

for some communication graph G(P U C, E)

The desired connectivity set is always defined with respect to a graph G but we will

drop this explicit dependence for readability. Note that our desired connectivity set is

compact and can be re-written as the ball X {zij E R d: zTQz < 1} where T is

a positive definite diagonal d x d matrix with 1/ 2 on the diagonal. Moreover, if a

connected configuration for a set P exists for some C then a connected configuration

is feasible.

We would like to address the problems of 1) evaluating whether a connected con-

figuration is feasible for a set P and C, 2) finding the configuration C for attaining a

minimum value of rb such that the system is connected and 3) choosing a new set of

positions Cr+1 such that the centers maintain feasibility of a connected configuration

from one iteration C, to the next C+1 given the vehicle dynamics models from (3.3)

and (3.2) and the communication radius R. Our insight for formalizing the third

problem is to view this problem as that of controlling the state of a dynamical system

to remain within a desired set X under bounded but unknown disturbances, com-

monly known as a problem of reachability of the set X, [8,11,19,93]. In particular

our formulation is most closely related to the application of reachability to differential

games as in [10]. From this perspective, we view the entire heterogeneous network as

a single dynamical system where the objective is to use permissible controls (u, E U)

for placing routers such that the network remains in a connected state despite client
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mobility (viewed as an unknown but bounded disturbance). Specifically, we define a

relative state for each communication link at every time t > 0, 1, 2 ....

zijt = sit - Pit (3.6)

and for some communication graph G(V, E) we wish to control the updated positions

of our centers such that for every edge (i, j) e E we have that zij t satisfies Izi I I _

R, and is thus in a connected configuration, for any sjt+l satisfying (3.2). If admissible

controls exist for each router to accomplish this task from one iteration to the next,

we say that the desired connected state is reachable for given control limitations and

client dynamics. For a set X, reachability can be formally defined as:

Definition 3.2.2 (Reachability of a set X). We use the definition of reachability of a

set from [8] for a one-step horizon where a sufficient condition for X to be reachable

from a state x (where the state evolution is given by equations of the form (3.2)) is

x E X* where X* is defined as

9 = {x E RdIx+w GX for all w E W} (3.7)

X* = {x E Rdx + u E E for some u E U} (3.8)

Specifically, the condition that x c X* asserts that for all uncontrolled but bounded

inputs w to the system where w E W, there exists some permitted control u G U, such

that the state x can remain in the desired set X.

We wish to find the set of relative states X* such that the condition zij E

X*, V(i, j) E E, asserts that a configuration of routers from the set C(Pt+1 ) is reach-

able. Therefore we aim to choose updated center positions C,+1 , and edge assign-

ments E,+1 such that for the graph G(C,+1 U Pt, E,+1) we have that Zt+1 C X* for

all t < -- 1, where Z is the set of relative states zij for all ci and p3 forming an edge

in E. We would like to find the maximum update time T + 1 such that this condition

holds. In other words, we wish to find an maximize the expiration time te defined
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below:

Definition 3.2.3 (Expiration time te). For given problem parameters C = {Q 1 ,. . . , Qik}, Q
{Qi, ... , Q,1, R, and current vehicle positions P, C, we define the expiration time

te = TE (P, C, Q, Q, R) (3.9)

to be a lower bound on the time window over which the set of positions C is guaranteed

to maintain G(C U P, E) in a connected configuration, for any set of positions P that

evolves from P using the update equations in (3.2). Using the expiration time, we

choose our update time such that T1+1 - T1 ; te.

3.3 A Formulation for Optimizing Router Place-

ments

Our problem formulation for optimizing router placements is based on the classic

k-center and reachability problems. We first provide the necessary concepts from the

related literature upon which we build in this section of the thesis.

3.3.1 Background on the k-Center and Reachability Prob-

lems

The well known k-centers problem finds the optimal placement of centers C*, where

|C*l = k, that minimizes the maximum distance from any point in the set P to a

point in C*. Formally,

Definition 3.3.1 (k-Center Problem). The k-center problem for a set P returns the

set C* where

C* arg min r(P, C) (3.10)
C
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and C* minimizes this cost over every set C C Rd with cardinality |CI = k [53, 64].

See Figure 3-3(a).

In the next section we present a generalization of the k-center problem that takes

into account not only the maximum distance between a client and its nearest center,

but also the maximum distance between centers making up the backbone of the

communication network.

While our generalized formulation accounts for router placements in static net-

works, we must account for the dynamics of our nodes using tools from reachability.

In particular, given the sets from Definition 3.2.2, a necessary and sufficient condition

for our relative states zij to be in the desired set X, despite unknown client move-

ment, is that zij E X* for each edge (i, j) of the network of interest, G. In order to

enforce this condition we must find an analytical description of the sets S and X*.

Unfortunately, this is in general not tractable.

A common solution is to approximate these sets by ellipsoids. Following [8] we

find an ellipsoidal approximation 8 such that 8 c E. Thus it is sufficient to find a set

satisfying 8 + W C X where the disturbance set W is given in Equation (3.2), and

the desired set X is given by Equation (3.6). There are several proposed methods for

computing 8. The reference [8] uses the method of [95,99] for finding this ellipsoidal

approximation set, although the approximation error incurred in this approach cannot

be bounded. Instead, we use the method from [19] for approximating this ellipsoidal

set, where the resulting approximation error can be bounded using the famous Fritz

John result.

Lemma 3.3.2 (John Ellipsoid). For any convex set D in Rd that has the property of

central symmetry about the origin, there exists an (maximal volume) ellipsoid 5 C D

such that S C D C v d&. If D is compact then E is unique.

We now find a maximal volume set 8:

Lemma 3.3.3 (An approximation to the reachability set with bounded error [19,72]).

The ellipsoidal approximation 8 to the set £ can be found as the maximal volume ellip-

soid such that 8 + W c X. For our case where X is compact, Q from Equation (3.2)
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is positive definite diagonal and IQ from Equation (3.6) is positive definite diagonal

we have:

S=f{x: xTFx < 1} (3.11)

F-1 = (1 - p 1 )4F1 + (1 - P)Q

Where p is the only solution to

1 1 _ 2I+ = (3.12)
p+a p+/ p(p+l)

that also satisfies p c [Mi/ 2 , M1/2  n (1, m) where m min(ce, 3), M = max(a, 3),

a = 1 is the ratio of the diagonal elements of T-1 (which is simply 1 for a ball of

radius R) and 0 is the ratio of diagonal elements of Q-.

The case of an exact computation of the reachability set 8

The set 8 has zero approximation error (is exact) for the special homothetic case.

Lemma 3.3.4 (Exact computation of S for the homothetic case [193). The case where

the sets X and W are homothetic ellipsoids such that I- = vQ-1 for some scalar

v > 0, then the reachability set 8 itself is an ellipsoid and 8 is exact.

We make the important note that there are many cases of interest that fall into the

homothetic category. Particularly, the case where client motion is velocity-bounded

meaning that W {w c Rd :|wj| < vw} where vw is the maximum client velocity

at a given iteration and X = {x E Rd x R} (as in the current case of interest)

where R is a minimum communication radius.

3.3.2 Controller Development

In this section we derive an algorithm for finding optimal router-client assignments

and placements for our k routers that provides a connected configuration for n mobile

clients assuming only client to router and router to router communication. In the rest

of this section, we use the words router and center synonymously.
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Our algorithm is centralized and assumes access to all current client positions at

each update time in order to allow maximum flexibility in the network topology due

to client movement. We develop a novel formulation for this problem, namely the

k-connected centers problem. We use tools from reachability analysis to incorporate

unknown client motion, control input limitations for the routers, and communication

range specifications to provide a solution that is guaranteed to be both connected and

feasible over a computable time window, te, that we maximize.

k-Connected Centers

Unfortunately, k-centers does not solve the problem of providing a fully connected

network over all clients and communication vehicles. We therefore extend the k-

centers problem to also minimize the maximum router-router distance. Since it is

prohibitive and unnecessary to constrain the routers to a fully connected system, we

instead define a spanning tree over this set, with a corresponding bottleneck edge b(C)

where both the minimum spanning tree and bottleneck edge can be defined given a

configuration C of router placements. We define the k-connected center problem as

follows:

Definition 3.3.5 (k-Connected Centers Problem). The solution to the k-connected

centers problem for a set P returns the set C* where

C* = argmin{max{r(PC),b(C)}} (3.13)
C

and C* minimizes this cost over every set C C R d with cardinality ICI = k. We

define the k-connected center cost rb(P, C):

rb(P, C) := {max{r(P, C), b(C)}} (3.14)

See Figure 3-3(b)

78



(a) (b)

Reachable k-Connected Center Problem
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b(C)
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(c)

Figure 3-3: Schematic representation of the k-Center, k-Connected Center, and

Reachable k-Connected Center Problem.
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Exact Solution of the k-Connected Centers Problem

We can use the definition of the k-connected centers problem to devise an algorithm

that returns the optimal solution for C* via an exhaustive search over all centers

and spanning tree combinations for the set of clients P. We first define the set of

all possible client clusterings, Q(P, k), and connective edges between the k centers

Ec(k) and describe the mapping C that outputs a corresponding set of centers:

Definition 3.3.6 (The mapping C(D)). Let E(k) denote all the possible non-decreasing

sequences (t1 , * - , t _-1) where t1 , ... , tk_1 are integers between 0 to k. Formally,

E(k) := {(ti, --- , tk) E (0, 1, 2, .. - k)ltl <_ t2 --- tk}. (3.15)

and Q is the set of possible clusterings of points in P

Q(P, k) := (pd+l)k (3.16)

In the sequel we use the shorthand Q(P, k) = Q. An element Q c Q partition

(Q1, ... , Qk) where Qj c P; we refer to an element Qj as a clustering of P. Let

X(P, k) := Ec(k) x Q(P, k) (3.17)

denote all the pairs whose first item is a k-sequence from Ec(k) and their second item

is a sequence of d + 1 points from P. The function C : X(P, k) --+ (R d)k maps a pair

D E X(P, k) to the sequence C(D) = (c1,--- , ck) of k centers as follows. Let

D =_ ((ti, --- , 4a), (Q1, .. ) Qk)) E: X(P, k).- (3.18)

Let c1 be the center of a ball that intersects all the d + 1 points of Q1. For every i,

2 < i < k, we recursively define ci as follows. In case tj = 0, let ci be the center of a

ball that intersects all the d + 1 points of Qj. Otherwise, we define ci to be the center

of a ball that intersects the first d points of Qj, and is also tangent to the ball that is

centered at c_ ,.
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The mapping from Definition 3.3.6 forms the basis of an algorithm to find the k-

connected centers. In particular, the set X(P, k) can be used to define a connectivity

neighborhood for an agent ci

Definition 3.3.7 (Connectivity Neighborhood). For a given configuration of centers

C, at iteration -r, a center ci E C, has an assignment Qj of clients where Qj C

P and possibly a connectivity edge with one other center cj such that cj = T(cj).

The notation T(ci) is used to denote connectivity constraint between centers and is a

directed constraint, meaning that T(ci) = cj does not imply that T(cj) = ci. In fact

we avoid this in order to prevent dependency cycles. The connectivity neighborhood

A/(cj) of ci is the set of vehicles that a communication vehicle is assigned to maintain

connectivity to. Although connectivity constraints and neighborhoods are directed,

communication is undirected, determined only by inter-vehicle distance.

Reachability

Previously, we showed that the problem of finding optimal locations for placing com-

munication vehicles such that they maintain close proximity to all clients and maintain

connectivity amongst themselves can be viewed as a k-connected centers problem.

The solution to the k-connected clients problem is not enough however, since un-

certain client movement may render a connected configuration infeasible given the

mobility of the clients and the control limit placed on the centers. We combine our

k-connected centers approach (for defining connectivity neighbors) with reachabil-

ity since this allows us to account for vehicle dynamics and maintain feasibility of a

connected configuration over the next iteration. We also must ensure that any config-

uration at C,+1 is physically attainable by centers located at C,. We would like to be

able to compute an expiration time TE(Ct, Pt, Q, Q, R) over which we can guarantee

that updated center positions at Cr+1 will maintain connectivity with all clients.

We aim to use control of the communication vehicles to maintain a connected

configuration. We note that reachability tools are typically applied over a horizon of

more than 1, however our choice to compute reachability over only a one step horizon

is for two main reasons. Firstly, infinite-time reachability is infeasible for a fixed k

81



since clients are not constrained to bounds within the environment, and secondly, we

prefer to allow for changes in the connectivity neighborhoods Af(ci) at each iteration T

in order to maximize flexibility of the solution and the motion freedom of the clients.

Note that one iteration (Fl+1 - Ti) is equivalent to a several second window.

For a given communication graph G(C U P, E), our objective is to maintain the

resulting relative states zij E &ij for every edge in G. Because Sij from Equation (3.11)

is an approximation to Si,, where &ij c Li as derived in Lemma 3.3.3 is the maximum

volume ellipsoid contained in EFy, the condition zij E Lij is a weaker sufficient condition

for reachability of a connected graph (for the general case). In contrast, for the special

homothetic case we get an exact solution so that zij E L is a stronger condition for

reachability of a connected graph. We may now formally define our reachable k-

connected center problem:

Definition 3.3.8 (Reachable k-Connected Centers). For a given graph at time t,

G(C, U Pt, Et), where Et are the set of edges between each center ci E C, and all

nodes in its communication neighborhood .(ci) from Definition 3.3.7, the solution to

the reachable k-connected centers problem for a set Pt returns the set C* where

C* =arg min rb(Pt, C) + (3.19)
C

s.t. ci - ci, E U", Vci E C, Vcj, G C' (3.20)

(ci - pj)T Fij (ci - pj) 'y Vpj E A'(ci), Vci E C (3.21)

Where Fi is the reachability matrix from (3.11) computed for each link in the com-

munication graph, and C* minimizes this cost over every set constrained set C with

cardinality |C| = k. See Figure 3-3(c).

By Lemma 3.3.3 we have that the updated configuration of routers Cr+1 = C*

(where C* is the solution to the reachable k-connected center problem for the set of

clients Pt) is guaranteed to maintain connectivity of the graph G(C,+1 U Pt+, E,+1 )

for any Pt+1 that evolves from Pt according to the equations in (3.2), and for all

t < r + 1 where r + 1 = t + te. The expiration time te is the amount of time for
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which connectivity is guaranteed and can be computed using the ellipsoidal equations

for the sets 4i. In particular, for any communication graph G(V, E) and for router

dynamics given by (3.3) and client dynamics given by (3.2) we have that

te = r/v (3.22)

where r* is the solution to

X*

r* = min r.. (3.23)
(ij)CE -

and

rXij min(x -- zi)TQj(x - zij)

s.t. xTFijx =1

where v = 1/ A and A, is the smallest eigenvalue of Qj- where (i*, j*) is an edge

that achieves the minimum in (3.23), and Fij and the matrices describing the sets 4

from (3.11). For special cases Equation (3.22) can be solved in closed form for te. For

example, the case where the Q3 's and Fjj's are diagonal, which in particular is true if

all sets XW, and U are balls (i.e. the velocity bounded cases). Using the expiration

time te we can now make guarantees on the connectivity of our graph:

Lemma 3.3.9 (Guaranteed connectivity over a window of te seconds). For given

communication neighborhoods V(ci), Vi C {1,... , k} where E is the set of edges be-

tween ci and all pj E A(ci) for every ci c C,, a connected configuration is reachable

if the solution from Equation (3.19) returns 1* < 1. Let t* denote the number of

seconds for which the communication graph G(C0-+ 1 U Pt+1, Er+1) is guaranteed to

remain in a connected configuration (i. e. such that zij E X for every edge (i, j) E E)

for all Pt+1 evolving from Pt according to Equation (3.2) and for all t + 1 < t*. By

Lemma 3.3.2 and the construction of Sij, we have that te t* \2te for te computed
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via Equation (3.22).

For the special homothetic case described in 3.3.4 we have that 8 is an exact reacha-

bility set and the bound on te is exact:

Lemma 3.3.10 (The special case of an exact time bound). By Lemma 3.3.4 we have

that zij E 'jj maintains connectivity of the communication graph G(C,+1 U Pt+1 , E,+1)

for any t + 6 where 6 < te where Pt+1 evolves from Pt via the Equations (3.2). Here

te = t* where t* is an exact lower bound for the connectivity time window.

Using the reachable k-connected center formulation we can now derive a convex

program that can be optimized over all connectivity graphs G(C, U Pt, E,) at each

iteration r= ti + te, t2 + te2, t3 + te3, - -. to find a configuration of routers C,+1 that

are guaranteed to maintain connectivity of the graph for the next te seconds, where

te is maximized. The following convex program can be optimized to find C* and te

for given communication neighbors provided by K(ci) for every center.

min r + -y (3.24)
C,r

s.t.lci - pjfl 1 r, Vpj E .A(ci), Vci E C (3.25)

(cj - cit) E Ui, i E , k}, c C c Qr

(ci - p) c £ij, Vcj e C, Vpj E 3 (ci), S j from Eq (3.11) (3.26)

3.4 Algorithm for Finding k-Connected Centers

with Reachability Constraints

We combine the results from the previous two subsections on k-connected centers

and reachability analysis to provide an algorithm for returning communication vehicle

placements that minimize the reachable k-connected centers cost from (3.19) over all

communication graphs.
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Algorithm 1 Exact Algorithm for k-connected centers with Reachability
input : Set of clients P, number of centers k, current center locations Ct
output: Optimal centers Ct+i, cost r* where optimality is wrt Definition (3.3.8),

expiration time te

1 for Every partition A - Q(P, k) from (3.16) do
2 for Every spanning tree T over k nodes do
3 (C, r) <-- Equation (3.24) // Evaluate convex program for reachable

k-connected centers
4 if r < r* then
5 r* r; C* = C; y* = y;A(* = A(
6 Ct+1 = C*

te +- Equation (3.22) // Evaluate expiration time using the neighborhoods
V* and router positions C*

return: r*, Ct+1,te

Theorem 3.4.1. Let P be a set of points in Rd and k > 1 an integer. Algorithm 1

provides an exact solution to the reachable k-connected centers problem from Defini-

tion 3.3.8, where the resulting set of centers C* is the set of centers of cardinality

C*| = k that minimizes the cost rb(P, C) over every set C of centers that satisfy the

constraints . Moreover, the configuration C* guarantees connectivity over the entire

heterogeneous network for a minimum of te timesteps where te is the expiration time

for C* and is defined in (3.22). The algorithm runs in nO(k) time.

Proof. The proof for the optimality of the solution C* under the constraints follows

from the exhaustive search enumeration for the exact algorithm we presented for k-

connected center. It follows from Lemma 3.3.9 that the configuration C* guarantees

connectivity over te timesteps. The Q loop in Algorithm 1 runs computations over

subsets of P of size () for each of the k centers, and the inner loop performs compu-

tations over all spanning trees for a graph with k nodes. Since convex quadratically

constrained quadratic programs can be solved in polynomial time and we assume

n > k we have that the dominating complexity is no(k).

Like its cousin the classic k-center problem, our derived formulation, the connected

k-center problem is exponential in its complexity. Therefore, for large problem sizes

we cannot expect an exact solution that is computable in real time. For this reason,
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(a) (b)

Figure 3-4: Schematic of both scenarios of our case study where sensors (red circles)

either move randomly through the environment or move radially outward and test

the communication limits provided by the centers (blue squares).

in the next chapter of the thesis we focus on developing approximate solutions that

can be computed efficiently and whose approximation error can be bounded.

3.5 Numerical Studies

In this section we provide empirical results that study i) the effect of sensor velocity

and ratio of centers k to sensors n on the expiration time te (see Figure 3-5) and

ii) computation vs. expiration time and how the expiration time can be used as a

guide for switching between exact and approximate methods (see Figure 3-6). The

empirical results of this section use computation of the set S from [8].

We examine two sensor behaviors, where 1) sensors are distributed uniformly

over a fixed area but vary their maximum velocities (Figure 3-4(a)) and 2) sensors

begin at the center of the environment and move outwards radially at a speed of

lm/s permitting worst-case analysis (Figure 3-4(b)). For the first case we investigate

the effect of increasing sensor velocities on the expiration time, or minimum bound

on the time that the centers generated by Algorithm 1 are guaranteed to maintain

communication with the sensors. It must hold that the maximum allowable velocity

of the centers is at least that of the sensors in order to maintain connectivity. We also

vary the ratio of sensors to communication vehicles in order to demonstrate how a

growing density of communication vehicles increases the attainable expiration times.
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Expiration Time vs. Sensor Velocity
for Different Rations of Comm Veh to Sensor Veh

400 1 Comm t 20 Sensor Vehicles
n -- 2 Comm to 20 Sensor Vehicles

300 -3 Comm to 20 Sensor Vehicles
E -- 4 Comm to 20 Sensor Vehicles

c 200
0
-P

'EL 1 00X

1 0.2 0. 3 0.4 0.5 0.6 0.7 0.8 0.9
Sensor Velocity (m/s)

Figure 3-5: Effect of sensor velocity on expiration time studied for a fixed R= 60m and com-

munication (router) vehicle speed vOc = 1.5m/s. Different curves correspond to different ratios of

comm vehicles to sensors k/n and the slope of the curves become shallower as the number of router

vehicles k increases per unit area.

The second case assumes a fixed number of 2 centers that must provide connec-

tivity for 5 sensors that are moving radially outward from the environment center.

Figure 3-6 demonstrates the motivation for switching from an exact optimization

method, to an approximate method that uses a coreset. We perform this switch

when the computation time of the exact algorithm from Algorithm 1 reaches the

expiration time and thus the center locations must be updated more quickly in or-

der to maintain connectivity. As the sensor vehicles move farther outwards towards

the communication limits of the centers we can switch to a (3 + 2a)-approximation

algorithm. The derivation of algorithms for solving the approximate version of this

problem can be found in the next chapter of the thesis.

3.6 Conclusion

In this chapter of the thesis we presented a novel optimization formulation for com-

puting router-client assignments and router placements to maintain connectivity of an

ad-hoc network over a computable time window such that the connectivity is robust

to unknown but bounded client motion. For this purpose, we formulate a reachable

k-connected center problem that is related to the classic k-center and reachability for

dynamic system problems. We present an algorithm to solve for router placements

such that for a given number of k routers, the resulting configuration is optimal in
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Expiration Time t vs. Computation Time and Switching Between Exact and Approximate Methods

70

60 ""' Expiration Time
" Computation Time

50- Method Switch Time
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Sensor Radial Distance from Center of Environment (m)

Figure 3-6: Plot of t, vs. radial sensor distance from center of environment. Computation time

(horizontal dashed lines) is compared against expiration time (solid blue line) and switch times (solid

vertical lines) between exact and approximate methods is demonstrated.

terms of the best assignment of routers to clients. While this algorithm can be exe-

cuted over the entire input set for a small number of clients, its exponential running

time makes an exact solution intractable for large input sets. Therefore we dedicate

the next chapter of this thesis to solving the router placement problem efficiently even

for large sets of clients.
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Chapter 4

Efficient Computation of Router

Placements

4.1 Introduction

In the previous chapter of the thesis we presented a problem formulation, the k-

connected center with reachability problem, for assigning a cost to a particular con-

figuration of routers (router placement and client assignments) and an algorithm for

finding an optimal router configuration that minimizes this cost and provides a con-

nected network over a computable time window. However, like the classic k-center

problem from which our formulation is derived, computing an optimal solution for

router placements is computationally expensive. In particular, it is exponential in

the number of clients. For large numbers of sensors n, computing the exact solution

for the k-connected center problem can consume a prohibitive amount of time (i.e.,

the case T1+1 - T1 > te). It would be desirable to instead compute the exact solution

over a carefully chosen subset of sensors such that a solution can be computed more

efficiently and in a way that the induced approximation error can be bounded. The

expiration time computed in the previous chapter, compared against required com-

putation time, provides a lower bound estimate of whether there is enough time to

compute the exact solution or whether the approximate solution should be computed

instead. Intuitively, for large systems or for cases where the positions of the client
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routers must be updated quickly due to mobile clients with high velocities operating

near the communication limits of the routers, the faster approximate version of the

algorithm is used.1

In this chapter we focus on finding approximate solutions to the router placement

problem that can be computed efficiently and where the resulting approximation error

can be bounded. We may then use the expiration time from the previous chapter,

compared against the required computation time for solving for router placements, in

order to provide a lower bound estimate of whether there is enough time to compute

the exact solution or whether the approximate version of the algorithm should be

used. We provide large-scale numerical simulations (thousands of clients), as well

as small-scale hardware experiments (ten clients), to show that our approximation

algorithms allow for updating router positions in real time as clients move through

the environment, and for both large (thousands) and small (order of ten) sets of

clients.

4.1.1 Assumptions

In this chapter of the thesis we make the following assumptions as in the previous

chapter:

(i) Signal strength can be mapped directly to the Euclidean distance between two

communicating nodes. We refer to this as the Euclidean disk assumption.

(ii) Current positions of clients and routers are known at the time that a new con-

figuration is computed in a centralized manner, although future client positions

(more generally, their trajectories) are unknown.

(iii) Client communication demands are equal across the network.

(iv) A communication network G = (V, E) is connected if no edge exceeds a given

radius R such that max(ij)EE dist(vi, vj) < R.

'This work has also been presented in [31,45]
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Chapter 5 of the thesis relaxes these assumptions by replacing the Euclidean disk

assumption with real-time channel feedback for each link in the network.

4.1.2 Results Snapshot

Inspired by recent results in computation geometry, information theory and classic

results from reachability theory, our main technique for approximation is to maintain

a representative set S of O(k) points and compute a solution of router placements

over this representative set. We prove that running any approximation algorithm

for the k-connected centers or the reachable k-connected centers on the small set S,
would yield a (1 + )-approximation to the exact result of running the same algorithm

on the original set of n points. In recent years, such small sets S (known as coresets)

were constructed for other optimization problems such as the k-center problem [7].

We now give an overview of the results presented in this chapter of the thesis.

(i) Algorithm for computing a static coreset: We provide an algorithm for com-

puting a representative set S C Rd for which running Algorithm 1 returns a

(1 + E)-approximation to the k-connected centers problem with reachability

(ii) A constant factor algorithm for router placement: We provide a generalization

of the Gonzalez 2-approximation algorithm for k-center that can be applied to

our k-connected center problem and returns a solution of router placements

that is a (3 + 2a-)-approximation and takes linear time 0(nk) to compute. More

generally, we prove that any -y-approximation for the classic k-center problem

is also an (3 + 2-y)-approximation for the k-connected center problem.

The results stated above find a static representative set of client agents at each

time for which a solution to the k-connected centers with reachability problem is

computed. While the development of sparse representative sets with the (1 + E)

approximation bound property did not previously exist for this class of problems,

and thus constitute a contribution on its own, this is still not an ideal solution for

our dynamic problem. This is because there may be many such representative sets
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that satisfy the same error bound but will correspond to different router placements.

Thus we develop a new data structure suited for dynamic applications, a kinematic

coreset, and algorithms for computing and quickly updating such a data structure.

(iii) Algorithm for computing a kinematic coreset: an algorithm to compute a kine-

matic coreset over the clients, that can be used as input for computing server

positions to form a connected communication network for the set of moving

client vehicles. This coreset differs from the static coreset in that the kinematic

coreset can be updated quickly, is reactive to client movement, and also provides

consistency across iterations such that for marginal client movement the same

coreset can be maintained.

(iv) Experimental results: We test the computational efficiency and approximation

error properties of our kinematic coresets on large problem sizes of up to n =

2000 in simulation as well as on a small scale hardware implementation using

two Kuka Youbot robots (servers) that must react online to five clients moving

over a priori unknown trajectories.

4.1.3 Notation

Table 4.1: Common Notation for Chapter 4

k centers is synonymous with
G(V, E)

eA

p,- APi-
ci -

S ±
r(P, C) A

rb(P, C) A

b(C) A

te

k routers.
Communication graph with nodes V and edges E.
A given error tolerance where E > 0.
Client j position in Rd

Robot router i position in Rd.
A coreset for a set of clients P.
k-center cost for clients P and robot routers C.
k-connected center cost for clients P and robot routers
C.
Bottleneck edge of minimum spanning tree over
G(C, E).
Expiration time.
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4.2 Problem Statement

In this section of the thesis we are interested in constructing a coreset, or small

representative set for the clients such that a solution to the reachable k-connected

centers problem can be computed over this set and the resulting approximation error

can be bounded. We would like to find a set S with the property that a solution

to the k-connected center with reachability problem (Definition 3.3.5) computed over

S will provide an 0(1 + E) approximate solution compared to the optimal solution

computed over the entire input set P.

Definition 4.2.1 (An a-approximation). For a positive scalar a > 1, we say that a

cost f(P, C) is an a-approximation to the original cost h(P, C) if the optimal solution

f*(P) has the property that f*(P) < ah*(P) where h*(P) is the optimal solution of

h(P, C).

The mathematical definition of a coreset can be given as follows:

Definition 4.2.2 (A (k, E)-coreset). Let C* denote the set that minimizes r(P, C)

over every set C of k centers. For a given e > 0, a (k, E)-coreset for P is a subset S

such that for every point p E P we have

Dist(p, S) Er(P, C*). (4.1)

In particular, for every set C of k centers we have

r(S, C) r(P, C) (1 + e)r (S, C). (4.2)

Such a coreset approximates the cost of P for every given query set of k centers,

up to an additive error of Er* where r* = r(P, C*) is the optimal k-center of P. Since

Er* < Er(P, C) for every set C of k-centers, such a coreset also yields a multiplicative

factor of (1 ±E) for the cost r(P, C). We wish to find a coreset with the same property

for our k-connected centers cost rb(P, C) with reachability from Definition 3.3.8.
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r(S, C) r(P, C) (1 + E )r(S, C)

Figure 4-1: Schematic interpretation of the property of a (k, E)-coreset.

Secondly, we would like to maintain the error bounding properties of this repre-

sentative set as clients move. We refer to a data structure having these properties as

a kinematic coreset. A kinematic (k, E)-coreset is a data structure that dynamically

updates the coreset whenever a client updates its new position. More precisely, the

data structure consists of a (k, E)-coreset S for the set of clients P, and an update

method MOVE(p, p') that gets a client's position p E P and replaces it by p' E R'.

That is, both P and S are updated in each call to the MoVE method. We wish to

maintain such a set S of size as small as possible, and also to minimize the execution

time of a call to MOVE. Our objective is to determine the kinematic coreset, or sparse

representative set, of clients and control the servers to track this coreset.

Finally, we wish to find a constant factor solution that can compute a configuration

of routers, C, in linear time O(nk) such that rb(P, 0) < (3 + 2a)r* where a > 1 is a

given approximation error for the original k-center problem and r* = r(P, C*).

4.3 Tracking a Representative Set of Clients

To produce gains in efficiency we use a data structure called a coreset for the k-

center problem. Our first result is to prove that the same coreset has the desired
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properties for the k-connected center problem. Hence, running our exact algorithm

(Algorithm 1) on the coreset S instead of P, would yield a (1 + E)-approximation

to the k-centers of P. The corresponding running time would be reduced then from

nO(k) to S1 0(k). Clearly, S = P is a coreset for P. However, if we can compute a

coreset of size ISI < n the running time on the coreset would be significantly smaller.

In this section we prove that such a coreset S of size O(klos") exists for every

given set P of robots. Moreover, we provide an algorithm that computes S in O(nk)

time; see Algorithm 2.

Theorem 4.3.1. Let S C P be a set of points that is returned by a call to Algorithm 2

with S C Rd, k > 1 and E > 0. Then, with arbitrarily high probability of at least

1 - 1/n, S is a (k, E)-coreset for P. That is, for every set C of k centers in Rd we

have

rb(S, C) _ rb(P, C) < (1 + E)rb(S, C). (4.3)

The running time of the algorithm is O(nk).

Proof. We show that a (k, E)-coreset S for the k-center problem is also a (k, E)-coreset

for the reachable k-connected center problem. Indeed, if Algorithm 2 returns a (k, E)-

coreset S for the k-center problem, then we have that the same set S is a (k, E)-coreset

for the k-connected center with reachability problem. This follows from (4.3) since

the bottleneck edge is only a function of C and not the input set P and rb(P, C) =

max{r(P, C), b(C)}. Since configurations C that satisfy the reachability condition

from (3.21) are a subset of C, and Equation (4.3) holds for all C then this property

also holds for any constrained sets C. From the proof in [33 we have that Algorithm 2

returns a coreset S for the k-center problem with a known probability of 1/2 in

time O(nk). Thus by running Algorithm 2 y times the probability can be boosted

arbitrarily high to 1 - (1/2) where letting = log(n) returns a (k, E)-coreset with

probability of at least 1 - 1/n and the total running time for finding this coreset is

still O(nk). 0
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A (k, E)-coreset S for the k-center problem is also a (k, E)-coreset for the reachable

k-connected center problem. This is formalized in the following corollary:

Corollary 4.3.2. Let P be a set of n points and let E > 0 be a constant. Then a

(1 + E)-approximation for the reachable k-connected center of P can be computed in

O(nk) + (log n)O(k) time. In particular, let P be a set of n robot locations in Rd, k > 1

be an integer, and E > 0 be a constant. Let S be the output of Algorithm 2, and let U
be the reachable k-connected center of S. Then C is a (1 + E)-approximation to the

reachable k-connected center of P.

Overview of Algorithm 2. We pick a small random sample T from P. Such

a random sample has the property that it "hits" large clusters Q, of robots, but

probably misses outliers. Hence, in Line 4 we remove only the half closest robots

to T1, which are approximated well, and keep the remaining robots. We continue

recursively until no robots are left. This yields O(log n) iterations that corresponds

to O(logn) sample sets. Since T C P, where T is the union of sample sets, we have

that r(S, C*) r(P, C*) for the k-center of P. In Lines 10-12 we turn this 0(1)-

factor approximation into 0(E)-approximation by constructing the grid Gp around

every robot p in S. The distance between two points that are in the same cell of the

grid is at most Erb(P, C*)

4.3.1 Empirical Results for Static Approximations

Figure 4-2 shows the improvement in the induced error, E, of using a coreset as a

representative set for P vs. the size of the representative set. We compute a 2-

approximation to the k-center cost on different sized input sets, PI = 30 and JPJ =

300. This plot shows the ratio of this k-center cost computed over a representative

set to the k-center cost computed over the entire input set P. We contrast the

performance of using a uniform random sample (dashed line) to that of using a coreset

(solid line) and show that the coreset provides better performance with approximation

error E < 0.34 for only n/2 sample points (when n = 30) and E < 0.05 for less than

n/3 sample points (when n = 300). Since the computation time for computing the
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exact k-center cost is exponential, even for small input sets the computational savings

is significant using coresets.

Average k-Center Approximation Cost vs. Size of Representative Set
7 - -kCenter Cost using Coreset for |P1=30

- - -kCenter Cost using Uniform Sample for P=30
kCenter Cost using Coreset for |P|=300

6 .- kCenter Cost using Uniform Sample for P|=300

5-

2 4-

0

E3 -

2
-

10 102
Number of Samples in Representative Set

Figure 4-2: This plot shows aggregate results over 1000 runs for the error induced by using a
representative set of size ISI for the input set P vs. increasing representative set size. The plot
shows that a coreset (solid line) provides better performance with approximation error E < 0.34 (vs
E = 3.8 for a uniform random sample (dashed line)) for only |PJ/2 sample points when JP = 30,
and e <0.05 (vs. e = 2.7 for a uniform random sample) with less than JP1/3 sample points when
P| = 300.

4.3.2 An Improved Dynamically Updated Approximate So-

lution

The main tool we propose to handle problems where we wish to maintain a repre-

sentative set, or coreset, of dynamic client vehicles is a kinematic coreset. This tool

yields a sparse representative set of the n clients that provably approximates their

maximum distance to any possible positioning of the k servers at any given time.

Since our coresets are small and can be updated quickly, we are able to apply exact

(optimal) solutions that would otherwise be intractable. This yields dynamic posi-

tioning of the servers that provably approximates the optimal solutions on the full

set of clients. Since the running times are exponential in k, our coresets improve the

performance even for a small number n < 10 of clients.

We derive a kinematic coreset with the following properties: it 1) can be updated
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Figure 4-3: Overhead view of our hardware setup of two Kuka Youbot robots and

white helmets with vicon tracking markers that were worn by five adults, or "clients",

moving around the motion capture room at a walking pace as shown in figure 4-5.

This figure shows the constraint that the first Youbot was tethered to a power source

at the top left corner of the environment and the second Youbot was tethered to the

first Youbot for power. The Matlab plot in the top right corner demonstrates the two

kinematic coreset points (red) and the optimal configuration of the Youbots (blue)

computed for the client positions under the given tethering constraints.

quickly and adapt to client motion, 2) provides consistency such that the same coreset

can be maintained for marginal client motion and 3) can provide approximation error

bounds for the k-center and k-connected center problems as well as constrained ver-

sions of these problems. Our system contains the first implementation of kinematic

coresets, and includes several improvements to the state of the art, both in terms of

theoretical guarantees and practical usage.

4.3.3 Algorithm for Maintaining a Kinematic Coreset

In Algorithms 2-5 we define the main procedure MOVE for updating the coreset,

together with its sub-routines. We provide a sample optimization problem that we

run on the coreset in our experiments, for computing a set of servers that is close to

the clients, with additional restriction on maximum distance between servers. The

procedure INIT(P) (Algorithm 1) is called once with the initial position of clients
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set P. It runs the static version of our coreset construction from [33]. The data

structure maintains the coreset in each call to MOVE(p, Pa, i), and correctness follows

from Theorem 4.3.3.

To minimize the changes to the coreset, our data structure maintains a partition

of the clients in O(log n) resolution levels. The first level is large and represents

the "main stream" or large dense clusters of the clients that are not sensitive to a

small fraction of clients that may change their position. The last level is very small

and consists of few "outliers" or isolated clients that change their location frequently.

Each of the O(log n) levels has its own coreset of m = O(k log(n)/d) clients. This

yields a coreset of size O(k log 2 (n)/Ed). When a client updates its location the method

MOVE(p, pa, i) is called. The parameter p denotes the last recorded position, and pa

denotes the new position. The last recorded position can be saved on the client or

server side. The data structure then computes which of the following actions should

be taken:

No update. Our data structure maintains the distances of each client to its

closest coreset point at its level. These distances are stored in a binary heap for fast

updates. A binary heap has the property that a value in a heap's node is always larger

than its childs node. Therefore, the root of the heap contains the largest distance

from a client to the coreset of the heap in that level. When a client updates its new

location, it also sends a pointer to its node in the heap. If the heap is still valid after

the change (the new distance is still larger then the node's child and smaller than its

parent) no other action is taken. This is the fastest update type and takes constant

0(1) time.

Heap update. When the updated distance of a client to the closest coreset

point in its level does not preserve the structure of the heap (the new distance is

smaller than the node's childs or larger than its parent), we need to "heapify" the

node down or up the heap to preserve its structure. The update time depends on the

number f of such switches with other nodes. Since the height of the heap is 0(logn)

these changes take time f < O(logn).

Level update. After a series of heap updates, a client may be the farthest from
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its level coreset, and reaches the root of its level's heap. In this case, if a new client

is added to the level with a smaller distance to the coreset, we remove the client in

the root to a different resolution level, or even f levels. The update time for such a

change is 0(f) where f < log 2 n is the difference between the current level and the

new level of the client.

Coreset update. Every level maintains its coreset, which is a uniform random

sampling of size k from its clients positions during different times ("snapshots"). That

is, when a client position is chosen for the coreset, the client itself may continue to

move, but its "recorded" coreset point is static until it is removed from the coreset.

We thus call the coreset points "virtual clients".

When too many clients (constant factor) have entered or left the level's heap using

heap updates, the coreset should also be updated. Updating a point in the coreset

may affect all the points that it serves in the level, and also next levels. However,

since the coreset is a random sample, update should occur very rarely in the higher

levels (which contain large clusters) and may occur frequently in the lower levels (the

small sets of outliers). Based on this observation, we prove that the overall expected

running time of such an update is at most O(logn).

Algorithm 4 handles the case where p is inserted or deleted from the ith level.

That is, p was one of the JQij closest points to Si but not after the call to MOVE, or

vice versa. Intuitively, p has left its cluster and has moved from the "main stream"

toward a different level of resolution. In this case, we insert (respectively, remove) p

to its new (respectively, old) heap and continue recursively to update p in the next

level.

In case the size of the heap of Qj is not cP for some c E (1/4, 3/4), then we also

need to balance the heaps by moving the root r of one of the heaps to the other one

and recursively update this change in the next pair (Qi+i, Si+1).

Finally, we handle the case where there is no c E (1/4, 3/4) such that JSij E

c(k + log n). That is, pi was removed or inserted to Si. In this case, we recompute

all the data structures that correspond to the pairs (Qj, Si),... (QIDI, SIDI). As we

prove in our main theorem, this event is rare (happens with probability at most 1/n).
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Figure 4-4: Typical test scenario where clients move randomly between clusters
forming large and small clusters. The red squares are sampled input points from
a (k, E)-coreset demonstrating that most clusters (both large and small) are fairly
sampled in contrast to uniform random sampling where several small clusters are often
missed thus adversely affecting approximation quality. On the left, key properties of
the construction of a (k, E)-coreset are explained.

4.3.4 Analysis

In this section we prove that the algorithms presented in the previous section provide

a kinematic coreset S that 1) is updated in time polynomial in k log(n) for an input set

of n sensors, and 2) captures information about clients most critically influencing the

cost by reactively updating itself to maintain an upper bound on the approximation

error as compared to the optimal cost by a factor of at most (1 + E).

First we show that a coreset computed by the static approach in Algorithm INIT

provides the desired (1 + 6), E E (0, 1/2), error bound on the optimal cost for the k-

centers. A corollary to this provides that any algorithm obeying three key properties

of the INIT algorithm also produces a (k, E)-coreset for our communication costs.
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Proposition 4.3.8 further generalizes this claim so that any (k, E)-coreset for P is also

a coreset for any perturbed set PA as long as the magnitude of the perturbation

is bounded below some constant factor. Finally we prove our main result: that our

Algorithm MOVE for updating a kinematic coreset in time polynomial in k log(n) indeed

satisfies Corollary 4.3.4 and thus provides the error guarantees for an arbitrarily

moving set of sensors.

Theorem 4.3.3. Let P be a set of n points, k > 1 be an integer and e > 0 be a

constant. Let S denote the output of the algorithm INIT(P, m) for an appropriate

m =O( log(n)). Then, with arbitrarily high probability of at least 1 - 1/n, S is a

(k, E)-coreset for P of size |S| that is polynomial in klogn).

Proof. The algorithm INIT is a small modification to the Static BiCriteria algorithm

from [33] and thus the proof from that paper holds with minor modification to account

for a different constant factor c E (1, ') of points taken from P at every iteration. D

A result of this theorem is that any algorithm that maintains the properties of

the coresets Si from Algorithm INIT as an invariant also produces a (k, E)-coreset for

P. In particular we state the following Corollary:

Corollary 4.3.4. Let P be a set of n clients, j > 1 be an integer, and (H1, - -, Hj) be

a partition of P. Let S C P and (Si, - , Sj) be a partition of S. Let m = ( klogAn))

be defined as in the previous theorem. Suppose that the following properties 4.3.5-4.3.7

hold for every i = 1,- -- , j - 1:

Property 4.3.5. Si is a random sample of size |Si I m from P

Property 4.3.6. H is the set of c|PI points p c P with the smallest Dist(p, S), for

some c E (1/4,3/4).

Property 4.3.7. P+i = P \ Hi

Then S is a (k, E)-coreset for P

Since it is inefficient and costly for the coreset to change as client vehicles move

over small distances that do not have a significant effect on cost, we must be able to
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show that a coreset S for an input set P is also a coreset for a perturbed set PA if

the perturbation is small in magnitude. The following proposition defines tolerable

perturbations such that this property holds and is a key component of our kinematic

update algorithm MOVE.

Proposition 4.3.8 (Coresets for Perturbed Sets). A (k, E)-coreset, S, for an input

set P, is also a (k, E)-coreset for any other set PA if for every q G PA there exists

a unique point p c P such that dist(p, q) < !Dist(p, Si), where i is arbitrary and

corresponds to the coreset level Hi (from Algorithm INIT) to which p belongs. Then

the coreset assumption Dist(q, S) < O(1)Er* Vq E PA holds for all points q E PA up

to a constant factor 0(1) where S = U %.

Proof. Let p be the unique virtual position of a point with actual position q E PA.

The virtual position p of a point is the last recorded position of p and the set P

contains all the virtual points' positions. From the Proposition assumption we have

that every q E PA has a virtual point p E P such that dist(p, q) < jDist(p, Si).

Indeed for some p c Hi for any level i, if the above claims are satisfied we have

Dist (q, Sj) < dist (q, p) + Dist (p, Sj)

< 1Dist(p, Si) + Dist(p, Si) < -Erb2 -2

where the first line follows from the triangle inequality, the second line follows from

our assumption, and the last inequality proves the proposition.

Lastly we prove our results on the time complexity and accuracy of our kinematic

coreset resulting from a call to the MoVE algorithm. The proof for the following

theorem is an extension of similar proofs from [32,331 and is previously presented in

our paper [31].

Theorem 4.3.9. Let P' be a set of n clients in R2 k ;> 1, and E E (0, 1/2). Let P

denote the set of clients after a call to INIT(P', k/l 2) followed by a finite sequence of

calls to the MOVE algorithm. Then, the following holds (i) S is a (k, E) -coreset of P,
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(ii) |S| is of size polynomial in k log(n), (iii) The expected execution time of each such

call to MOVE is polynomial in k log(n) using an appropriate implementation.

Proof. (Sketch) First we prove that the procedure UPDATESAMPLE maintains a ran-

dom sample Si from P. Indeed, by the two last lines of the procedure, we have that

Si contains all the points in P that were assigned random values r(p) c (0, 1) that

are less than k log2 n/IPi. Hence, Si is a uniform random sample of expected size

k log 2 n from P. By Hoeffding-Chernoff inequality, the size of Si is E(k log n).

The correctness of the INIT algorithm was proved in [33]. We claim that after

moving a client using the MOVE procedure, then the coreset has the same properties

as the output of the INIT algorithm. Indeed, it is easy to check that UPDATESAMPLE

maintains a uniform random sample of the set of points in each level. Since the

update takes expected 0(logn) time and there are 0(logn) levels, the overall update

time is polynomial in log n if none of the sample sets is updated.

By Lines 5 and 6 of Algorithm 6, the keys r(q) of the samples q E S have values

at most klogn/lPil. When we insert or delete a point from IP I and update the

sample, this threshold changes very little, from k log n/ IPi to k log n/ (I Pi t 1). The

probability that the random number r(q) E (0, 1) is in this gap for one of the points

q E P is 1/IPjI, so, in expectation, we will update the sample S once in every 0(n)

insertions/deletions to a set P of size n, and therefore the amortized update time

when the sample set is updated is only 0(1).

Note that for the last levels the sample (consisting of a very small set of points)

will be changing very frequently (since IPI is small), however, since these sets are

small, reconstructing the corresponding heaps will also be fast. In general, if the

reconstruction time and size of a set of points in a specific level is m, then its sample

will be updated only once every 0(m) times, which yields an overall of 0(1) update

time per level.

Assuming that there is no change at the sample, we update in Algorithm 3, our

heaps of closest and farthest points from the current coreset. When a point moves,

each heap changes by at most one inserted/deleted point, and thus can be easily

updated in 0(1) time. Since we have only 0(logn) levels, the total update is again
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polynomial in O(log n). E

4.4 A Constant Factor Approximation for the k-

Connected Center Problem

We make a brief observation that constant factor (a-approximate) solutions, C, to

the k-center problem are also constant factor (f-approximate) solutions to the k-

connected center problem where a > 1, 1> 1. In particular the following result was

proved in the paper [45]

Theorem 4.4.1. For every a > 1, an a-approximation to the k-center of a set

P C Rd is an (3+ 2a)-approximation to the k-connected center of P.

This implies that well-known algorithms, such as the 2-approximation algorithm

by [53], can be applied to our k-connected center problem where the resulting ap-

proximation error (1 > a) can be computed. We note however, that this may not be

true for the k-connected center problem with reachability. The latter question is a

topic of future research.

4.5 Empirical Results

We extensively test the computational time efficiency of computing a kinematic core-

set, and of computing a k-center or connected k-center cost over this coreset, as well

as the resulting approximation costs as a function of desired coreset size. Simulation

results over large, up to n = 2000 points, data sets show the asymptotic properties

of our coresets. We also implement our algorithm on a small n = 5 example problem

in a hardware implementation to provide intuition behind why coresets work and

demonstrate online adaptation of robots to a priori unknown client movement. We

will describe both our hardware implementation and numerical studies in detail in

the following sections.
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Figure 4-5: Side and overhead views of hardware experiments for heterogeneous Kuka
Youbot (server) and human (client) systems. Arbitrary intial positions with coreset
(left), servers tracking moving client (middle), overhead view of clients divided into
two clusters and resulting coreset (right). Matlab plots show computed kinematic
coreset points (red), commanded Youbot positions (blue), and power tether con-
straints (blue line).
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4.5.1 Hardware Experiment

We implemented our kinematic coreset algorithm for a heterogeneous system consist-

ing of n = 5 human clients and k = 2 robot servers. The five clients were instructed

to walk for 10 minutes within the sensing envelope of a Vicon motion capture system,

where their positions were sent in realtime to a single Intel Core 2 Duo 2.4 GHz

computer running our algorithm. No a priori knowledge of the clients' movements

was provided to the two servers, which were Kuka Youbot omnidirectional ground

robots running the Robot Operating System. Figure 4-3 shows an overhead view of

our hardware setup.

Using Matlab R2012a and the CVX convex optimization software [56], kinematic

coresets of both two and three points were maintained and used to calculate the

connected k-center costs from Equation (3.3.1). Figure 4-5 shows the movement

of the clients around the room and the resulting choice of the two point coreset S

maintained by repeated calls to MOVE. In addition, the optimal cost over the five

clients was calculated and used for positioning the servers as described in [46]. These

optimal cost calculations of nO(k) computation time were made possible due to the

small number of agents in the system, and thus were used to evaluate our algorithm's

performance. Table 4.2 shows the computation time and solution accuracy of our

algorithm compared to the optimal connected k-center solution and a naive sampling

strategy.

With our experiment, we were able to demonstrate the ability of our algorithm to

detect newly formed clusters. The plots in Figure 6-5 show that although the coreset

is only of two points, a representative point (red) is found in every cluster of clients,

which is a driving factor for the low resulting error of E = 0.14 with respect to the

optimal solution. In addition, the server position computation takes 2.2 s, which is a

factor of 97x faster. In contrast, a sample set of two points chosen randomly often

misses one of the client clusters, thus resulting in a higher E = 0.5 approximation

cost. We expect that for the case where all clients are equally distanced, the solution

computed over a kinematic coreset would produce similar approximation costs to
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that of a uniform random sample. However, the clustering of clients often arises in

practice, especially for large data sets. This small scale implementation demonstrates

that the properties we prove for large systems similarly holds for small systems where

the O(-) notation is irrelevant.

Metric KC 2 Pts U 2 Pts KC 3 Pts U 3 Pts
AvgCost/OPT 1.14 1.50 1.02 1.30
VarCost 0.10 0.16 0.08 0.11
OPTtime/Time 97 102 19 19
VarTime (see) 0.29 0.34 0.41 1.19

Table 4.2: This tables summarizes the result of our hardware experiment employing two servers
and five clients. Computing new server positions over a kinematic coreset (KC) of two points is
97x faster with approximation cost of e = 0.14 compared to performing computation over entire
input set of five points. In contrast, naively sampling two input points at random (U) produces an
approximation cost of e = 0.5 at comparable computational speed. Calculations of server positions
using three points shows similar trends.

4.5.2 Numerical Simulation

We present empirical results for update time, and quality of the coreset S against

different input set sizes n. Our test scenario is of an input set of points, P, moving

randomly between depots located at three corners of the environment. In particular,

at the beginning of a run we randomly select a subset of 10 points from all depots that

choose with equal probability one other depot to move to. This is representative of a

situation where clients are scouting three areas of major interest where some vehicles

may be recalled to other areas of higher interest. We compare the performance of

uniform random sampling, static bicriteria and kinematic coresets for maintaining a

representative set of the input P. We specificy our three compared methods below

where poly(x) means "polynomial in x":

Uniform Random Sampling: the sample set S is a uniform sample of m

poly(klog(n)) points from the input set P.

Static Coreset: the sample set S in this case is of cardinality m = poly(klog(n)) and

is a (k, E)-coreset returned from Algorithm INIT computed from scratch every time

the positions of input set P are updated.
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Calculation Time vs. Number of Clients
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Figure 4-6: These plots show calculation time to compute updated representative set after each
position update for points in the input set P for up to n = 2000 input points averaged over 500 runs,
and the cost over each representative set after each position update for points in the input set P for
up to n = 20 input points averaged over 500 runs. Results show that kinematic updates perform
comparably to using a static coreset in terms of accuracy and random sampling performs up to 5 x
worse than both of these methods. The last plot shows the case of server velocity constraints where
a kinematically updated coreset outperforms a statically updated coreset since in the former case
there is consistency between iterations.
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Kinematic Coreset: the sample set S in this case is of cardinality m = poly(klog(n))

and is a (k, E)-coreset that is updated using Algorithm MOVE each time the positions

of the input points in P are updated.

We measure performance between all three methods in three different ways. First

we compare the time needed to update the representative set S. Secondly, we compute

the coreset cost distpep(p, S) which is how well the entire input set P is approximated

by S. Lastly, we analyze the connected k-center cost from Equation (3.13) that takes

into account a communication constraint between centers, with an added dynamic

constraint on the vehicles that limits how far the centers can move between consec-

utive iterations, true for any physical system. Calculation of the connected k-center

cost demonstrates that kinematically updated coresets are the most cost effective

for physical systems that cannot tolerate arbitrarily different solutions (since centers

cannot move infinitely fast).

Figure 4-6 bolsters our main time complexity result from Theorem 4.3.9 and indeed

demonstrates that the updates for the kinematic coreset are updated much faster,

providing a larger computational complexity advantage over the updates for the Static

Bicriteria coreset as n increases. Additionally, Figure 4-6 demonstrates that the

coreset which is updated kinematically provides similar k-center cost as compared to

the Static Bieriteria coreset in stark contrast to a purely random sample of the input

client set which has minimal computational complexity but performs up to 5x worse

than both the kinematic and static bicriteria algorithms.

For our simulation we do not compute the exact connected k-center cost which

takes exponential time in k to compute as discussed in [46], rather we compute a

relaxation where we pair every coreset point in S to a unique center as described

in Algorithm 7. Figure 4-6 shows that the kinematic coreset performs better than

the coreset computed using Static BiCriteria for a cost that takes into account dis-

placement constraints on the centers between iterations. This is because the MOVE

algorithm updates the coreset intelligently as points move whereas the static bicrite-

ria calculates a new coreset from scratch each iteration and thus has no consistency

between iterations.
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Figure 4-7: A hardware implementation of a kinematic coreset over real San Fran-
sisco taxi data for 500 taxis. Taxi trajectories were reflected in real time over a
window of 10 minutes in San Fransisco. These data points were taken from an online
source [69] and our router placement algorithms were not given information regarding
these trajectories a priori.
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Figure 4-8: A plot of the cost maxpE minses dist(p, s), ie. how well the input set of
clients P is represented by the sparse set S. The sparse set S is computed as a uniform
random sample of points from P (black), a static coreset (blue), or a kinematic coreset
(green).
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Size of the Representative Set S vs. Iteration
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Figure 4-9: This plot compares the size of the representative set S for every iteration
where a new router placement is computed. The data shows that a constant sized
representative set of 50 taxi points are used for the uniform random sample whereas
both the static and kinematic coresets < 50 points but represent the entire client set
with a much smaller cost.
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Figure 4-10: This plot shows the resulting k-connected center cost for each router
placement over 180 iterations. For the case where taxis roam to the outskirts of the
city (iterations 140-180) the uniform random sample set cannot maintain a bounded
error on the solution and thus grows arbitrarily large due to misrepresentation of
these outlier points in the client set.

112

- Static Coreset
- - Kinematic Coreset

- -- Uniform Random Sample

UA.-

02

3.5

3

2



Accumulated Distance Traveled by Routers vs Iteration
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Figure 4-11: This plot shows the accumulated distance traveled by the routers and
compares the stability of the resulting router trajectories for each choice of repre-
sentative set. The advantage of using a kinematic coreset over a static coreset for
dynamic points is clear from this plot which shows that the consistency provided by a
kinematic coreset across iterations allows for the same error bound in cost as a static
coreset but with much less travel required of the routers.

Figure 4-12: Snapshot of hardware experiment involving a heterogeneous robot plat-
form with 10 mobile sensor clients (iRobot Create vehicles) and two mobile routers
(AscTec Hummingbird quadrotors).
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4.6 Conclusion

In this chapter we have provided an algorithm for maintaining a sparse set of repre-

sentative clients that is updated as the client vehicle team moves arbitrarily through

the environment. Additionally we present theory that guarantees that our representa-

tive set can be updated in time polynomial in (k log(n)/s) and provide the same error

bounded approximate k-center cost as the case of computing the entire representative

set from scratch using static coresets. Our empirical results additionally show that for

systems of practical interest that have physical limitations on how fast center vehicles

can move, updating the existing coreset kinematically is favorable over computing a

static coreset since consistency is maintained over consecutive iterations.
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Algorithm 2 A (k, E)-coreset S for P

input : A set P C Rd of n robots, k > 1 centers, and a constant F > 0
output: An (E, k)-coreset S of size O(k log n/Ed) for P

7 i <- 0, SO <- P
while P > k do

8 Pick a random set T C P of k robots from Si
Remove half of the closest robots Qj C P to T /* Continue recursively
with the remaining robots.

9 Pi+1 -- i \ i
i +- i + 1

1o T - T1 U .. U Ti_1 U Pi
for each p E T do

11 Construct a d-dimensional grid G, of side length (E/V/d) - Dist(P, T) that is cen-

tered at p Pick an arbitrary representative robot q E P from every non-empty cell

of G,
12 5 <- the union of representatives that were selected at Line 11 Return S

Algorithm 3 INIT(P, m)

Input: A set P of n clients, and an integer m > 1

Output: A set S that satisfies Theorem 4.3.3.

i +- 1; P1 - P
while IPj > m do

13 Si +-A uniform random sample of m points from Pi,
with replacement.

Hi +- A set of ciIPi points p E P with the smallest

distance Dist(p, Sj) for some ci E (1/4, 3/4).

P?,+1 +- P', \ Ht i +-- i + I
S, <-- P,; H, +- P S <-- S1 U --. U S,
return S

Algorithm 4 UPDATE(p, i, action) Insert/Delete p from P

Input: A client p E P, and action E {insert, deletel

UPDATESAMPLE(p, i, action)
if Si was changed during the execution of previous line then
I Reconstruct levels i, i + 1, i+ 2.... return

Insert/Delete p to/from its heap H c {Hi, Hi}. In case of ties, choose smallest heap.

if H = NH then
I UPDATE(p, i + 1, action)

BALANCE(i) return
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Algorithm 5 BALANCE(i) Balance the pair of heaps at level i

Input: A coreset level i > 1

if lHi I' [1/4, 3/4] then
p +- root of the larger heap in {Hi, HI}

UPDATE (p, i, delete)
UPDATE(p, i, insert) /* p is inserted to the smaller heap

Algorithm 6 UPDATESAMPLE(p, i, action): Update the sample Si with the dele-
tion/insertion of p

Input: A client p that should be inserted/deleted from
Pi according to action E {insert, delete}.

if action = insert then
P. +- P. up
rip) +- A random number, sampled uniformly over

the interval [0, 1]

else

SPi -P \{p}
Remove from Si every q c Si such that r(q) > k log 2 n/ IPi Insert to Si every q Pi

such that r(q) < k log2 n/ Pil

Algorithm 7 RELAXATION(P, C, 'y) Compute connected centers that are attainable
from Ct-i1

Input: A set P of k clients, the current set c',- ,c'
of centers, and max velocity bound y > 0

Output: A set C of k centers and their cost r

for i+- 1 to k do
/* Uniquely assign each center to a close client

14 pi -arg minPE p |c' - p
P+- P \ { p}

(C, r) +- arg min r
C={ci,- Ck}CR 2

,r>0

s.t. Vi = 1, , k

||ci- pill < r,

||ci - c'ill < 7.

return (C, r)
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Algorithm 8 MOVE(p, pa, i): Move p E P to its actual position pa.

Input: A virtual client p G P, its actual position pa,
and an integer i > 1.

hi +- maxqeH, Dist(q, Si) /* Si is the coreset of level i. */

if Pa, p > hi then
MOVE(pa, p, i + 1)

/* Check next levels recursively

else if p E Hi and dist(pa,p) < Dist(p, Si)/2 then
return /* No update

else if dist(p, S), dist(pa, Si) < hi then
Replace p with Pa in Hi /* Heap update

if p c Si then
Reconstruct levels i, i + 1, i + 2, ... /* Coreset update

return
/* At this line p E Hi and Pa 0 H,
/* or vice versa

15 if dist(p, Sj) < hi then
16 /* pcHi but paOH
17 UPDATE(p, i, delete) UPDATE(Pa, i, insert)
18 else
19 /* pa E Hi but p g Hi

20 UPDATE(Pa, i, delete) UPDATE(P, i, insert)

21 return
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Chapter 5

Real-world Communication with

Unknown Client Locations

5.1 Introduction

In this chapter of the thesis our focus is to develop a new problem formulation for

the router placement problem that gives a realistic treatment to the wireless com-

munication aspect. In other words we replace the assumption that signal quality is

idealistically mapped to Euclidean distance. Along these lines we provide two main

contributions: 1) measure a new mapping for signal quality along each link using a

novel technique involving signal processing of the full channel for each wireless link

and 2) we use the resulting realtime channel feedback to formalize a new optimization

problem that can be solved for placing routers such that the required communication

demands of the clients are satisfied over the network. We connect this chapter of the

thesis to earlier chapters by showing that our new optimization problem is surpris-

ingly simple (comprised of quadratic link costs) and can be reduced to our previous

formulation; this allows us to use Algorithm 1 from Chapter 3 for solving for router

placements as before. This results in router placements that are simple to compute,

yet capable of supporting variable communication demands of the clients in general

environments.1

'This work has appeared in [47].
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5.1.1 Assumptions

In this chapter of the thesis we relax many of the assumptions of the previous chapters

of the thesis. In particular, we assume that

(i) Signal strength is based on a directional signal strength map that we derive (not

the Euclidean disk model).

(ii) Current positions of client vehicles are not known, router positions are known.

(iii) Client communication demands are allowed to be heterogeneous with respect

to other client demands, and also variable over time.

(iv) We mainly consider dimension d = 2 although concepts are extensible to d = 3.

Though d = 3 is a topic of future work.

(v) We consider a single interference region so that all nodes communication over

the same frequency.

(vi) Routers travel along piecewise linear paths where the length of the linear portion

of the path must be > A/2 and the router velocity over this displacement is

assumed constant (or alternatively, router positions must be known to mm

accuracy) in order to perform SAR.

(vii) We'assume omni-directional antennas.

(viii) A signal strength profile in constructed for every straight-line path of length

> A/2. It is assumed that the wireless channel is constant (ie. client and

environment are static) during the time window needed for a router to travel a

distance of A/2 which for our implementation is on the order of 6cm.

5.1.2 Results Snapshot

First, we introduce an innovative approach for mapping communication quality to

robot placement. Our approach calculates a mapping between a robot's current po-

sition and the signal strength that it receives along each spatial direction, for every
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wireless link with other robots. This is in contrast to existing methods [34, 116],

which compute an aggregate signal power at each position but cannot distinguish

the amount of signal power received from each spatial direction. In this spirit, the

paper [29] uses received signal strength over a rotating antenna (by rotating the an-

tenna's robot platform) in an attempt to infer the direction of highest RSSI and

learn bearing information relative to another robot. However, using the full channel

information (phase in addition to received signal strength) allows us to gain much

richer information, i.e. a full directional profile of signal strengths capturing complex

phenomena such as multipath, by moving along an arbitrary straight-line path. Our

approach combines the best attributes of both the disk model and stochastic methods:

Like the disk model, we can compute our mapping without knowledge of the envi-

ronment and its obstacles, or a model of channel's distribution. Like the stochastic

methods, our approach accurately captures the mapping of the signal strength direc-

tionality and hence can help multi-robot systems satisfy their desired communication

demands in real-world environments.

Second, we construct an optimization for positioning a team of robot routers

for providing communication coverage to an independent set of client vehicles using

the directional information provided by our mapping. We aim for a solution that is

adaptive to variable communication quality demands by the clients, as well as changes

in the wireless channels due to natural fluctuations or a dynamic environment. Being

able to measure the profile of signal strength across spatial directions in real-time

yields a much more capable controller. For example, the controller uses the profile to

find directions of movement that yields better communication quality. The profile also

helps estimate the confidence with which the controller can improve signal power by

navigating the robot along any of these directions. The confidence can then be used

to control the speed of the robot, thereby improving stability and convergence time.

Furthermore, the controller can leverage the entire profile of signal strength across

directions, to optimize communication with multiple robots by choosing a direction of

movement corresponding to a strong signal that strikes trade-offs between competing

demands. Interestingly, we show that such optimizations can be formulated in terms
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of simple quadratic costs, similar in spirit to the Euclidean disk model. Further,

they can be made independent of environment-dependent parameters, or even client

positions.

A key question remains: How do we calculate the signal strength along each spatial

direction? The naive approach would use directional antennas, a type of antenna that

receives signals only from a cone in space. Unfortunately, directional antennas are

bulky and unwieldy [87], making them ill-suited for small agile robots. To address

this problem, we employ Synthetic Aperture Radar (SAR), a technique that leverages

movement to emulate a high-resolution directional antenna [37]. In order to achieve

this, we must derive a method for implementing SAR using off-the-shelf wireless cards,

a challenging task since these devices are not intended for this purpose.

We implement our method in a multi-robot testbed that has two robotic routers

serving three robotic clients. We conduct our experiments in different indoor environ-

ments without providing the robotic controller the environment map or the clients'

positions. We observe the following: 1) Our system consistently positions the robotic

routers to satisfy the robotic client demands, while adapting to changes in the environ-

ment and fluctuations in the wireless channels; 2) Compared to the disk model [23,65]

and the stochastic approach [74,100] under identical settings, our system converges

to accurately satisfy the communication demands, unlike the disk model, while signif-

icantly out-performing the stochastic method in terms of empirical convergence rate

(see Fig. 5-13 in Sec. 5.6.4).

5.1.3 Contributions Summary

The contributions of this chapter are three-fold: 1) We present a method to enable

a robotic receiver to find the profile of signal strength across spatial directions for

each sender of interest. To this end, we perform synthetic aperture radar (SAR)

techniques using standard Wi-Fi packets exchanged between two independent nodes;

2) We develop an optimization that leverages this directional signal profile to position

robotic routers to satisfy heterogeneous communication demands of a network of

robotic clients, while adapting to real-time environmental changes; 3) We implement
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our design and demonstrate its empirical gains in comparison to both the disk model

and the stochastic method.

5.1.4 Notation

Table 5.1: Common Notation for Chapter 5

G(V, E) A Communication graph with nodes V and edges E.
E A given error tolerance where E > 0.

p3 i Client j position in Rd.
ci Robot router i position in Rd.

distM(x, y) A Mahalanobis distance between x E Rd and y c Rd.
fij (0) A Mapping from angles (relative to router heading) to sig-

nal strength for link (i, j).
Voma A Relative direction of highest signal strength.

-ij -A Confidence in the max signal strength direction for link

(i, j).
max A Direction of maximum signal strength for a particular

link.
aj Importance of client j, aj > 0.

Wig A Service discrepancy for link (i, j), wij > 0.
qij Actual link quality (ESNR) for link (i, j) (one-to-one

mapping with throughput of link in Mb/s).
gj Demanded communication quality (ESNR) for client j.

5.2 Problem Formulation

We now formally describe our problem formulation. A schematic interpretation can

be seen in Figure 5-1.

123



Legend
Client agent Demand

Robot router %[ 5 (Mb/s)

Demand Link cost % %

qj 4 (Mb/s) g(c, Ct, wi, fi)

Demand

q3 [L60 (Mb/s)

Figure 5-1: A problem sketch demonstrating our goal of positioning routers to satisfy
heterogeneous communication demands of different clients over the network.

5.2.1 Problem Statement

Our goal is to position the robotic routers to provide adaptive wireless communication

coverage to the clients, while allowing variable communication quality demands for

all clients, and where exact client positions are unknown. Note that all quantities in

this section are time-dependent; we omit this explicit dependency in our notation for

simplicity. For each client j E [n] {,... , n}, we define demanded communication

quality qj > 0 and achieved communication quality qij to each router i (where i E [k]),

both expressed in terms of Effective Signal to Noise Ratio (ESNR) that has a direct

mapping to rate in Mb/s [59]. We choose to work with ESNR values rather than rates

since the rates supported on a link are discretized (non-continuous). Additionally,

let every client j be given an importance aj > 0. We define the notion of service

discrepancy for each pair of robots (i, j) to be the difference between the demanded

and achieved communication quality scaled by the importance of the client.

W13 max(a ,O ) (5.1)

Physically, this is the fraction of the client's communication demand that remains

to be satisfied, scaled by aj. Denote by ci E Rd the position of the ith robot router
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and by pj E Rd the position of the jth client and Ct {cl,, ... , Ckt} is the set

of all router positions at time t. Given a cost g as a function of signal quality,

communication demands, and agent positions, we wish to position each robotic router

to minimize the largest discrepancy of service between routers and clients. However,

the true form of this function g has an intricate dependence on the environment

and the positions of the client and router. Thus an inherent challenge to solving

this problem is approximating the influence of spatial positioning on communication

quality in a way general to different environments. We have a joint goal to 1) find

fij : [-7r, 7r] -+ R (a relation capturing directional information about the signal

quality between i and j), and an approximation j of g that is a cost characterizing

the anticipated communication quality for the router-client pair (i, j) at a proposed

router position ci, and 2) use this cost to optimize router positions to minimize the

service discrepancy to each client. Formally,

Problem 5.2.1. Find a mapping

fij : [-7r, 7r] - R (5.2)

that maps spatial direction to wireless signal strength directly from channel measure-

ments, and a cost for every link (i, j)

j(ci, Ct, wij, fij) > 0 (5.3)

that is independent of the environment and client positions, has a simple quadratic

form, and whose minimization over ci directly relates to increasing signal quality.

We aim to find robot router positions, Ct+1, that minimize the maximum service

discrepancy over all clients j by solving the following min-max optimization problem:
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Ct = arg min{max min (ci, Ct, wij, fij)} (5.4)
C j ciEC

Intuitively, the solution to this optimization problem favors "fair" solutions where

the maximum service discrepancy is minimized over all clients. We note that it is

important that the resulting cost j is i) reflective of real time wireless signal informa-

tion, unlike the Euclidean disk model where j(p, c) = dist(p, c) and the dependence

on signal quality fij is ignored, and ii) endowed with a simple structure that is inde-

pendent of the environment, unlike stochastic sampling approaches where j and may

have a complex form and fi3 may capture properties of a signal quality distribution

that is estimated using received signal strength measurements and is dependent on

environmental parameters.

We dedicate the next sections to i) developing a method that computes fi3 as the

profile of signal qualities along each direction 0 for each link (i, j) found directly from

channel measurements; and ii) developing an optimization framework that utilizes

this directional information to handle trade-offs between competing client demands

and position all routers to jointly minimize the maximum service discrepancy over

the links in the communication network.

In this section of the paper we show that the problem of positioning a team of

k mobile routers to service the heterogeneous communication demands of n clients

can be framed as a connected k-center problem. We first derive the framework as-

suming that we have channel feedback over each link in the network in the form of

the directional fij map introduced in the previous section, as well as a measure of

the instantaneous link quality qij for each link. We then detail our method for at-

taining this map in Subsection 5.3. Finally we tie together our control framework

with our channel feedback technique to obtain an algorithm for positioning mobile

routers to achieve a wireless network that is adaptive to sensor mobility and variable

communication demands.
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5.3 Derivation of Directional Signal Quality Maps

In this section, we develop the first component of the solution of Problem 1; namely,

we derive a method to calculate f(0), the mapping that captures the strength of the

signal from a robotic client to its router along each direction 0, where this mapping

can be updated often, roughly once every 6cm of motion. 2

Before we explain how we compute f(0), we describe this function to help under-

stand the information it captures. Assume we have a robotic client and router, where

the router moves along some trajectory. We will define the direction 0 relative to

the tangent to the router's trajectory at each point. Consider the scenario in Fig.5-

3(a), where the robotic client is in line-of-sight at -50' relative to the robotic router,

which is moving along the horizontal axis. In this case, one would expect f(0) to

have a single dominant peak at -50', as shown in Fig.5-3(b). Now consider the more

complex scenario in Fig.5-3(c), where the environment has some obstacles and one of

these obstacles obstructs the line-of-sight path between the router and its client. In

this case, f(0) would show two dominant peaks at 200 and -30' that correspond to

the two reflected paths from surrounding obstacles, as shown in Fig.5-3(d).

Advantage over Sampling Methods: One may estimate f(0) by sampling the

signal power similar to stochastic techniques [74,100,116]. In this case, one has to

move the router along each direction, compute the power in all these new positions

relative to the first, and draw the profile f(0). Unfortunately, this approach leads to

much wasted exploration. This is because the signal power does not change reliably

when the robot moves. For example, if the robot moves for 5 or 10 centimeters, it

is very likely that the resulting change in the signal power is below the variability in

noise. Hence, measurements of power over short distances are likely to be marred by

noise. To obtain reliable measurements of changes in the signal power, the robot has

to move significantly along potentially counter-productive paths.

To address this limitation, our approach relies on the channel phase as opposed

to the power. Specifically, at any position the wireless channel can be expressed

2 For simplicity, we denote fij (6) as f(6) as we consider only the single link between robotic
router i and client j for the rest of this section.
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as a complex number h(t) [92]. The magnitude of this complex channel captures

the signal power (more accurately, its square-root). The phase of the channel has

traditionally been ignored by robotic systems. However, the phase changes rapidly

with motion. For Wi-Fi signals at a frequency of 5 GHz, the phase of the channel

rotates by 7r every 3 cm. This far exceeds any rotation due to noise variability. Thus,

by measuring channels as complex numbers and tracking changes in its phase as the

robot moves, we reliably estimate signal variation without much exploration.

In the next sections, we describe some necessary background in order to under-

stand the signal processing techniques for computing our directional signal strength

profiles, or the mapping f(0). First we describe the technique of beamforming where

the signals received by an array of multiple antennas are post-processed in order to

estimate the signal arriving from a desired direction (relative angle) in the presence

of noise and interference. Then we describe Synthetic Aperture Radar (SAR) tech-

niques that are more amenable to mobile platforms and in particular we describe

how we are able to adapt SAR to be applied on our single omni-directional antenna

platforms in a non-radar setting. We explain how to apply SAR for extracting the

received signal strength along each direction from changes in channel phase. Note

that SAR does not need exploring all directions; the robot can move along its path

without extra exploration or sampling. SAR uses the resulting variations in channel

phase over distances of a few centimeters to find f(6).

5.3.1 Beamforming

In this section we provide some background on beamforming techniques as adapted

from the paper [110]. Beamforming is a technique that takes signal inputs from a set

of J sensors aligned as shown in Figure 5-2, and linearly combines received signals in

order to amplify those arriving from a specific direction. The sensor array is a static,

linear array of multiple equally spaced sensors.

The signals h(k) are sampled at each sensor at a given time k and are processed
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Figure 5-2: A schematic showing a sensor antenna array and a corresponding direction
of arrival (DOA) plot for a beamformer steered to 18 degrees. On the right a schematic
shows how the received signals are weighted and processed to produce the output from
J sensors at time k [110].

to produce the output y(k) according to:

i

y (k) = wi (k) * hi (k) (5.5)

where * denotes the complex conjugate and w (k) are weights [10] (where the weights

are often selected as part of the beamformer design). Because each of the sensors is

placed at a different spatial location, a signal propagating from the same source will

traverse a different distance when arriving at each of the sensors and this results in

a relative phase shift. If we represent the signal as a complex number with a certain

phase and amplitude then the narrow beam beamformer output becomes:

J

y(k) =e iwk w e-WA(o) (5.6)

where the phase elements d(6, wv)= [1, Oeiw2(),... , eJT(0) ]H represent the "steering

vector" and the Tr (0), for 2 < i < J are the time delays due to differences in the signal

propagation when received at each sensor. This sets the stage for the signal processing
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tools that can be used to combine received signals across a multi-sensor array for a

particular DOA of interest. Now we shift our attention to SAR techniques where we

wish to use a mobile antenna array (or an emulated static array) to produce a full

directional profile (along every direction, not just a single direction) in a non-radar

setting.

5.3.2 Synthetic Aperture Radar (SAR)

Synthetic Aperture Radar (SAR) enables a single antenna mounted on a mobile device

to estimate the strength of the signal received along every spatial direction. We

leverage the natural motion of a robotic router to implement SAR and measure f(0)

for each of its robotic clients. To do so, the robotic router measures the channel

h(t) from its client as it moves along any straight line. Note that in this context

we wish to perform SAR in a non-radar setting meaning that we wish to use the

forward and backward channels (transmitted and received) where the received signal

is transmitted from a different node in the network altogether. This introduces a host

of new challenges that we discuss in the next section.

The straight line motion that is used to collect channel measurements for com-

puting f(6) can be as short as a few centimeters (on the order of A/2 which for our

implementation was 6cm). This means that the router can have an updated mea-

surement of f(6), for all values of 6, after every straight-line traversal of only a few

centimeters. During this short period we assume the channel is constant (for exam-

ple, that the source is static). Specifically, Let h(t) for t c {to,. .. , tm} be the m + 1

most recent channel measurements, corresponding to the robot moving a distance

d(to)... d(tm). SAR computes the received signal strength across spatial directions

f(6) as:

2

f () = h(t)e- d(i)ce , (5.7)

where A is the wavelength of the Wi-Fi signal. We refer the reader to [1021 for
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Figure 5-3: (a)/(c) LOS and NLOS topologies annotated with signal paths. (b)/(d)
f(0) of the signal in LOS and NLOS. (e) Shows how 0 is defined in SAR. (f) Shows
h(ti), the forward channel from transmitter to receiver and hr(ti), the reverse channel
from receiver to transmitter at time ti.

the analysis of this standard SAR equation. At a high level, the multiplying terms

e-i d(t)cosO in Eqn. 5.7 project the channels h(t) along the direction of interest 0 by

compensating for incremental phase rotations introduced by the robot's movement to

all paths of the signal arriving along 0.

Note that SAR finds the signal power from every angle 0 simply by measuring the

channels 3, without needing prior tuning to any given direction. In fact, moving by

around a wavelength (about 6 cm) is sufficient to measure the full profile of f(0).

Therefore, SAR is a natural choice for autonomous robotic networks since it ex-

ploits the mobility of the robots to compute f(0). Further, it only requires the robot

to move along a small straight line along any arbitrary direction, and does not re-

quire it to explore directions counter-productive to the overall coordination goal. Note

that SAR requires only the relative position of the robotic router d(t) and both the

3 0f course, the resolution at which 6 is available depends on the number of channel measure-
ments.
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Figure 5-4: This figure shows an image of our off-the-shelf platform, as well as a

schematic of our technique for gathering wireless channel information for constructing

our directional signal strength maps (this supplements the sketch in Figure 5-3).
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Figure 5-5: A directional signal strength map computed during our experiments. The

accompanying schematic shows an interpretation of the information contained in this

signal strength map.
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magnitude and phase of the channel h(t). It does not require the topology of the

environment nor the exact location of the transmitter.

5.3.3 Challenges in Implementing SAR on Independent Wire-

less Devices

A key challenge in adapting SAR to multi-robot systems is that all past SAR-based

solutions [2, 37, 114] are for radar-like applications, where a single device transmits

a radar signal and receives its reflections off an imaged object, e.g., an airplane.

However, in our scenario the transmitter and receiver are completely independent

wireless devices (i.e., the robotic client and router, respectively). This means that

the transmitter robot and the receiver robot have different frequency oscillators. In

practice, there is always a small difference between the frequency of two independent

oscillators. Unfortunately, even a small offset Af in the frequency of the oscillators

introduces a time varying phase to the wireless channel.

For instance, let h(to), h(ti), ... , h(tm) be the actual wireless channel from the

robotic client to the robotic router at times to, t1, ... , t,. The channel observed by

the router from its client h(to), h(ti), ... , h(tm) are given by:

h(to) = h(to), h(t) =h(t)e-2Af(ti-to), ... , h(t) = h(tm)e 2 rAf(tm-to). (5.8)

Hence, the phase of the channels are corrupted by time-varying values due to the

frequency offset between the transmitter and the receiver. Fortunately, we can correct

for this offset using the well-known concept of channel reciprocity [92]. Specifically,

let hr(t) denote the reverse channel from the robotic router to its client, as shown

in Fig. 5-3(f). Reciprocity states that the ratio of the forward and reverse channels

stays constant over time, subject to frequency offset, i.e., hr(t) = yh(t), where -Y is

constant. Further, the frequency offset in the reverse direction A' is negative of the

offset in the forward direction, i.e., Ar = -Af. Thus, the observed reverse channels
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hr(to), hr(t1 ), ... , h(tm) are given by:

hr(to) = hr(to), hr (t1 ) = hr(t)e 2 rf (t--to) hr(tm) = hr(tm)e 2 xAf(tm-to)

(5.9)

Multiplying Eqn. 5.8 and 5.9 above and using hr(t) = yh(t), we have h(t)hr(t)

h(t)hr(t) = -h(t)2 => h(t) = h(t)hr(t)/. Hence we re-write Eqn. 5.7 as:

2

f(0) = > (t)hr(t)e-id(t)co , (5.10)
t

where the constant scaling y is dropped for simplicity. Hence, to measure f(6) the

router and client simply need to measure their channels at both ends.4 This signal

processing is done on each node (decentralized). In the next section, we explain how

we leverage f(0) on each link to control the position of multiple robotic routers to

meet the clients' communication demands.

5.4 Capturing Real-World Communication in a Sim-

ple Quadratic Controller

In this section, we target the problem of placing a team of mobile router vehicles

at locations such that they provide wireless coverage to client vehicles, each with

different communication demands. Specifically, using as input the channel feedback

fij (6) derived in the previous section, we aim to find a function j that can be optimized

over router positions such that:

Ct+ I arg minfmax min j(ci, Ct, wij, fij)} (5.11)
C i ciec

4In practice, the router and client transmit packets back-to-back with a small gap 5 ~ 200Ps to
obtain h'(t + ) and h(t), respectively. The router collects these values and approximates h(t)hr(t)
as h(t)hr(t + 6)e~ 24V3 . The router computes this 10 times per second (an overhead of just 0.1%).
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Our focus in this section is to find a function j that has three desirable properties: 1)

It is quadratic; 2) It allows for trade-offs between clients with competing demands as

captured by the service discrepancies wij; and 3) It is independent of client positions

pj. In the rest of this section, we show how to capitalize the rich spatial information

provided by fij(O), to derive a cost j possessing the three desired qualities. We can

then optimize this cost to complete our objective of robot router placement that best

satisfies the communication demands of the clients.

5.4.1 A Generalized Distance Metric for Incorporation of

Channel Feedback

Our first goal is to translate signal quality over all directions, fij(6), to a cost j that

can be optimized over router positions. We begin with the case where all positions are

known and extend to the position independent case in Section 5.4.3. Consider a single

router-client pair (i, j) located at positions (ci, pj). A disk model approach to service

this client does not use fij(0) at all. Instead, it relates improving communication

quality between the router and client to reducing the Euclidean distance between

them, i.e. the cost j := dist(pj, ci). The appeal of such a cost is in its simple

quadratic form that can be easily optimized. Unfortunately, the cost is oblivious

to the actual wireless channel at the client and fails to capture the current service

discrepancy which can be large even at small distances (say, due to obstacles).

Our system avoids this pitfall, while retaining simplicity, by incorporating real-

time channel feedback into a generalized distance metric. In particular, we do not

assume that the shortest distance for enabling better communication between two

robots is the straight line path between them, but rather the path along the 0m",

the direction of maximum signal strength from the mapping fij(6). Thus, the client

is recommended to move towards %ma, the unit vector along 6ma.

Importantly, the recommended heading direction v'o&ma may exhibit variation due

to noise or multipath affecting the wireless link. To account for these effects, while

not over-fitting to noise, we leverage the entire fij signal profile to design a confidence
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metric aij in the recommended heading direction. The purpose of this confidence

metric is to incorporate second-order information from fij that captures the pres-

ence of noise, or multipath, and can be used to alter the behavior of the controller

accordingly. The derivation of this confidence metric is the subject of the following

section.

A Confidence Measure from Channel Feedback

We design a parameter ij that is derived from the mapping fij and that we refer

to as a "confidence" in the recommended heading direction 'om. Intuitively, 0ij

captures the"variance" of fij around 0 max. We define aij mathematically as the ratio

of two quantities, cf and UN. All quantities in this subsection are with respect to a

particular wireless link (i, j) but we subsequently drop i, j subscripts for readability.

We define

F = f(0) (5.12)

01f =Y(0- Omax)2 f0 (5.13)

F

UN = - max) 2 (5.14)
L

a = (5.15)
UN

where L is the total number of 6 values that make up the plot fij(O). The term Uf is

the variance of the plot fij around its maximum 6 = Omax and UN is a normalization

factor (it is the variance around 6 max in the case that the mass under the fij(O)

curve was distributed evenly over the 6 values). The ratio of these two quantities,

0f /UN, characterizes the amount signal strength (mass under the fij (6) curve) that is

concentrated under the peak direction 6 max versus the remaining parts of the curve.

A ratio of Uf/UN =1 would mean that the fij(O) plot does not provide evidence that

the max direction Omax is of much significance and that indeed the plot is entirely

noise. On the other hand a ratio of/UN < 1 indicates that a significant portion of the
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signal strength curve in fij (0) is concentrated around the max Omax and thus this peak

is considered to have "high confidence." Lastly, the case where uf-/UN > 1 indicates

the presence of high signal strength in other parts of the fij(0) curve other than the

0 max direction which suggests the presence of multipath. Indeed we can characterize

the range of Uf and UN as

0 < Uf = (O - max) 2 f()/F <L2F (5.16)
0

L(L + 2) <(L + 1)(2L + 1)
Z2( O 6- max) 2 F/L <(L 6 (5.17)
0

By comparing the maximum variance of af and -N corresponding to the case

where there exists another peaked signal strength at a 0 value far from 0 max, we see

that L2 F > (L±1)(2L+1) for this case and thus af-/UN > 1. This case is a strong6

indication of the presence of multipath, where there is another high signal-strength

path along which transmission on the link (i, j) may be received. We formally define

these three cases below:

Definition 5.4.1 (Confidence in the direction of highest signal strength Omax). We

define three cases captured by our confidence metric a =

(i) High confidence peak: a < 1

(ii) Noise: a= 1

(iii) Multipath: a > 1

See Figure 5-6 for examples of these regions identified automatically from actual ex-

perimental data.

Experimental results in the basement of the Stata Center building at MIT show

that the regions of high confidence, noise, and multipath defined above can be iden-

tified automatically from data using the confidence metric from Eq. (5.15) (see Fig-

ure 5-7).
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Figure 5-6: These plots show directional signal strength profiles from actual exper-
iments. They demonstrate how the confidence metric identifies cases of high con-
fidence, low confidence, and multipath automatically from the fj signal strength
profile. The dotted red line is the variance,UN, of a uniform signal strength profile
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dence 6mx (orf < UN), low confidence (noise) 0m, (of ; UN), or multipath around

Gmrx (Uf > UN)-
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Figure 5-7: Data collected for a one-link system of one router and one client where
the client is stationary at the top right corner of a basement environment and a mo-
bile router is driven in a lawn mower pattern throughout the environment through
line-of-sight and non-line-of-sight regions. Each colored data point represents an ac-
quired directional signal profile (two example profiles are shown) and the color of the
data point is the result of automatic mode detection from the data using the con-
fidence metric from Eq. (5.15) where red=noise, yellow=multipath, and green=high
confidence peak.

An important observation from the collected data in Figure 5-7 is that even in

line-of-sight regions of the environment (relative to the position of the client) there

may be significant multipath present due to reflections off of nearby concrete walls

and this may cause the direction profile to demonstrate peaks in heading directions

that are non-intuitive. Therefore this data suggests that simple geometric metrics,

including visibility graphs, do not adequately capture the complexities of wireless

signal quality in general environments.
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Using B'Oa and o- to Define a Generalized Distance Metric

We would like to encode the quantity o into our controller such that %max directions

of high confidence are followed more aggressively (larger displacements along these

directions), and the opposite is true of V6Oma directions with low confidence.

Specifically, orj falls under the following categories: 1) oaj < 1: Indicates a high

confidence in V'9 m. due to a sharp peak in fij. The robot is moved at higher speeds;

2) o ~ 1: Indicates that fij is noisy, so the robot must move slowly; 3) o >

1: Indicates that fij has multiple significant peaks owing to multi-path. We study

this case, and particularly the opportunity it presents for making trade-offs between

clients, more elaborately in Sec. 5.4.2.

We can use the heading direction and confidence to design a cost function j that

accurately captures the cost of communication in the spatial domain. Interestingly,

we can express this cost as a generalized distance metric called the Mahalanobis

distance. The square of the Mahalanobis distance is a cost function (paraboloid)

with ellipsoidal level sets (Fig. 5-8). We design our cost by orienting these level sets

so that the direction of steepest descent is along V6mX. We then skew the ellipsoidal

level sets using the confidence og, so that a higher confidence translates to a steeper

descent. Mathematically, the Mahalanobis distance is given by:

Definition 5.4.2 (Mahalanobis Distance). Given a positive definite matrix M E

Rdxd, a vector x E Rd, and a vector y c Rd, the Mahalanobis Distance between x and

y is:

distM(x, y) (-- x -- y)TM(x - y) (5.18)

Euclidean distance is a special case of the Mahalanobis distance (see Fig. 5-8(a)) with

M = I where I is the identity matrix of appropriate dimension.

Here, M = QAQT is a positive-definite matrix, where Q consists of orthogonal

eigen-vectors and A contains the corresponding eigen-values. We simply set one of

the eigen-vectors of Q to the heading direction %ma.. To skew the ellipsoid, we set
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Figure 5-8: These plots show the level sets of a Euclidean distance function and a

Mahalanobis distance function.

the ratio of the eigen values {A1 , A2 } in A to the confidence a2 , i.e. A2/A1 = o 2 , where

A1 is the eigen-value corresponding to V'6Ofl.i For example, in Fig. 5-8(b), where a ~ 1

(i.e. poor confidence), the level sets are nearly circular, leading to a shallow descent

in cost; while Fig. 5-8(c), where u < 1 (i.e high confidence), the level sets are skewed,

leading to a steep descent in cost along V-0... In other words, the cost function

has an elegant geometric interpretation, akin to Euclidean distance, but is derived

directly from channel measurements. Further, the cost function j := distMjg (Pi, cj)

from Eqn. 5.18 is quadratic, a desirable property for optimizations.

5.4.2 Network Trade-offs

In this section, we show how our optimization framework readily extends to a multi-

agent scenario and study the different trade-offs. We show that via the setting of two

parameters, both set automatically from wireless channel data, the resulting posi-

tional controller can be made to greedily optimize one client's needs or alternatively,

strike trade-offs between multiple clients. First, we focus on managing service dis-

crepancies specified by wij. The quantity wij aims to bias the controller by assigning

higher weight to users with larger service discrepancies. To do this, we scale the cost

function 5 distmj (pi, cj) by the square of the discrepancy w? to optimize:

rM(P, C) = max min{w.distm (pi, cj)} (5.19)
pjEP citC (1
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Second, we highlight the subtle role played by the confidence a-i in managing network

trade-offs. For instance, consider a scenario with two clients: 1 and 2, where client-

1 demands greater communication quality (as specified by wij's). Suppose client-1

has a highly confident vmax as shown in Fig. 5-9(a) (i.e -ij < 1). As expected,

the robotic router is directed towards client-1 as shown in Fig. 5-9(c). In the more

interesting scenario in Fig. 5-9(b), client-i's confidence is poor due to multiple peaks

in the signal profile fij (i.e oij > 1). Here, the router strikes a trade-off and services

client-2 instead, as this may potentially benefit client-1 as well due to the multipath

recognized in client-i's fij(O) map. The intuition behind this is simple. Eqn. 5.21

above, scales the ellipsoidal cost function based on the discrepancies wij's. However,

recall that the ellipsoidal cost function is steep (or shallow) depending on whether

the confidence is high (or low) and this is attained by setting the ratio of eigenvalues

N2/Aj of Mij. In extremely low confidence scenarios such as Fig. 5-9(b), the higher

value of discrepancy of client-1 is masked by its low value of confidence. Hence, this

balances the trade-off in favor of client-2, despite having a lower discrepancy.

5.4.3 A Position-Independent Solution

A simple relaxation to the cost from the previous section frees the optimization of

using client positions, while maintaining its simple structure and desirable properties

developed above. Consider a given stepsize y > 0. We replace client positions pj in

Eqn. (5.21) with "virtual" positions p'j3 :

P ' i C = Ci i + Wiomax (5.20)

Loosely, a client is no longer directly observed but rather estimated to be along the

relative direction v7ema and at a distance of -ywjj with respect to the ith router. As

before, V6max is the heading direction associated with the maximum stength signal

direction 0 mx.. As a client's demand is better satisfied by router i, the service dis-

crepancy wij tends to 0 and the client is perceived as being closer to router i. The

intuition here is that routers better equipped to service a particular client as reflected

by the wij term, will view the client as "closer" and those routers with a weaker sig-
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nal to the same client will view this client as farther away. This results in a natural

method of assigning client nodes to routers by effectively sensing over the wireless

channels. Our final cost takes the form:

rM(C) max min{distM. (cit + 'YWj iiVomx , c' )} (5.21)
jEf{1,...,n} c' EC'

By expanding the squared per-link cost dist 2 .(ci + 'yeij- ci') from Eqn. 5.21:

(c' - cit)T Mi(c' - ci,t) - 2ywiA - (c' - c1,t) +7 (5.22)

we note that as -i a 0 the first term in Eqn. (5.22) favors stable solutions where

c' = Ci,, ie. the router reaches a static solution when all of its assigned clients have

zero service discrepancy.

Finally for a set of routers with positions C, rM(C) reflects the cost of the client

with the largest service discrepancy. As defined in our problem statement, Prob-

lem 5.2.1, we have found a set of quadratic costs g (p, ci, Ct, wi, fij) = (P'j(Ci,, W , )max-

c )T M~i (p' (ci,t, wij, max) - ci) that can be optimized in the desired min-max formula-

tion from (5.4) in order to find an optimized robotic router placement for our wireless

network.

5.5 A Reduction to the Router Placement Prob-

lem

We show that the most general problem formulation from Equation (5.22) can be

reduced to the k-connected center problem formulation from Definition 3.3.5. This

observation allows us to use the algorithm for router placement, Algorithm 1, for

finding a configuration of routers C* that optimizes (5.21).

Because the k-center problem is defined over any distance metric, showing that

the cost from this section (Equation (5.21)) reduces to the k-connected center prob-

lem is equivalent to showing that the Mahalanobis distance distM(x, y) satisfies the
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properties of a metric.

Lemma 5.5.1 (The Mahalanobis Distance is a Metric [78]). The Mahalanobis dis-

tance distM(x, y) is a metric satisfying the properties of 1)non-negativity 2)symmetry

and 3) the triangle inequality.

Proof Because the Mahalanobis distance is defined as distM(x, y) = (X-y) TM(x -y)

where for our case M is always a strictly positive-definite symmetric matrix, we have

that the properties of non-negativity distM(x, y) > 0 and distM(x, y) 0 -+ X y

and symmetry hold. For the triangle inequality it must hold that distM(x, y) +

distM(y,z) > distM(x,z). By writing distm(u,w) = |IM(u - w)JI and defining

i = Mu, v = Mw we immediately see that the triangle inequality holds for the

Mahalanobis distance by an application of the Euclidean space triangle inequality to

, and 0.

Therefore we have shown that a configuration of routers C* that minimizes the

cost in Equation (5.21) can be found by replacing the cost (3.24) in Algorithm 1

with the cost (5.21) from this section which handles realistic wireless communication

phenomena and heterogeneous communication quality demands.

5.6 Empirical Results

We evaluated our system on a five-node testbed with two routers and three clients.

Each node was an ASUS 1015PX netbook equipped with an Intel 5300 Wi-Fi card

mounted on an iRobot Create robot. We implemented SAR by modifying the iwlwifi

driver on Ubuntu 10.04. We used the 802.11 CSI tool [60] to obtain channel informa-

tion (h(t) in Eqn. 5.10). The routers communicated with a central laptop emulating

the base for control information and human input. We performed our experiments

in a room with a Vicon motion capture system to aid robot navigation. Our testbed

contains obstacles to simulate both line-of-sight and non-line-of-sight scenarios.

In this section, all of the plots showing the effective signal to noise ratio (ESNR)

have been averaged over small time windows in order to smooth out the small-scale

145



variation in signal strength that is characteristic of wireless signals.

5.6.1 Computing Direction of Maximum Signal Strength

We first observe how effectively our system computes the direction of maximum signal

strength 6 max, on a wireless link. We consider a single client, serviced by a robot

router, that is: 1) In direct line-of-sight (LOS) as shown in Fig. 5-10(a). 2) In

possible non-line-of sight (NLOS) scenarios due to obstacles as shown in Fig. 5-10(b).

We drive the robot router in a lawn-mover pattern and get 0 max at regular intervals.

Results: Fig. 5-10(a) and 5-10(b) depict the gradient field with the arrows indicat-

ing Omax in LOS and NLOS, respectively. The gradient field in LOS accurately directs

the robot router towards the client regardless of its initial position. In NLOS, the

robot is directed away from obstacles so that controller can route around obstacles to

improve signal strength. We stress that 0 max is found locally at the router purely via

wireless channels and its own position, without prior knowledge of the environment.

Further, the plots are not static and naturally change over time, especially in dynamic

settings. Thus our system obtains instantaneous 0 max values locally in real-time.

Fig. 5-10(c) and 5-10(d) plot fij(O), the power profile of the signal along different

directions, for a candidate location in line-of-sight and non-line-of-sight scenarios,

respectively. Clearly, the power profile in line-of-sight is dominated by a single peak at

omax, directed along the line-of-sight path to the client. In contrast, the power profile

in non-line-of-sight close to an obstacle has two significant peaks, each corresponding

to reflected paths along walls or other objects in the environment.
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Position Trajectories and v. Directions
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Figure 5-11: (a) Depicts testbed with robot router servicing three clients in a candi-
date non-line-of-sight setting. The blue line depicts the trajectory, and colored arrows
indicate instantaneous 6 max for the corresponding clients. (b) Plots the ESNR across
time (as dotted lines) for each client through the experiment. Solid lines denote client
demands.
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Figure 5-10: Gradient field of 0max and power profile for (a) Line-of-sight and (b)
Non-Line-of-Sight.

5.6.2 Controlling Router Trajectory to satisfy Client De-

mands

We evaluate how a single robotic router finds a trajectory to satisfy the demands of

three clients (specified in terms of effective signal-to-noise ratio or ESNR) using 6 max

on each link. We consider the candidate non-line-of-sight setting in Fig. 5-11(a). The

router is unaware of exact client positions or the layout of the environment.
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Results: Fig. 5-11(a) depicts the trajectory of the robotic router in blue. The

colored arrows denote the recommended %ma directions for each client at every control

point. The figure shows how the robot performs non-zero control actions until it

eventually satisfies network demands. Fig. 5-11(b) tracks the ESNR of the clients

across time (dotted lines). The plot shows that the ESNR demands of each client

(solid lines) are satisfied upon convergence. Note that the whenever the robot decides

to follow the v8m5. of a client at a control point (vertical line), the client's ESNR

increases. This validates our claim that following a heading direction based on oaX

indeed improves the ESNR of the corresponding client.

(a) ESNR vs time (Line of Sight) 25, (b) ESNR vs time (Non Line of Sight)

z
WIwL

X: 20z
COW

0 20 40 60 80 100 120 0 20 40 60 80 100
Time (s) Time (s)

(c) Rate vs time (Line of Sight) (d) Rate vs time (Non Line of Sight)
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Time s 30 2 60 8 0

Time (s)

Figure 5-12: Statistical results obtained over 5 runs. Our plots show that demands are

consistently met even in the presence of obstacles as demonstrated by the candidate

converged solutions.

5.6.3 Aggregate System Results

We evaluate our full system with two robot routers serving three clients with different

ESNR demands. We perform the experiment in line-of-sight (LOS) and non-line-

of-sight (NLOS) settings as shown in the inset maps of Fig. 5-12(b) and 5-12(d)
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respectively. We repeat the experiment five times in each setting and plot the results.

Results: Fig. 5-12(a) and 5-12(b) plot the mean and variance of ESNR over time

across experiments for each client (dotted colored lines) in LOS and NLOS. Clearly,

each client's ESNR demand (solid lines) is satisfied at the converged position across

experiments. Fig. 5-12(c) and 5-12(d) plot the corresponding aggregate link rate

across time, which follows the same trend as the ESNR [59].' The inset plots in

Fig. 5-12(c) and 5-12(d) depict the final converged position of the routers (blue

dots) in LOS and NLOS. The results show that our system consistently satisfies

client demands while adapting to real-time changes in wireless channels, even in the

presence of obstacles.

5.6.4 Comparison with Existing Schemes

We test our method against two other popular approaches to the communication prob-

lem in robotics: 1) Euclidean Disk Model as used in [23] and [65], where communica-

tion constraints are in terms of Euclidean distance; 2) Stochastic Gradient Approach,

where we implement the Simultaneous Perturbation method (SPSA) ( [100], [74])

for estimating the gradient of signal power by sampling the ESNR (which provides

greater granularity than RSSI), along randomized directions, similar to the approach

utilized by [74]. We note that although there are many sampling approaches in the

literature, they share many commonalities (for example, the need for exploratory

sampling of the RSSI) and many of the same drawbacks as a result. Thus we chose a

sampling method that we believe is representative of many sampling techniques even

though there are many to choose from.

For the generation of each direction in the SPSA method we use a Bernoulli

random variable (as in [100]) and diminishing step sizes satisfying the conditions

stated in [100] for convergence. Our largest step size was allowed to be the same

maximum vehicle velocity of v, for all experiments. We consider a robotic router

and three clients, each with an ESNR demand of 20 dB. We repeat the experiment

5Note that the data-rate is capped by 60 Mb/s causing the plot to appear flat at times unlike

ESNR.
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five times in the non-line-of-sight environment in Fig. 5-13(b)-(d). In each instance,

we measure rmax, the maximum ratio of ESNR demand versus the ESNR achieved

among all three clients. In particular, rmax is below one at the converged position

(i.e. all client demands are satisfied), and above one otherwise.

(a) Comparison (b) Euclidean Disk Model

3.5 
Client 1 l

Initial Pos. Client 2

z, 3- [Converged Pos

SClient 3
M--2 0 2

02.5 X(m)

(C) Stochastic Methods
-6 TT - - - -- Client 1
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Z' 011.2
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.Clent l Converged Pos
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(d) Our Method

. -Our Method using Channel Feedback 2 nia Poe Clent1
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- Euclidean Disk Model
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Time(s) -3 -2 0 2
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Figure 5-13: Plots comparing our method against the Euclidean disk model and a

stochastic gradient descent method based on ESNR. Our method both converges to a

position that meets communication demands, and converges quickly along an efficient

path.

Results: Fig. 5-13(a) plots the aggregate mean and variance of rmax across time,

for all the three approaches. Fig. 5-13(b)-(d) show a candidate trajectory adopted by

the robotic router for the three schemes. The plots demonstrate while the disk model

converges quickly to a solution, ignorance of the wireless channels leads to solutions

not meeting client demands; especially in non-line-of-sight settings. In contrast, the

stochastic gradient approach (in blue), which sample the instantaneous ESNR, even-

tually satisfies network demands. However, the convergence is often laborious as the

router often traverses counter-productive directions (see Fig. 5-13 (c)). Indeed such

techniques are noisy at low signal power, as even a large change in distance translates

to a small change in signal power (a well-studied problem in communications litera-
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ture [18,67,115]). Fig. 5-13(c) shows that this leads to areas at non-line-of-sight or

far distances from the client, where the robot easily gets lost.

Our method leverages full information of the channel, including signal power and

phase, to find the direction of signal power as opposed to its magnitude. The result

is an algorithm that converges to positions that satisfy network demands while not

necessitating counter-productive exploration steps of a pure sampling approach.

5.6.5 Robustness to Dynamic Obstacle Positions

We evaluate how our system adapts to changes in the environment without an a priori

known map. Consider two robotic routers and three clients in an environment with

an obstacle located initially as shown in Fig. 5-14(a). We allow the robot routers

to navigate to their converged positions. At t = 120 sec, we move the obstacle to a

different location as in Fig. 5-14(c), and let the routers re-converge.

Rate under Dynamic Obstacles

60 -

50 e.(b) Initial Position

cc 40 -

... Client I Achieved Rate
S --- Client 2 Achieved RateS30- --- Client 2 Achieved Rate

--- clIent 3 Achieved Rate (c) Obstacle Pos. 1

20- Obstacle blocks Obstacle blocks
line-of-sight 1 line-of-sight 2

0 50 100 150 200 250 300
Time (s)

(a) (d) Obstacle Pas. 2

Figure 5-14: These plots show the result of disturbing the wireless channels via move-
ment of a line-of-sight obstructing obstacle. Actual testbed snapshots are shown on
the right.

Results: Fig. 5-14(b) and Fig. 5-14(c) depict the converged position of the routers

before and after the obstacle was moved. Fig. 5-14(d) plots the data-rate across time

for each client. The plot shows that our system satisfies client demands at the initial

position. Further it recovers from the sharp fall in data-rate to one of the clients to

successfully re-converge after the obstacle is moved.
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5.6.6 Complex Indoor Environments

We evaluate our system in a large complex indoor environment with concrete walls

and columns. We place a robotic router and client and line-of-sight (LOS) and non-

line-of-sight (NLOS) as in Fig. 5-15. In this setup, the client is stationary at the upper

right-hand corner of the environment and a mobile router is driven in a lawn-mower

pattern to attain directional profile data and acquire a gradient field similar to those

in Figures5-10(a) and 5-10(b). Although our signal profiles provide information on

signal quality over all heading directions, we take the highest power direction to be

the gradient and thus the gradient field in our plots shows the direction of the greatest

amplitude peak (compare with Figure 5-10).

We note that mapping the entire environment is not necessary for our controller

since we make local decisions using the most recent directional signal profile and

purposefully avoid using stale information (acquired at earlier times). This is because

dynamic environments can obviate older measurements. However, it is possible to

map the wireless signals in a static environment using our techniques and this is

what is demonstrated by Figure 5-15. We trace the router's gradient field towards

the client starting from multiple initial positions.

In this experiment no vicon (motion capture) positioning system was used and no

knowledge of the client position, nor the router position were needed to acquire the

data. Instead, the assumption that the router was moving at a constant velocity is

sufficient for producing the directional signal maps. This suggests that exact knowl-

edge of router positions may not be necessary if the velocity of the platform can be

assumed constant during the data acquisition phase.

Similar works such as [108] use samples of the received signal strength (RSS)

to estimate the direction of the gradient of signal quality in the environment and

for identifying connectivity boundaries and source localization. Application of our

current technique that has access to the full directional profile of signal strengths

(not just the direction of greatest signal improvement, or gradient) to this class of
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problems could be an interesting topic of future work.

Results: Fig. 5-15 (a) and (b) plot of candidate trajectories (from gradient field)

in LOS and NLOS across initial locations. The plots show that our system success-

fully navigates towards the client to satisfy its demands, without knowledge of the

environment or client location.

(a) Line of Sight (b) Non Line of Sight

Figure 5-15: Trajectories using measured %n3ax directions satisfy a client's demand in
line-of-sight and non-line-of-sight settings in complex indoor environments.

5.6.7 Discussion on SAR in Higher Dimensions

We briefly note that while the discussion of the theory and implementation in this

chapter focuses on two-dimensional (R2) applications, the concepts discussed should

be extensible to higher dimensions though this is a topic of future work. It should be

mentioned that SAR in its traditional radar form has enjoyed extensive application in

terrain mapping as in [54] where signals from a transmitter mounted on an airplane

are bounced off of the earth's surface as the plane traverses over straight-line paths.

These reflected signals can be post-processed to recover a map of the terrain. In order

to resolve the additional uncertainty and ambiguity of the depression angle necessary

in this higher dimensional application of SAR, one technique that is described in [54],

is to an additional aperture separated by a vertical distance. This may provide a

fruitful avenue for extending the concepts of the current chapter to higher dimensions

as well.
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5.6.8 Conclusion

In this chapter, we present a framework to satisfy real-time variable communication

demands in a constantly changing network. We develop a solution enabling a robotic

receiver to find the profile of signal strength across spatial directions for each sender

of interest. While our design focuses on optimizing communication quality, it can be

readily integrated as a set of simple quadratic constraints to build upon prior work on

multi-agent coordination such as coverage [23], consensus [89], formation control [65],

etc. We believe our system provides the necessary robustness to bring the benefits of

these seminal contributions to practical robotic systems.

154



Chapter 6

A Distributed Router Placement

Formulation for Static Clients

6.1 Introduction

In this chapter we propose a nonsmooth, gradient-based approach to positioning

routers to optimize a communication network. We achieve this objective via careful

design of an appropriate cost function that is then minimized by the placement of the

routers. As in the rest of the thesis, we refer to routers as the subset of the network

graph that we control, and "nodes" is a general term that refers to both routers and

clients1 .

A common approach to distributed minimization of a cost function is to design a

gradient-based controller where agents follow a distributed gradient descent on that

cost function. We design a cost function that incorporates the Signal-To-Interference

Ratio (SIR) from the communication literature, which is a physically-based, con-

tinuous measure of link quality between any two communicating agents [58]. Local

minima of this cost function achieve a tradeoff between maximizing the SIR for any

single link, and equalizing the communication capability, also SIR, over all links in

the graph. We model signal strength between two nodes that degrades with distance

and drops non-smoothly to zero outside of the communication radius R. The ad-

'This work has been presented in [49]

155



vantage of using this approach over existing approaches is two-fold: 1) the handling

of a non-smooth cost function makes this method robust to failures and/or agents

moving in and out of communication range where in general such changes in topol-

ogy are difficult to handle in distributed systems and 2) the cost explicitly accounts

for interference from neighboring transmitters which is necessary for a real ad-hoc

network.

The non-differentiability due to nodes entering or leaving the communication ra-

dius of one another necessitates the use of results from the nonsmooth stability anal-

ysis literature [24] to prove convergence to local minima of the cost function. Fur-

thermore, for certain initial conditions and controller parameter values, we prove that

routers will never move in such a way so as to disconnect the communication graph.

6.1.1 Notation

Table 6.1: Common Notation for Chapter 6

G(V, E) A Communication graph with nodes V and edges E.
EA A given error tolerance where E > 0.

Pj A Client j position in Rd.

ci A Robot router i position in Rd.
SIRi3 A Signal-to-Interference Ratio for link (i, j).

fi A Signal quality of link (i, j).
H A Cost based on idealized physical model and SIR.
0 A Generalized gradient operator.

Ln (MH)(x) A Generalized gradient vector field.
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6.2 Decentralized (local) Cost Development based

on Physical Model

6.2.1 Problem

The communication coverage problem for static clients considers n clients with posi-

tions pj E Rd, j E [m] = {, ... , m}, that are performing a collaborative task (such

as coverage, search, or exploration of an environment). These vehicles are required

to communicate over distances greater than their communication radius R in order

to achieve their assigned task. We propose the use of a group of k routers to pro-

vide a communication network for the ground vehicles, where the aerial robots follow

a distributed control law and are placed at locations that optimize communication

link quality amongst all vehicles according to a specific cost H that we derive. The

cost function associated with this approach is described in Equation (6.4). This cost

function formally defines our cost H : R(PxN) -+ R over all vehicle positions where

N = k+n is the total number of vehicles. We denote communication vehicle positions

as ci E Rd where i E [k] = {1, ... , k}.

Assumptions

We assume that 1) k is large enough to provide a connected network amongst ground

vehicles, 2) that communication only exists amongst neighbors within a distance

radius R where signal strength is modelled by fi, described later in this section, and

that 3) the ground vehicle dynamics are zero as necessary for the mathematical proof,

although in the practical setting we may allow ground vehicles to move given that their

velocities are much smaller than those of the routers. We note that assumption 3 is

common for problems using Lyapunov-type proofs of stability. Due to the distributed

nature of our problem, all agents have access only to local information and thus

will be unaware of disconnected subclusters. Therefore we must also assume that

the communication network composed of both air and ground vehicles is initially

in a connected state, although our controller is robust to changes in the network
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including agents arriving or exiting. Our hardware results demonstrated in Figure

6-4 include such a scenario, where an router is disabled and the remaining router

positions themselves to compensate for the loss of the router.

Objective

We aim to ensure connectivity of the graph in a continuous fashion by either placing

a requirement that the initial conditions of the system are below some critical cost,

or by adjusting a design parameter p in our cost function to ensure that routers will

never break existing connections.

Routers are controlled via a gradient descent method, where we allow for a non-

smooth cost function that is non-differentiable at the points where nodes come in and

out of communication radius of each other. Due to the local non-differentiability of

the cost function, we must instead use the generalized gradient of the cost function

which we denote 2 throughout. We find the direction of descent for the resultingaci

nonsmooth gradient vector field such that the controller takes the form

6i = -Ln(aH)(ci). (6.1)

Where Ln(aH)(x) : Rd -+ Rd is the generalized gradient vector field, and -Ln(H)(ci)

is a direction of descent of H at ci C Rd [24]. In Section 4.3.4 we find the generalized

gradient vector field of the cost function and show that the resulting positions of the

routers converge to critical points of this cost function.

We design our cost function to incorporate a physically-based, continuous, measure

of signal quality called the Signal-to-Intereference Ratio (SIR) [58]. The SIR value of

the link i-j improves with increasing communication strength between agents i and j

and decreases with increasing environmental noise Ni and interfering communication

amongst i's other neighbors as seen from the definition of SIR:

159



fi, (ci, Pi)
SIRjj (ci , pj) =-:: fj(i j (6.2)

Ni + Ej,,jfi (ci , pi)

Where .Aixj is the set of neighbors of i not including j. The communication strength

over link i-j is denoted fij. We choose an example model for the signal strength that

drops off proportional to dij-0, but we emphasize that other, more problem specific

models for signal strength can be used with our controller so long as this function

is locally Lipschitz and regular and models no communication outside of the radius

R. These properties are important for the analysis of our controller but we defer this

discussion to section 4.3.4. We define fij as

-O C di - < R
fij (C,, pj) = a-1 ' (6.3)

0, di > R

where C = P is a constant to ensure continuity at dij = R, and we define dij

ci - p3 . Thus the communication strength model reaches a maximum value of

P - C at dij - 0 and drops off by 3 as dij > 0 with a non-smooth transition to

zero at dij = R as seen in Figure 6-2. This non-smooth transition is necessary to

model loss of communication between two agents at a distance larger than R from

each other. Finally, we present our cost function H : R(dxN) -4 R over all vehicle

positions cti E Rd, pti c Rd for N = n + k vehicles at iteration t as:

k n

H (ct1,...,ck, pt,...,ptn) = -SIRij + sIR 6, (6.4)
i=1 j=1

where the term J E (0, 1] is included to ensure that the cost function H is continuous

at the point where agents become disconnected and the value of SIRjj = 0. For

clarity we will subsequently drop the explicit dependence of H on agent positions

as this dependence is captured through SIRij, and we will not carry around the
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iteration number t as this is implicit throughout. A smaller 3 value has the effect of

putting more weight on the second term of the cost function. It is evident that the

cost function is global and thus uses position information for all agents. However,

as shown in equation (6.8) the control for each agent is local, as all non-neighbor

information drops out in the derivative. Figure 6-6 shows optimization of a non-

smooth H as agents enter the communication neighborhoods of others.

Minimization of this cost function corresponds to a compromise of two competing

goals. The first term in the cost function favors increased SIR over all communication

links in the graph while the second term favors equal SIR over each individual link,

which can be thought of as equal resource allocation where SIR measures communica-

tion ability of each link. The design parameter p > 0 is used to adjust the weighting of

the first term versus the second term in the cost function. A higher weighting on the

second term corresponds to agents seeking to equalize their SIR, values amongst all

of their neighbors whereas a higher weighting on the first term will result in agents

greedily improving individual SIR links. In Section 4.3.4 we prove that there ex-

ists a critical value of p, pcr, that prevents agents from disconnecting from existing

neighbors and demonstrate this range of behaviors for the controller in Figure 6-3.

Because the cost function H is non-smooth due to the non-differentiability of fij

at dij = R, we next characterize its a stability even at non-smooth points of the cost

function.

Strength of Communication Over Link ij
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Figure 6-2: Plot of fij.
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6.3 Non-Smooth Analysis of Controller

The cost function H presented above is non-smooth at the point where agents move

in and out of the communication radius R of each other. This is reflected as a non-

smooth transition to zero in the function fij at the point dij = R. As a result,

the derivative does not exist at this point and we must instead use the generalized

gradient and generalized gradient vector field of our cost function in order to build

the appropriate controller.

6.3.1 Generalized Gradient and the Generalized Gradient

Vector Field

The generalized gradient !H of a function f at a point of non-differentiability, x, isaci

presented in [24], as the convex hull of the all the possible limits of the gradient at

neighboring points where the gradient is defined. More precisely:

OH
= co {lim-, VH(zi) Vzi : zi -+ x, zi QH}, (6.5)

where co denotes convex hull, H : R -d -R, is a locally Lipschitz function, and

QH c R d denotes the set of points where H fails to be differentiable. Moreover,

the generalized gradient vector field, Ln(H) : Rd _ Rd, is defined in [24] where

Ln : B(Rd) 4 B (R d) is a set-valued map that associates to each subset S of Rd the

set of least-norm elements of its closure S. Most importantly, -Ln( H) is a direction

of descent of H at x E Rd [24]. Finding the generalized gradient for an arbitrary

nonsmooth function can be a daunting task, however for our case, because the function

fij is smooth everywhere except at R, the generalized gradient is equivalent to the

normal gradient at all points outside of R, where at R it takes the value zero. The

generalized gradient vector field of fij for our problem is:
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1-pf.-A {- 1, - } dij < R
Ln[af] = (d+ <R (6.6)

ci {o} , di > R

Knowing the generalized vector field for fij is sufficient for finding the generalized

vector field of the cost function H. This relies on the fact that fij is Lipschitz and

regular. A function is said to be locally Lipschitz at x E Rd if there exist a Lx

and e E (0, oc) such that IIf(y) - f(y')I < Lx I Iy - y'l for all y, y' E B(x, E) where

B(x, c) is a ball centered at x of radius e. A function is said to be regular when its

right directional derivative f'(x; v) is equal to its generalized directional derivative

f 0 (x; v), [24], where:

f 0 (X; v) = lim sup f(y+hv)f(y) (6.7)
ha0+

The proof of fij Lipschitz and regular, as well as the final form of the controller

using the generalized vector field of H is presented in the next subsection.

6.3.2 Stability of Controller

Our next objective is to prove the stability of the controller. This requires several

supporting results from the nonsmooth analysis literature that we present in the

following background section.

Background

We summarize some supporting results from [24]. The first results are the Sum Rule

and Quotient Rule for algebraic operations on nonsmooth functions summarized in

[24]. These results are important for conserving Lipschitz and regular properties of

nonsmooth functions and for finding the generalized gradient of a function that is an

algebraic composition of such functions.
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Sum Rule: If fi,f 2 :Rd -+ R are locally Lipschitz and regular at x E Rd and P1, P2 E R,

then the function pifi -+ P2f2 is locally Lipschitz and regular at x and the generalized

gradient (pifl + p 2f 2 )(x) = P1(f + P2f2.

Quotient Rule: If fi,f2: Rd -+ R are locally Lipschitz and regular at x E Rd and

Pi, P2 E R, then the function fi/f2 is locally Lipschitz and regular at x and the gen-

eralized gradient (fi/f 2)(x) = (1/f22(x))(f 2afi - flf2).

We combine the results Theorem 1 and Theorem 2 of Jorge Cortes' Discontinuous

Dynamical Systems to produce a result similar to Proposition 11 of the same work.

We state this result here as Lemma 1.

Lemma 1. Let H : Rd J R be locally Lipschitz and regular. Then, the strict minimiz-

ers of H are strongly stable equilibria of the nonsmooth gradient flow of H. Further-

more, if there exists a compact and strongly invariant set for the nonsmooth dynamics

in (6.1), then the solutions of the nonsmooth gradient flow asymptotically converge

to the set of critical points of H [24].

Stability and Convergence

We are now ready to state and prove our theorem for stability and convergence prop-

erties of our controller in (6.1).

Theorem 1. Routers following the direction of descent of the generalized gradient of

H such that 6i(t) = -Ln(9H) will asymptotically converge to the critical points of H

where the strongly stable critical points are local minima of H.

Proof. The proof of this theorem follows readily from Lemma 1, using the fact that H

is locally Lipschitz and regular, and that there exists a compact and strongly invariant
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set for (6.1). The maximum of a finite set of continuously differentiable functions is a

locally Lipschitz and regular function [24]. Thus the function fij is regular because it

can be written as fij = max{ -o -C,0} where both f(di) = -C and f(dij) = 0

are continuously differentiable functions and thus fij is a locally Lipschitz and regular

function. Combining equations (6.3) and (6.2), it is clear that H,from (6.4), is an

algebraic composition of signal strength functions. Since the signal-strength function

fij is Lipschitz and regular, by applying the Sum Rule and Quotient Rule it follows

that H is both Lipschitz and Regular. Lastly, we show that there exists a compact and

strongly invariant set for the dynamical system in (6.1). The generalized gradient

a for agent i goes to zero when agent i is outside of the communication radius R5&ci

for all other N - 1 agents and thus we define the set, M, to be the set of points

for which the generalized gradient is non-zero. Let M C Rd be the set of all points

inside the radius 2R(N - 1) from the origin where, for the case of one ground robot

g, we place g at the origin. By definition this set is both closed and bounded in a ball

B(0, 2R(N - 1)) and is thus compact. This generalizes readily to the case of more

than one ground robot if we find the union of all such sets. Furthermore, a solution

to (6.1) with any initial condition xO E M remains in M because H(p) = 0 Vp V M

and so M is a strongly invariant set.

Using the Product Rule and the Sum Rule, and the fact that fij is Lipschitz and

regular, we now present the final form of our controller from (6.1).

61 -Ln[ ]
19ci

N N

S -S - (1 + p(SIR i + 6)-2) (6.8)
i=1 j=1

Where &f2j was defined above in (6.6) and 9SIRij is
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&SIR ~ ~ fj3 -At ___________ af__________NSIRij + ci ac. + \j fi (6.9)
09ci Ni j fl 13 ( N, + ElEANN fl) -

6.3.3 Maintaining Network Connectivity

We use the fact that the routers are following a gradient descent on the cost function

H to identify initial conditions that prevent agents from moving to disconnect the

communication graph. Because of the distributed nature of our controller, we do not

employ any global checks on graph connectivity and thus require that the communi-

cation graph is initially connected. We present two approaches to maintaining graph

connectivity. The first approach identifies the minimum cost of a disconnected net-

work and requires that the initial conditions of any network are below this value. The

second approach is to find a critical value of p in (6.4) such that routers will never

move outside of a radius R from their neighbors and thus will remain connected. The

main difference between these two approaches is that the first approach is a check on

initial conditions to ensure that connectivity is maintained, while the second approach

is a design perspective where a value of the parameter p is chosen as a function of

other parameters in (6.4) to prevent disconnection.

Theorem 2. Given that the network begins in a connected state, the routers will

not move in such a way to disconnect the graph under either of the two following

conditions:

(i) The initial cost of the system H begins below the minimum cost of a disconnected

graph Hd.

(ii) The design parameter, p, in (6.4) takes a value p > prit where pcit is the

value at which the dot product (L(ci - pj) = 0 for the pair i-j where d =

max ||ci - pj|| s.t. d*g < R .

166



Proof. We identify the minimum cost of a disconnected graph that we call Hdmn*.

Because our controller requires that agents will move to decrease the cost, H, if the

initial cost of the system Ho < H,,,, then the network will remain connected. For

the second part of the theorem we identify a value of the parameter p such that an

agent will never disconnect from its neighbors in the worst-case scenario. Namely,

we ensure that the dot product (ci - p3 ) = 0 in the limit as di- - R so that

agent i's velocity component in the direction away from j is zero and thus will never

disconnect an existing connection. This is depicted graphically in Figure 6-3.

Minimum cost of a Disconnected Network

The cost of disconnecting an edge in the communication graph, or equally, the cost

of a missing connection in the communication graph is given by:

Hip Idj=R = (6.10)

To find the minimum cost of a disconnected graph, we find the minimum num-

ber of missing connections for a disconnected graph. If we look at the case of two

disconnected subgraphs, the number of elements in each subgraph is p and N - p

respectively, where N is the total number of elements. The function c(p) = p(N - p)

denotes the number of missing connections between the two subgraphs (we assume

subgraphs are fully connected). Therefore the minimum number of edge disconnec-

tions occurs when a single node is separated from the larger subgraph. Therefore

we find that the minimum number of directed edge disconnections for a disconnected

graph is 2(N - 1) and the cost for this graph is:

Hd= 2(N - 1) + SI Ru + p(SI Rw + 6) (6.11)
upp wpp

Furthermore, we are interested in the minimum cost of such a graph. The theoretical

minimum of Equation (6.4) would be acheived when the SIR value for all the agents
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in the second subgraph is maximal. The maximum theoretical value of the SIRij

from Equation (6.2) is acheived when the distance of the two agents i and j goes to

zero and when interfering communication from i's neighbors, or environmental noise

Ni is not accounted for. This maximum is the same maximum as that of fij and is

max{SIRjj} = P - C. Plugging this into the cost function we find the minimum

possible H for a disconnected graph:

Hdmin =2(N - 1) - (N - 1)(N - 2) ((PO - C) - p((Po - C) + 6)-1) (6.12)

Therefore we conclude that if the initial configuration has a cost Hinitiai < Hdmin then

the routers will remain connected for all time.

Finding Critical Value of p to Ensure Connectivity

We find the p for which two nodes that are currently neighbors, will not move a

distance larger than R from each other. The intuition behind this critical p value is the

observation that as the distance between two nodes dij approaches the communication

radius R, p can be chosen such that the generalized gradient a will have a zeroaci

component in the direction pointing away from node j, and thus the node i will never

move further than the distance R away from node j, Vj E .M. This corresponds to

the p that forces

aj HT
- (ci - Pj) = 0 (6.13)

aci

Where the vector (ci - pj) points from node j to node i and node j is a neighbor of

i at a distance approaching R. We expand Equation (6.13):
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Figure 6-3: This plot shows the force felt by a communication vehicle in the presence

of two clients, S1 and S2. It demonstrates the effect of the design parameter p on the

communication vehicle gradient field where connectivity is maintained for p > pCrit.
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-(a + + E" & w)(ci p) = 0 (6.14)
09ci aci tUW=8'j'ji ci

{u,w}${i,j},{j,i}

Where

aH = - aSIRuw (1 + p(SIRuw +6)-2 (6.15)
aci aci

As seen in Equation (6.14) and (6.15), the gradient-based controller for node i is

a combination of the gradients of the SIR values between node i and node 1, Vl E Mi,
weighted by the inverse of the value of the SIR for that pair ci-pl. This weighting is

directly influenced by p, but goes to zero when p = 0. Therefore, it is intuitive that a

larger p value will amplify the effect of the value SIRw -+ 0 in Eq (6.15), and thus

the contribution of the gradient on i from the node whose distance is approaching R

will dominate for larger values of p. Solving for p from Equation (6.14), we find:

- E N -2 aS IR _ _(C -pj)

Z U(SIRuu+6)-S auWT (ci -6.16

As the distance dij -+ R, we note that:

DSI RiT(ci - pj) -+ Po (R+ 1)- 2R-2 (Ni + 13 fil)- 1R 2 . (6.17)

and

1
SIRj = SIRj -+ . (6.18)

To find Pcrit we must analyze the upper bound to the equation (6.16). This

corresponds to finding the case where the link i-j is most easily disconnected. From

the Equation (6.14) we see that the upper bound is when the gradient dot product
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oIi T(ci -pj) is maximized, or equivalently, when all agents p, # pj have a maximum

value of the gradient allu, in the direction exactly opposite to the vector (ci - ps). If

we ignore node interference in the Signal-to-Interference Ratio to get a upper bound

on Hu,, this is the case where all nodes not including node j are co-located at a point

that is opposite of the direction (ci - pj) with respect to node i so that the vector

exactly opposite to (ci - p) is (p. - ci). We place all N - 2 nodes at a distance

(R - ) from node i, where

H T
arg max &. (Pw - ci). (6.19)

a ci

We place all N -2 agents at a distance (R - ) from node i and later solve to find the

( for which Su T(u - w) is maximized. This case also corresponds to the minimum

cost disconnected graph configuration. We find Pcrit for this case:

Thus the smallest value of lambda for which we are guaranteed to preserve connec-

tivity is:

(PRO /PR3
Pcrit = \ (R + 1) 2 (N, + (N - 2)P) - (R + 1)- 2 Nj

NDSIRi T TSIRWT
+( ~(ci-pj)+ c-g

aci aciw

* ( 2 ( )2 + N(SI Ri+6)-2aS4R i - pj)

aSIR T )-1(
+S(SIRi +6- - (ci - pN) (6.20)

aci

OSIR T a.a PO C aNi' T
Oc (ci -p9 Nt (R -N)R - 2 (ci - p +a R (6.21)

and
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SIT(ci - pj) = (R - )R (6.22)
aci Nw

P0SIRi (f t - C) (Ni) (6.23)
(R - )" + 1

SIRw = " - C) (N- (6.24)
(R-) + I

aiw = ai =- /Po((R - )" + 1)-2(R - o)-2 (6.25)

Because we have found the minimum value of p for which - (ci -p 3 ) = 0, Vj,aci

we have shown that if we choose p pcrit, node ci will never move out of the ball of

radius R centered at p3 .

6.4 Emperical Results

In this section we present the results of implementing our decentralized gradient

descent controller on a quadrotor hardware testbed, hardware-in-the-loop simulations,

and MATLAB simulations.

We implement the controller on a group of AscTec Hummingbird flying quadrotor

robots providing network coverage for ground vehicles, using xBee-PRO modules for

wireless communication. We present aggregate results of ten hardware experiment

trials, demonstrating positioning of a team of three quadrotor routers to provide

optimized communication for a group of three ground clients. We also present the

results of hardware-in-the-loop simulations for up to three routers and four ground

vehicles, and MATLAB simulation results for up to eight routers and eight ground

vehicles. Our MATLAB simulations also show that we can adjust the behavior of the

routers to optimize SIR values over individual links, or an equalization of SIR values

over all links in the communication graph, by adjusting a design parameter p in the

cost function H.
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Hardware Implementation

We tested our controller on a group of three routers which are AscTec Humming-

bird flying quad-rotor robots each with an ARM micro-processor and 2.4 GHz xBee

modules for wireless communication, and three ground vehicles. We conducted the

experiments in a room equipped with a Vicon motion capture system where posi-

tion information was broadcasted wirelessly to each robot and all computation was

performed onboard each of the robots in real time.

For our hardware experiments we set the controller parameters p = 1 > Pcrit

and 6 = 0.001, and the communication parameter 3 = 2. We demonstrate that the

routers acheive a configuration that locally minimizes the cost H. Figure 6-4 shows

minimization of the cost function H averaged over ten trials with errorbars indicating

the one standard deviation around the mean. Each experiment lasted on the order

of one minute.

We demonstrated the adaptive capabilities of the controller by disabling one of

the routers and relocating this router to a fixed position on the ground. As shown in

Figure 6-4, the remaining routers re-adjust their equilibrium position to compensate

for this change in the system. (Figure 6-4).

Hardware-in-the-Loop Simulation

We tested the controller on a total of 7 ARM micro-controllers communicating wire-

lessly via xBee-XSC wireless modules. The tests were conducted on four ground ve-

hicles, and three aerial communication vehicles with control parameters p = 1 > Pcrit

and 6 = 0.001. Figure 6-5 shows the minimization of the cost and Figure the trajec-

tories of the aerial vehiles with final equilibrium positions marked as blue circles.

MATLAB Simulation

We tested a configuration with 16 total vehicles, where 8 are ground clients and

the remaining 8 are aerial communication vehicles. We set the control parameters

6 = 0.001 and the p parameter to p = 10 > Pcrit to target equalized SIR values
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Figure 6-4: Position trajectories and aggregate cost function for three routers (shown

as blue solid line in Fig 6-6(a) ) with router equilibrium positions marked as blue

squares and ground client positions marked as red squares. After reaching equilibrium

one of the routers is deactivated and moved to the side while the remaining routers find

a new equilibrium position (post-deactivation trajectories shown in dotted magenta

line).
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Figure 6-5: Position data and cost function for hardware-in-the-loop simulation where

router trajectories are shown as blue lines and converged positions as blue dots. The

ground clients are plotted as red squares in this figure.
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amongst routers. The routers shown in blue have initial positions at a depot in the

top right and bottom left corners. Green circles denote the communication radius of

the farthest clients, clients 1 and 6, to demonstrate that routers are initialized out of

communication range with other clients and routers in the team. The resulting node

trajectories and cost function demonstrates non-smooth transitions for the points

where agents enter each others communication radius as shown in Figure 6-6.
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Figure 6-6: Matlab simulation results of converged positions and position trajectories
for 8 routers and 8 ground vehicles with non-smooth cost function H. Initial router
positions are shown as blue circles, converged positions are shown as filled blue circles,
and trajectories are shown as a blue line in Figure 6-6(a). Communication radius of
clients 1 and 6 shown in green demonstrate that not all nodes are in communication
initially. Trajectories as well as cost function show non-smooth transitions at the
points where nodes enter each others communication neighborhood.
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Chapter 7

Conclusions, Lessons Learned, and

Future Work

In this thesis we have presented algorithms for computing router placements for ser-

vicing a non-cooperative set of client vehicles. We have examined centralized formu-

lations for finding router placements that are optimal with respect to router-client

assignments, and decentralized formulations for the case where client vehicles are as-

sumed to be static. This thesis has maintained a pronounced emphasis on developing

a theoretical framework, as well as novel techniques in hardware, whose combination

leads to a treatment of the communication coverage problem that can be deployed

in real-world settings. In order to do this, we developed the necessary machinery to

optimize over large-scale systems. In particular, we show that as the number of client

agents in the system increase, we can continue to solve our router placement problem

efficiently through the use of coresets. This allows us to update router configurations

in real-time, while providing an exact bound on the approximation error. We also

develop novel techniques and a generalized optimization problem for router place-

ments that take into account realistic wireless communication phenomena; resulting

in systems that can optimize over competing client demands while retaining a simple

quadratic structure.
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7.1 Lessons Learned

One valuable lesson learned throughout the course of this thesis is that working on the

intersection of theory and practice is a very difficult endeavour, with the reward that

a success in this domain achieves generality due to a strong theoretical backing, and

applicability to real-world implementation. In particular, the frontier between wire-

less communication and robotics has been especially challenging due to the inherent

incongruence between the two fields. In robotics, performance metrics are intimately

tied to positions and orientations in Euclidean spaces and thus a model that ties

spatial references and performance is necessary. In wireless communications, mod-

els tying signal quality to relative positioning are often rejected or given second-tier

status to experimental approaches due to the inherent complexity of signal propaga-

tion. However, as with most things, simplicity is highly valued. So merging these two

seemingly disconnected perspectives into a simple controller that leverages spatial

positioning of routers that achieves the desired communication quality objectives in

real world environments seemed like an impossible task at times. However, our ability

to ultimately produce a contribution in this domain was possible through the melding

and collaboration of many distinct fields: namely computational geometry, robotics,

and communications. Therefore the lesson here is that cross-disciplinary collabora-

tion allows for new perspectives on problems that otherwise, from the vantage point

of a single discipline, may seem impossible.

There were many challenges in moving from theory to practice. In particular,

for optimizations over wireless signal quality (that is notoriously difficult to predict),

aiming for solutions that are globally optimal with respect to the entire environment

still remains an open problem in our opinion. One may be tempted to map out the

signal strength field in the entire environment, similar to an artificial potential field

indicating the directions of increased signal strength, and then running a globally op-

timal path planner on this artificial potential field. While this is a plausible approach,

it necessitates static environments which is a very strong assumption particularly for

robotic applications. From our experimentations we found that even a person walking
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through the room is enough disturbance to change this artificial potential field map.

In fact, this disturbance to the signal strength on the wireless links is so substantial

that it has been recently used to track people moving behind walls in office environ-

ments [2]. Also, this map is expensive to generate since it requires a mobile router

to physically move through the environment in order to construct it. Therefore any

changes to this map are expensive to re-compute.

Finally, we learned that even naive approaches have a lot of inherent value for

their simplicity and should not be disregarded. In the case of this thesis, a simplified

first approach to handling the communication coverage problem was to treat the

communication quality as an open-loop deterministic quantity by using the Euclidean

disk assumption. While this does not always reflect reality in practice (particularly

for indoor environments), it provides a lot of power in its simplicity and allowed

for a theoretical formalization of the problem. By understanding the key elements

of 1) the optimization formulation, whose backbone is the k-center and reachability

problems (based on a Euclidean distance metric) and 2) the feedback necessitated

by a real world communication model, we were able to find a generalization of the

naive formulation to capture real communication phenomena without sacrificing the

simplicity of the naive approach.

7.2 Future Work

We believe that the recent works in the area of communication and robotics, including

the current thesis, are just scraping the surface of the realm of possibilities. In terms of

future work for the topics investigated in this thesis, we are interested in 1) problems

of investigating time constants and their effect on keeping up with mobile clients, 2)

autonomous rate adaptation to determine the ideal rates to provide client agents (not

just based on their demands) in order to maximize global throughput of the network,

and 3) various extensions of the scalability of our systems for increased generality.
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7.2.1 The Effects of Time Delays and Positional Uncertain-

ties on the Network

While in this thesis we strived to mitigate many challenges that we found non-

amenable to robotics applications such as allowing for arbitrary client motion, un-

known environments, and large-scale networks, there remain many challenges that

may necessitate solutions for certain implementations. We have begun research di-

rections along the lines of mathematical characterization of the effect of time delays

and position uncertainties on the system. For example, in a centralized computa-

tion scheme where a leader node or a central home station computes router positions

at each iteration, the time delay associated with disseminating waypoint commands

may make the computed solution stale if these delays are significant. In the work of

the thesis we consider that these time delays are insignificant, but depending on the

hardware platform this may not be the case. For the case of positional uncertainties,

in the thesis we provide results for the case where client positions may be unknown.

This relaxation to the problem is of great use particularly because we view client-

agents as non-cooperative members of the network and thus predicting their positions

is both difficult and irrelevant for the problem statement of providing requested levels

of communication service. However, we do assume that router positions are known

throughout the thesis. This is especially important for the sections of the thesis that

measure the signal strength to relative heading angle mappings. This is because sig-

nal processing techniques are used to derive these mappings using a single antenna

mounted to a iRobot platform that is moving at continuous velocity in a straight-line

path. Also for the case where we wish to use reachability for tracking mobile clients,

the reachability formulation would have to be altered to account for uncertainties

in the router positions. This topic is discussed in the work [8] and we have begun

research along these directions.
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7.2.2 Generalized Router and Client Dynamics

Future work includes generalizations to the problems presented in this chapter of

the thesis. Particularly for the cases of 1) general linear time-invariant (discrete-

time) dynamics and 2) where the cost of interest is based on the k-means problem

as opposed to the k-center problem. We discuss these two approaches briefly in this

section of the thesis.

General Discrete-time Linear Dynamics

We consider general linear dynamics for both the router and client vehicles. In this

case we have:

Pipt+1 Apjt + Gwj,, j c {1, ... , n}, (7.1)

wt E Wj = {w E Rd : wTQw<1} (7.2)

cir+1 = Aci, + Buir, i {1, ... , k}, (7.3)

Uij E U = {u E Rd : uTQiu < 1} (7.4)

Where A, G, B are given matrices of appropriate dimension, and Qj, Qi are given

positive definite matrices for all i E {1, ... , k} and all j c {1, ... , n}. Given a time

window of interest, T, the question of whether k routers can be steered to a set of

waypoints C-+, generated by a solution to the k-connected centers problem can be

determined by solving for the T-step transition matrix rT= [AT-1B AT- 2 BI ... B]

and applying the Cayley-Hamilton Theorem:

Theorem 7.2.1 ( [27] Thm 22.2). For 0 < k < d < 1

Ra(Fk) C Ra(Fd) = Ra(Fi) (7.5)

where Ra(M) is the range of the matrix M. Following from the above equation, the

set of states reachable in some finite number of steps by appropriate choice of control

is the subspace of states reachable in d steps.
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Therefore, given that Ra(FT) = Rd (i.e. FT is full rank), and the reachability

set 9 (updated from (3.11) to include generalized dynamics) is not empty for the

given client dynamics in Equation (7.1), there will exist a sequence of control actions

u1 , ... , u1, 1 < T, such that each router can reach the desired configuration C*.

For the case where the C* is a configuration of router placements that is reachable

and results from a k-means optimization, an LQR formulation can be solved to find

linear controls to move the centers into the desired configuration. We discuss this

next.

7.2.3 A k-Means Formulation

We consider the case where the cost of interest is a k-means cost as defined below:

Definition 7.2.2 (Connected k-Means Problem). The solution to the connected k-

means problem for a set P, a minimum spanning tree T* over the centers, and a set

of connectivity neighborhoods M E Q(P, k) returns the set C* where

k

rk(P, C): min E E~ 1p - cil (7.6)
AfEQ(P,k) i=1

bk(C) := lc - c'11 (7.7)
(C,C')ET*

C* = arg min{rk(P,C) + bk(C)} (7.8)
C

and C* minimizes this cost over every set C ; Rd with cardinality IC| = k.

For all edges (i, j) E E corresponding to ci E C, and pj e K(ci) where K E

Q(P, k), we define a relative state vector

zi = [(ci - q1), (ci - q2 ), ... , (ci - qL )]T (7.9)

where L =IK(ci)I

(7.10)

and a corresponding diagonal block matrix k with the matrices 8jj (from Equa-

182



tion (3.11)) on its diagonal for every edge (i, j) E E. Consider the following LQR

problem from [8]

J min uTRu + Z7+1 EZt+1 (7.11)

u = [(Clt+ - ci)T, ... ,ckt+ - Ckt)] (7.12)

Zi -i = ziit + uit (7.13)

where 7Z is a diagonal block matrix with the control limit matrices Q on its diagonal

and J* < 1 implies that there is a control sequence attaining connectivity. We

can see that, for a given assignment of clients to centers K c Q(P, k), there is a

strong relationship between the minimizer of the above LQR problem and that of the

connected k-means problem. It is well known from optimal control theory that there

exists a closed-form solution to Equation (7.11) and linear controllers for moving a set

of points C to the solution C* of the LQR problem in (7.11). Thus this also suggests

a linear control solution for the connected k-means problem from Definition 7.2.2, for

a given router-client assignment N.

The extension of our scalability results to incorporate more general communication

quality models (beyond the Euclidean models), and for different communication costs

such as k-means is an interesting topic of future work. Router placements based on a

k-means formulation would minimize the sum of squared distances to all the clients, as

opposed to our current approach which minimizes the maximum distance between any

client and its nearest router. This would be useful for cases where outlier clients are

not given much importance with respect to the majority of the clients (this approach

would not be suitable for life-critical implementations such as on a battlefield where

you would not want to ignore any soldier even if they are in a remote part of the

environment).
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Automatic Rate Selection and Multiple Interference Regions

The work of this thesis considers a single interference region where one frequency is

used for communication and thus all nodes have the potential to collide transmissions.

In future work we consider the case where some of these transmissions fall into differ-

ent interference regions and where the division of these regions would become part of

the optimization. For example, the equation for service discrepancy (Equation (7.14))

would include an interference region normalization parameter Nij

Wij = max(a (q/Nij - qij) ,0), (7.14)
q(7Ni4

where Nij denotes the number of interfering nodes in the same interference region

as the link (i, j). We also consider the problem of automatic rate selection. Cur-

rently we position routers to provide a rate greater than or equal to the maximum

requested rate for each client. By adding a rate selection optimization we can in-

crease the amount of throughput on the network by adapting to the lowest necessary

transmission rate to achieve the desired throughput. We emphasize however that this

objective is separate from the positioning of the routers.
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