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Abstract

Photoacoustic spectroscopy (PAS) is an absorption spectroscopy technique that is
currently used for low-level gas detection, biological studies, and catalyst characterization. In
PAS, the incident radiation is modulated at an acoustic frequency. In the presence of an
absorbing species, the periodic radiation is translated into periodic heat generation, which
launches an acoustic signal. PAS is a promising technique for chemical analysis in mesoscale
analysis systems because the detection limit scales favorably with miniaturization. This work
focuses on the miniaturization of gas-phase photoacoustic detection of propane in a nitrogen or
carbon dioxide ambient. This work could be expanded to other chemical species or to
spectroscopy with a change of light source.

The detection system was modeled with a transmission line analogy, which was verified
with a set of experiments. The model includes the effects of acoustic leaks and absorption
saturation. These two phenomena degrade the performance of the PA detector and must be
controlled to realize the scaling advantages of PA systems. The miniature brass cells used to
verify the model used hearing aid microphones and optical excitation from a mechanically-
chopped, 3.39-um He-Ne laser, transmitted into the cells with an optical fiber. I was able to
detect 10 ppm of propane in nitrogen with these cells (a signal level of ~ 1 Pa/W).

This thesis describes the development of two more miniaturized PA systems-- one
formed by microfabrication and another in which PA detection is integrated with another
miniaturized system. The microfabricated PA detector used the He-Ne laser and a less-sensitive
optical microphone. I was able to detect 5% propane in nitrogen with this detector, which had a
signal level of about 100 Pa/W. In the integrated system, a PA cell was machined into the
mounting chuck of a microfabricated chemical reactor. The detector used a hearing aid
microphone and a 3.4 wm infrared diode that was modulated at the first acoustic resonance of the
cell. The integrated system was not as well characterized as the others, but demonstrates the
potential for portability and integration of PA detection systems.

These systems have shown that PA detection may be inappropriate for systems with large
variations in gas concentration because of absorption saturation and changing gas acoustic
properties. However, it is a promising technique for the analysis of dilute mixtures in miniature
chemical systems and may also be useful in miniaturized multi-phase systems.
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1. Introduction

Miniature chemical sensing systems have a broad range of applications including
portable environmental monitoring and process control. In particular, the integration of chemical
analysis with microfabricated chemical reactor systems would facilitate the quantitative, parallel
testing of large catalyst arrays, which is currently a bottleneck for chemical process development
[1, 2]. As a simple, general, optical method for gas-phase detection, photoacoustic spectroscopy
offers several advantages [3]. It applies to many chemical compounds, and, unlike conventional
absorption spectroscopy, the sensitivity of photoacoustic spectroscopy scales inversely with
dimensions [3]. The detection element for a photoacoustic cell is a microphone, a device that has
been microfabricated and integrated into other microelectromechanical systems [4].

In photoacoustic (also called optoacoustic) spectroscopy, incident light is modulated at an
acoustic frequency. If the optical wavelength couples to an energy transition in the gas, the gas
absorbs the light resulting in a periodic gas expansion that can be detected by a microphone.
Photoacoustic phenomena were largely ignored until Kreuzer [5] built a photoacoustic detector
based on a laser source. Photoacoustic detection is now commonly used for low-level gas
sensing [6] and catalyst studies [7], and is also used for liquids and solids [8]. Little work has
been done with the miniaturization of photoacoustic devices. This thesis presents an analysis of
the potential for miniaturization and integration of photoacoustic detection, and describes the

first demonstration of a micromachined photoacoustic detection system [9].

1.1. Strategy

The ultimate objective is to fully integrate photoacoustic spectroscopy and chemical
reaction in a self-contained system. However, this is far too large a project for a single thesis.
Instead, this thesis aims to lay the groundwork for such a system by focusing on the
miniaturization of photoacoustic detection, using a single, well-characterized, light source and a
well-known absorption peak (the “C-H” stretch of propane at 3.4 pum). Once detection is
established, the system can be extended to spectroscopy by using a tunable light source, or a

broadband light source coupled with an interferometer or monochromator. A wide range of
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broadband light sources already exist for conventional spectroscopy systems, so the expansion of
a detection system into a spectroscopy system should be possible.

The miniaturization of such a light source, along with modulation capability, for an
integrated photoacoustic spectroscopy system would be non-trivial. A more readily implemented
integration scheme, envisioned in this thesis, is shown in Figure 1-1. A conventional light source
could be shared among multiple detectors. Such a scheme could facilitate the parallel

monitoring of multiple chemical reactors.

microreactor

light source

\

means of modulation

Figure 1-1: [llustration of integration concept

1.2. Goals of the thesis

The aim of this thesis was to fully consider how photoacoustic analysis might be
applicable to meso-scale systems. Specifically, this thesis set out to meet the following goals:
e Quantitative analysis of photoacoustic effect on miniature scale and correlation
with experiment
e Demonstration of photoacoustic detection on the miniature scale
e Demonstration of a microfabricated photoacoustic detector

e Demonstration of miniaturized photoacoustic detection in a system

1.3. Overview

Chapter 2 focuses on the other work in integrated analysis and photoacoustic
spectroscopy. A transmission line model for photoacoustic detection is described in Chapter 3.

Chapter 4 describes a series of miniature photoacoustic detectors, manufactured out of brass, that
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were used to validate the predictions of the model. I chose this detector design for theory
validation because of its ease of manufacture, and its ready integration with a commercial
microphone. It was therefore more easily calibrated and varied than a microfabricated system.
Chapter 4 also describes the integration of a brass photoacoustic detection cell with a
microreactor.

Chapter 5 describes the microfabrication of a photoacoustic detector. For simplicity, I
used an optical microphone that relied on a commercial displacement sensor. As was the case
with the light source, the integration of a more sophisticated and self-contained microphone
would greatly enhance the performance of the device, but could be another thesis.

There are two special issues with photoacoustic detection that repeatedly appear in this
thesis: the first is the issue of signal saturation, and the second is the problem of confining the
acoustic signal while allowing for mass flow. These considerations place special constraints on
the range and integration of photoacoustic detection that may not exist for other detection
methods. Chapter 6 summarizes the work in the thesis and discusses the systems for which

photoacoustic detection is appropriate.

1.4. Terminology

1.4.1. Optoacoustic or photoacoustic?
Different terminology has been used to describe the effect of sound being generated from

the absorption of a periodically-modulated beam. The original term used by Bell [10] was the
“optoacoustic” effect. The term “optoacoustic” was also used in the seventies by the pioneers
that rejuvenated the idea of photoacoustic detection with the use of lasers as light sources [3, 5,
11]. In his work with the solid-phase effect, Rosencwaig changed to the term “photoacoustic” in
order to avoid confusion with the acousto-optic effect, in which light interacts with the acoustic
or elastic waves in a crystal [12]. A few researchers still make the distinction of “photoacoustic”
applying to nongaseous matter and “optoacoustic” applying to gases. However, the term
“photoacoustic” is now widely used for all photocalorimetric studies, regardless of material
phase. In order to remain allied with the current literature, I have chosen to use the term

“photoacoustic” with my work, even though it is in the gas phase.
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1.4.2. Radius, resistance, or gas constant?
Part of the allure of photoacoustic spectroscopy is that it combines so many disciplines--

chemistry, optics, and acoustics as well as linear circuit theory. The price of such breadth,
however, is a morass of confusing and often contradictory symbols. (I've found R to be
particularly problematic.) The reconciliation of the different lexicons inevitably results in a few
awkward labels such as W for light power and 2 for resistance in acoustic circuit analogies. I
have tried to make the variables clear in context, however the reader may occasionally wish to

refer to Appendix A, which contains a listing of the symbols used throughout the thesis.

1.4.3. Cavities, cells, detectors and systems .
There are several layers to the photoacoustic device structures described in this thesis.

The basic device structure is termed a photoacoustic “cell.” The “cell” consists of a
photoacoustic “cavity” where the gas is illuminated and the sound generated, gas flow
“channels” through which the analyte enters and leaves the cavity, an optical “port” through
which light enters the cell, a “window” through which light exits the cell, and a microphone
“tap,” where the sound pressure is sampled. Figure 1-2 shows a sketch of a generic
photoacoustic cell. The form of these elements varies in different cells. For example, in the
microfabricated phbtoacoustic cell the “microphone tap” is a membrane that also serves as a wall

to the photoacoustic cavity, and the “window” is made up of the entire cavity wall surface.

N
flow channel

microphone T~ photoacoustic

tap \ cavity

PA Cell

Q

flow channel

|

Figure 1-2: A generic photoacoustic "cell"

The photoacoustic “cell,” combined with the modulated light source, pressure transducer,

flow manifold, lock-in amplifier, data acquisition and control electronics, make up a
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“photoacoustic detector.” Finally, a “photoacoustic detector” combined with a microreactor is a

“microchemical system.”

flow data acquisition

& manifold ,
' pressure transducer

photoacoustic
(PA) cell

modulated light source

Figure 1-3: The components of a photoacoustic detector
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2. Background

2.1. Microreactor systems
While the miniaturization of photoacoustic spectroscopy (PAS) is broadly applicable to

the integrated chemical analysis field, this work focuses on the use of PAS with microfabricated
chemical reactor systems. A microfabricated reactor system consists not of one large reactor
chamber, but of several reactors operating in parallel. This has two essential differences from
- conventional reactor systems: modularity and high surface to volume ratio.

In conventional manufacturing, chemicals are synthesized in meter-scale reactors. Even if
only small amounts are required, the chemical is made in bulk and then stored or shipped to
where it is needed. The typical R&D to market cycle has three distinct stages: bench scale, pilot
scale and full scale. Because performance parameters do not simply scale with reactor volume,
every stage requires investigation and optimization. The modular nature of a microreactor
system would allow flexibility in meeting a fluctuating demand and also reduce the lab to market
time. Microreactors would also allow point-of-use manufacture; intermediates could be made on
location in the quantities needed, rather than being stored or shipped. Eliminating the need for
storage and transport increases the safety of these systems. The increased surface-to-volume
ratio allows greater control and safety. Heat can be quickly removed from the reactor chamber,
avoiding runaway reactions.

Many groups outside of MIT are also working on microreactor systems [13-16]. Some of
this work focuses on uninstrumented arrays of microchannels that would take the place of the
catalyst bed in a fixed bed reactor [17-20]. Other groups have developed systems that
incorporate integrated sensors [21-25], such as the systems under development at MIT [1, 26-
29].

Companies such as Symyx Technologies and Affymetrix have applied the advantages of
microfabrication to the task of screening catalysts. Such systems allow multiple reactions to be
tested simultaneously [30]. The screening work to date appears to be limited not by the ability to

fabricate the arrays of catalyst, but by the detection of the many different product streams.
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Sequential sampling methods are often used. At Symyx, for example, Weinberg et al. [2]
sequentially sample the reaction from each cell with a capillary that directs the gases into a mass
spectrometer. Parallel monitoring has been accomplished using fluorescent indicators [31] and
thermographic screening [32]. Senkan [33] has developed a technique to photoionize reaction
products and detect them locally with an array of microelectrodes. These techniques are either
limited to a particular chemistry or are bulky and expensive to implement. A general chemical
analysis unit integrated with each catalyst cell could allow parallel screening of a broad range of
combinatorial chemistry systems. Such integrated units would be particularly useful for the
second-level of catalyst screening—quantifying reaction kinetics and subtle differences between
catalysts once the general catalyst system has been identified by higher throughput approach.

Other microreactor groups have integrated liquid-phase chemical analysis techniques,
such as fluorescence and visible absorption spectroscopy [34, 35]. Kitamori et al. [36]
demonstrated photothermal spectroscopy with a liquid phase integrated chemistry system.
Photothermal spectroscopy, like PAS, relies on molecules heating with light absorption. In the
case of photothermal spectroscopy, the temperature change is detected as a change in the
refractive index of the media. Frye-Mason et al. at Sandia [23] combined a gas chromatograph
with their “integrated chemical laboratory” system that used surface acoustic wave (SAW)
detection.

At MIT, Srinivasan [37] built a reactor for gas-phase, catalytic, partial-oxidation
reactions. The MIT microreactor consists of a channel etched through a silicon wafer, capped on
the top by silicon nitride and on the bottom by an aluminum plate. Platinum lines on the
membrane are used for ohmic heating and temperature sensing. Catalysts are deposited on thé
underside of the membrane using several different techniques, including electron beam
evaporation and solution preparation. Reactants enter through inlet holes in the aluminum plate,
react along the catalyst, and exit at an outlet hole at the other end of the channel. Other reactors,
made by capping silicon channels with Pyrex, have also been built for liquid-phase and multi-
phase reactions [38]. One advantage of the MIT microreactor design is the capability for
integration of elements such as valves, mixers and sensors. ~The focus of this work is the

development of a chemical analysis tool that could be integrated with a gas-phase microreactor.
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Figure 2-1: A sketch of the microreactor developed by Srinivasan et. al [1]

2.2. Miniaturized chemical analysis
Integrated chemical analysis is a broad field that includes both general analysis tools and

species-specific detectors. Such devices, along with miniaturized biological and biochemical
analysis and synthesis systems, are the focus of the Micro Total Analysis Systems (LTAS)
community. A full review of these methods is out of the scope of this thesis, but a summary is
given here.

Ion mass spectroscopy is perhaps the most commonly used tool for conventional
chemical analysis of gaseous species. Miniaturization is beneficial to the operation of mass
spectrometers because of the reduction in the required mean free path, extending the pressure
range in which these devices can operate. In addition, the reduction of the pumping volume
allows for simple, less expensive vacuum systems to be used with these devices. A mass
spectrometer typically has three elements: an ionizer, an ion filter, and a vacuum system. Several
types of mjnjaturizéd filters have been developed including time-of-flight filters [39] and
quadrupole lens filters [40-44]. Little work has been done on complete integrated systems or on
integrating the miniaturized mass spectroscopes with other systems. Also, most of the
miniaturized devices are large compared to the size of the microreactor. Mass spectroscopy may
eventually be a promising tool for use with microreactor systems. However, optical analysis

methods, such as the work proposed in this thesis, are more easily integrated with other systems.
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Several groups have demonstrated sensors that detect differences in thermal conductivity.
These sensors can be used to identify concentrations of a single gas within a known diluent [45-
49]. Thermal conductivity sensors have also been used in conjunction with gas chromatography
to identify components of multi-species mixtures [50, 51]. The advantage of thermal
conductivity sensors is their small size and the ease by which they can be integrated. In order to
be useful in conjunction with the microreactor, however, the integrated chemical system must be
able to analyze mixtures of several components, some of which may be unknown. This would
require a chromatograph unit in conjunction with the detector. Field ionization tips have also
been used as another means to detect gases [52, 53]. Like thermal conductivity detectors, these
devices need to be implemented in conjunction with a gas chromatograph unit to yield
information about mixtures of gases.

Many such integrated analysis methods require the addition of a gas chromatography unit
to identify components in a mixture of gases. Other methods such as mass spectroscopy and
infrared spectroscopy also benefit from separation, particularly in the case of complex mixtures,
or when the spectra of the componentsbin the mixture overlap. Terry et al. [50] and Reston et al.
[54] have demonstrated miniaturized gas chromatographs. While these efforts offer a
remarkable reduction in the size of a chromatography system—often the largest component in
conventional chemical analysis systems—the size of these systems is still relatively large. It
would be impractical to combine a gas chromatograph analysis unit with each microreactor cell;
a system with a gas chromatograph analysis unit and detector serving a bank of cells is possible,
however.

A variety of integrated gas detectors rely on changes in the characteristics of a thin film.
The property change is transformed into an electrical signal with a transducer. Common
transducers include Surface Acoustic Wave (SAW) devices [55], Metal Oxide Semiconductor
(MOS)-based detectors [56, 57], Mach-Zehnder detectors [58-60] and Distributed-Bragg-
Reflector (DBR) laser detectors [61]. Sensors such as these have performed well in their specific
applications. The goal of this work, however, is to develop a broadly applicable tool.

Attenuated total reflectance (ATR) spectroscopy is also used for integrated chemical
analysis. Such systems consist of a light source, a waveguide that passes through the media of
interest, and a detector. As the light reflects off the wall of the wavegujde, it samples the media

in the near vicinity of the fiber. Absorption by the ambient materials alters the spectra of light
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observed at the detector. This technique is also referred to as evanescent field spectroscopy in
literature [62-64], particularly in the case of optical fibers acting as the waveguide. The
technique is used more often for liquids and solids [65] than for gases where it is fairly
insensitive. To achieve the sensitivity of a 1 cm-long open-path cell, for example, would require
5-10 m of uncoated fiber [64], although the sensitivity could be increased with the use of a
coating layer. In addition, the integration of an ATR technique would also require the integration
of an infrared sensor if multiple reactors were to be monitored simultaneously.

Several approaches have been pursued in integrated absorption spectroécopy systems.
Most of the work is focused on the miniaturization or integration of the source and spectral
modulation. Collins et al. [66] have demonstrated a miniature (1 x 5 x 10 cm) Fourier transform
spectrometer that operates in the near infrared. Another group has derhonstrated a Michelson
interferometer where the mirror is moved by comb-drive actuation over 50 um [67]. One issue
with these miniaturized spectroscopy systems is that the resolution of such spectrometers is
dependent upon the ratio between the total travel distance, which is reduced in the miniaturized
system, and the optical wavelength.

Other methods may be more suitable for spectroscopy on the millimeter scale. One such
approach is to shift the wavelength selection from the source to the detector. Correia et al. [68]
have built integrated detector arrays on a single chip. Each detector is coupled to a Fabry-Perot
optical filter tuned to a different portion of the visible spectrum. The chip is much less bulky
than a Michelson interferometer, although the resolution is limited by the software’s ability to
simultaneously monitor multiple signals.

Recently, Corman et al. [69] have used correlation spectroscopy for a microfabricated
carbon dioxide detector, in which the light source, carbon dioxide chamber, sample gas chamber
and detector were all monolithically integrated. Sinclair et al. have developed a correlation
spectroscopy system that uses synthetic spectra produced with microfabricated diffraction
gratings [70-72]. This miniature synthetic spectra producer, dubbed “the polychromator,” would
be an ideal source for photoacoustic spectroscopy.

These integrated absorption spectroscopy methods mainly focus on the miniaturization of
individual device components. Most are not meant for incorporation into microscale systems,
and so they generally assume conventional optical path lengths. However, in small volumes

such as those required by microreactors, there may not be adequate path length for sensitive gas-
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phase spectroscopy. This consideration has led us to consider photoacoustic spectroscopy, in

which the signal strength should increase with miniaturization.

2.3. Photoacoustic spectroscopy
The photoacoustic effect was discovered by Alexander Graham Bell in 1880 [10, 73],

when he observed how focusing a.“rapidly—interrupted”»beam of sunlight onto a thin diaphragm
of material resulted in a “clear, musical tone [73].” Positing that “sonorousness” under these
conditions was a fundamental property of matter, Bell devised a method for studying the effect in
solids, liquids and gases. He tested a variety of substances including potash, selenium, tobacco
smoke, cork, platinum, ink, wool, and even a cigar. Bell, who had just made his famous
telephone call to Watson in the spring of 1876, hoped to use the photdacoustic effect to create a

“photophone,” a device like the telephone, but with the signal transmitted as light rather than

electricity. Perhaps Bell anticipated the advantages of optical networks.

Figure 2-2: Bell’s plan for the photophone [73]

Inspired by Bell, Tyndall [74] investigated the effect further in gases. Rontgen [75]
conducted similar work independently. Early work in photoacoustics relied on broadband light
sources, such as the sun or lime lamps, although Tyndall did observe the wavelength dependence
of the effect, noting that the use of glass lenses “withdrew from the beam its most effectual
rays,” and replaced the glass lenses with silvered mirrors [74].

As he was conducting his photoacoustic experiments in Paris, Bell wrote to his friend,
Sumner Tainter, “I have tried a large number of substances in this way with great success,

although it is extremely difficult to get a glimpse of the sun here, and when it does shine the
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intensity of the light is not to be compared with that to be obtained in Washington.” The lack of
suitable light sources impeded the development of photoacoustic devices, although some work
was done with light sources coupled to monochromators, as is documented by Delany’s [76]
mid-century review of the field.

Consequently, the photoacoustic (PA) effect remained largely a scientific curiosity until
Kreuzer combined photoacoustic detection with lasers to demonstrate extremely sensitive gas
detection in 1971 [5]. Kreuzer then went on to demonstrate PA detection for pollution
monitoring [77, 78], and for gas chromatograph detection [79]. Dewey et al. [80] improved the
sensitivity of photoacoustic detection systems further by modulating the optical excitation at a
frequency corresponding to an acoustic mode in the cavity. In the late seventies, the field of
photoacoustics exploded, finding commercial applicability today in trace gas analysis, solid-
phase spectroscopy, biological studies and résearch devices for kinetic parameter determination.
Two books have been written that provide a thorough, although dated, discussion of PA theory
and design [3, 12]. There are also a few review articles [8, 81, 82].

2.3.1. Non-resonant, resonant, and pulsed mode detection
Photoacoustic devices can be divided into three categories depending on design of the

acoustic cavity and the acoustic excitation frequency: non-resonant, resonant and pulsed mode.
In non-resonant detection, the cell is operated at a frequency that is much lower than the first
acoustic resonance frequency of the system [5]. In this case, the pressure of the entire system is
spatially uniform while it changes in time.

In resonant operation [80, 81, 83], the cell is excited at an acoustic resonance of the
cavity. This has a number of advantages: the sensitivity is increased by coupling to the mode,
and the spatial non-uniformity of the signal allows the designer to place windows and flow inlets
at the signal nodes, which reduces their influence on the system [81, 84, 85]. One disadvantage
of resonant detection is that the resonance frequency is very sensitive to gas composition,
temperature and pressure. Consequently, in sysfems where these parameters cannot be tightly
controlled, resonant detectors rely either on a feedback loop to actively tune the modulation or
are built with low Q’s to reduce the environmental sensitivity.

In pulsed photoacoustics, the system is illuminated with a light pulse rather than with
periodic modulation [82, 86-92]. Unlike non-resonant and resonant detection, which are

performed in the frequency domain with periodic modulation and lock-in detection, pulsed
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photoacoustic deteétion is performed in the time domain. After each pulse, the sample is
monitored with an integrator or recorder to determine the total fraction of energy that was
converted into acoustic energy through absorption [89]. Pulsed cells are usually designed to
have a single, high-Q resonant peak, so that the acoustic signal is a decaying sine wave. An
advantage of this technique is that it is insensitive to shifts in the resonance frequency. The
sensitivity that is lost by the removal of lock-in detection can be partially compensated for with
the use of an extremely high Q resonator [89]. Another advantage of pulsed photoacoustics is

that it allows for high-energy, pulsed-mode lasers to be used as light sources [89].

2.3.2. Photoacoustic gas cell design
The canonical photoacoustic gas cell is a cylinder capped by windows and excited along

its length. Figure 2-3 shows a drawing of Kreuzer’s original gas cell, which operated in the non-
resonant mode. Kreuzer filled the cell with the analyte gas off-line and then sealed the cell before

analysis.

Figure 2-3: Kreuzer’s [5] original cell was a simple cylinder. The light passed along the axis of the cylinder,
which was capped at either end by glass windows. Tiny holes along the cavity body allowed the pressure
variation to be communicated to the aluminized Teflon layer, which was the membrane for a capacitive

microphone. The cell was 5 cm long and 1/8 inches in diameter.

One method for greatly increasing the cell sensitivity--at some cost in complexity--is to
place the photoacoustic cell inside the laser cavity. This configuration, called intracavity
photoacoustic detection, allows for much higher optical power in the cell and has been used to
detect gases with parts per trillion sensitivity [93-95]. Multipass cells, in which the
photoacoustic cavity is desiygned to facilitate multiple light passes, have also been demonstrated
[96].

The early resonant photoacoustic cells were also simple cylinders. Dewey ez al. [80]
used a cylindrical cavity that was 102 mm in diameter and 92 mm long, excited at the first radial

mode (3933 Hz) with a Q of 164. The radial mode is convenient because illumination along the
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axis of the cavity couples well to the spatial profile of the mode. However, azimuthal [97] and
longitudinal [81, 85, 98-100] resonance modes have also been used.

In the early low-level gas detection experiments, it was widely observed that absorption
by the glass windows of the cell could limit the sensitivity of the device [101]. Téchniques such
as thq addition of tunable air columns by the windows [99, 102], acoustic baffles [84, 85],
windnws angled at the Brewster angle [8, 103], or differential cells [81, 84] have been used to
reduce the background in photoacoustic systems. Also, the use of frequency modulation rather
than amplitude modulation can eliminate the background, as the background absorption is often
not wavelength-specific [11, 101]. Another technique for reducing the background absorption in
resonant cells is to orient the cell such that the windows are at the pressure node of the excited

resonant mode [103, 104].

¢ e

Figure 2-4: A cross-section of a radially-resonant photoacoustic cell [103]. Note the different orientation of
the light relative to the cavity axis, which is a short, wide cylinder. This design illustrates many background
reducing features: Brewster-angled windows, baffles, and the flow inlets and windows placed at the pressure

nodes of the resonant mode. The cavity diameter is 16 cm. This cell operated at 2650 Hz with a Q of 340.

Longitudinal modes are often preferable to radial or azimuthal modes because they allow
for a relatively low resonance frequency while maintaining a small volume and low window
background. Bernegger and Sigrist [81] demonstrated one approach to longitudinal mode
coupling, illustrated in Figure 2-5.
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Figure 2-5: A sketch of Bernegger’s longitudinal resonance cell design [81].
A more common design for longitudinal resonant cells is the H-shape cell [6, 98-100,
105], as is illustrated in Figure 2-6. The larger diameter and presence of the flow inlets creates

the boundary condition of pressure nodes at either end of the cell.

Figure 2-6: A sketch of an H-type resonant cell [98]. This image represents a cross-section along the z-axis of
the cylinder. The length of the resonator was 30 cm. This cell operated at 556 Hz with a Q of 20.

The microphone is a key component of the photoacoustic cell. Most gas-phase
photoacoustic systems use commercial condenser microphones [8, 81, 82]. However, some
systems have utilized optical microphones [106-108]. Many condensed matter systems use

piezosensors rather than microphones [8].

2.3.3. Extending photoacoustic detection to spectroscopy
Spectroscopy is achieved by scanning the light source through several frequencies. Three

techniques have been used for achieving spectroscopy — tunable lasers [81, 102, 109-111],
broadband light sources coupled with tunable monochromators [76], and broadband sources
coupled with Michelson inteferometers [112-117]. In addition, an array of 8 near-IR laser diodes

has been used in a portable, biomedical device [118].
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2.3.3.1. Tunable lasers
Many systems use high-power gas lasers, such as CO, and CO lasers, that can be step-

tuned over significant ranges of the mid-infrared [81, 110, 111, 119]. The optical system for such
excitation is straightforward, and the power level high, allowing for extreme sensitivities. For
example, a CO laser can be tuned to a number of lines in the region of 5-6.5 um, covering more
than 350 cm™ of the range with a power as high as 1 W [81]. For many applications, however,
continuous coverage of the spectrum is desirable.

Lead-salt diode lasers can typically be continuously tuned over ~20 cm™ in multimode
operation. However they have several disadvantages: they are relatively low power (< 1mW) and
require accurate current and temperature stabilization [81]. Tunable spin-flip Raman lasers and
dye lasers have also been used [81]. Kiihnemann et al. [120] have demonstrated an excitation
system consisting of a Nd:YAG laser coupled to an optical parametric oscillator that was
continuously tunable over the wavelength range of 2.3 — 4 um. Difference frequency generation
has also been used to achieve broad spectral tuning in the mid-infrared [121, 122]. A recent
development in tunable lasers, mid-infrared quantum-cascade distributed-feedback (QC-DFB)
lasers, appears to be quite promising. Paldus et al. [102] have demonstrated spectroscopy over a
35 nm wavelength range at a rate of 5 nm/min using temperature tuning. Lasers with
wavelengths ranging from 3.5 to 13 pum have been fabricated with the same material system but
varying geometries [123, 124]. The disadvantage of the tunable laser methods for mid-infrared
spectroscopy is that in general they suffer from a slow time response and require the controlled
variation of several parameters.

Many of the published photoacoustic work using tunable lasers have been in the near
infrared, where more low-cost and stable lasers are available. A number of studies have looked at
the overtone spectra of gases [94, 105, 109]. Overtone absorption lines are much weaker than
fundamental lines, so these devices are typically less sensitive than those that rely on
fundamental modes. However, this loss of sensitivity can be compensated for by the higher
power of lasers available. Weaker absorption lines also result in a larger signal range, as will be

discussed later in this thesis.

2.3.3.2. Fourier transform photoacoustic spectroscopy (FT-PAS)
The use of a monochromator or an interferometer greatly simplifies the light source

selection. Early PAS work was conducted with white light sources coupled to monochromators
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[76]. However, Fourier transform spectrometers are generally preferred to dispersive methods
(such as the monochromator) because of the higher signal-to-noise ratio [125]. Fourier transform
photoacoustic spectroscopy (FT-PAS) couples photoacoustic detection with Fourier transform
spectroscopy. Busse and Bullemer [112] and Farrow et al. [113] pioneered this technique.
Lloyd et al. [114] and Débarre ef al. [115] have demonstrated FT-PAS in the visible and near
infrared spectrum. The Nicolet Corporation [126] developed a commercial infrared FT-PAS
system for the study of solid and liquid phase samples, the analysis of which would otherwise
require significant sample preparation.

Two methods are used in FT-PAS to modulate the light. In step and integrate devices,
the path length in the interferometer is stepped through the total range. A mechanical chopper or
the periodic modulation of one of the interferometer mirrors provides the modulation [115, 117].
The advantage of the step and integrate method is that it allows the user to set the acoustic
frequency, facilitating lock-in detection and allowing the use of high-Q resonant cells. The
disadvantage of step-and-integrate methods is that its implementation requires more of a
modification to a conventional FTIR system.

In constant scan rate systems, the illumination of a sample results in the simultaneous
production of several tones, each of which corresponds to an absorption line. No chopper is
required. The frequency of the tone resulting from an absorption line is proportional to the
mirror velocity multiplied by the wavenumber of that tone [112, 117, 126]. Because of the
frequency spread of the signal, most continuous-scan FT-PAS cells are designed to be non-
resonant. However, Kinney and Staley have demonstrated a cell that uses a broad Helmholtz

resonance to enhance sensitivity over the frequency range of 125 to 550 Hz [116].

2.34. Common PA Applications

2.3.4.1. Pollution monitoring
Many groups have applied photoacoustic detection to pollution monitoring [81] [103].

Photoacoustic spectroscopy is well suited to this application because of its large sensitivity to
small concentrations. Bofh non-resonant [78, 127] and resonant cells [80, 81, 94, 96-98, 100,
103, 128] have been developed for this purpose.

Some of these systems have been tested in real world situations. Gondal [128], for

example, has demonstrated the detection of car exhaust from a distance of 60 meters from an
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idling car. Meyer and Sigrist [103] have built a mobile pollution detection apparatus that is
contained in a trailer, and have been able to measure ethylene, carbon dioxide and water vapor

levels by the side of a well-traveled road in Zurich during a typical weekday.

2.3.4.2. Liquid and solid-phase analysis
Condensed matter photoacoustic systems can be divided into two categories: multiphase

cells in which the signal must be transmitted from the sample to the microphone through an inert
carrier gas [116, 126], and systems that sense the acoustic wave directly from the sample. The
direct sensor method is generally more sensitive [8]. Piezoelectric transducers are commonly
used for this purpose k[87, 129], although capacitive and optical interferometric methods have
also been demonstrated [8]. Most liquid photoacoustic spectroscopy systems use the direct
sensor method [8, 87, 108, 118, 130].

Multiphase- cells, however, have the advantage of requiring little sample preparation [8,
126], which has been the key to the commercial success of PAS. The lack of sample preparation
facilitates the study of catalysts, where material form is critical to the performance. It also
allows for the study of heterogeneous reactions in situ [116, 117]. Furthermore, as the
penetration depth of the light depends in part on the modulation rate, PAS can be used for non-
destructive depth profiling [126, 131]. Many FTIR systems today have the option of a

photoacoustic cell accessory that uses the multiphase method [131].

2.3.4.3. Biological studies
As a non-invasive technique that can operate in real time, PAS is ideally suited to many

biological applications. For example, Harren ef al. [6] have used photoacoustic detection to
measure ethane in the exhalation from human skin as an indicator of ultraviolet radiation
damage. The measurement requires a sensitivity of parts per trillion. Hoping to replace the
invasive sugar monitoring techniques required for diabetics, Spanner and Niessner have
demonstrated the in vivo measurement of human blood glucose levels using an array of laser
diodes operating in the near infrared [118]. Photoacoustic detection has also been used to
monitor the breathing pattern of cockroaches [132] and the postharvest metabolic processes of
produce [133].
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2.3.4.4. Direct measurement of reaction Kkinetics
Photoacoustic resonance can also be used to determine the chemical relaxation times of

molecules or system equilibria, which can affect the resonance quality factor [8, 134, 135].
Monitoring the phase shift between the excitation and response can also be used to determine
molecular relaxation times [136]. Hey and Gollnick have applied non-resonant PA detection to
measure radiationless transition rates [137] by plotting the acoustic signal times frequency (P*f)
versus excitation frequency. In an ideal two-level system, the dependence is constant. With the
addition of competing radiationless transitions, however, the dependence of P*f may exhibit

steps at frequencies which correspond to the transition rates of other processes.

2.3.4.5. Other applications
PA monitoring has been used to study photochemistry and photoelectricity [8, 138]. Also,

the photoacoustic effect, which is sensitive to the propagating medium, has been used to measure
material properties other than absorptivity such as elastic constants [139] and thin film adhesion
[7]. The photoacoustic devices in these applications are quite similar in concept to other acoustic
wave sensors, but where optical absorption launches the acoustic wave.

Photoacoustic detection has also been used with Raman spectroscopy [140, 141]. Raman
spectroscopy relies on the inelastic collision between a photon and a molecule; it is often used to
complement infrared spectroscopy because it can detect the rotational transitions on many
symmetric molecules that are invisible in infrared s‘pectroscopy [125]. OKki et al. [141] have
demonstrated sensitive (ppm) hydrogen detection in a photoacoustic Raman spectroscopy

system.

2.3.5. Previous work with miniaturized PAS
Little work has been done with the miniaturization of photoacoustic devices, but some

work has been done with the microfabrication of Golay cells [142-144], which are infrared
detectors that rely on a sealed gas chamber expanding due to light absorption [145]. As was
described in section 2.1, Kitamori’s group at the University of Tokyo have integrated a
photothermal detector with a liquid-phase microreactor system [36, 146]. Their “thermal lens
microscope” relies on the refractive index change that occurs with optical absorption and
subsequent heating.  Also, Honeywell [147] was issued a patent on micromachined
photoacoustic sensors. These groups have pursued this work because photothermal techniques,

which include Golay cells and photoacoustics, generally benefit from miniaturization. The
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photoacoustic effect languished for nearly a century after its discovery until it found practical
application with the invention of appropriate light sources. Will microfabrication techniques

bring a similar revival?
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3. Theory

3.1. Conventional gas-phase photoacoustic theory
Photoacoustic theory can be broken down into three processes: the absorption of light, the

excitation of sound, and signal detection.

3.1.1. Light absorption
The first step in the generation of a photoacoustic signal is the absorption of light. In

most cases, the heating that results from the absorption of light can be written [148]:

H=ad (3-1)
where H is the heating (W/m®), eis the absorbance (m™) and I is the light intensity (W/m?). The
absorbance is proportional to the density of absorbing molecules. ( 3-1 ) assumes that the
intensity is sufficiently small that the upper state of the transition is not saturated, and that the
time variation of I is much slower than the rate of transfer of absorbed energy into heat.

These two conditions can be illustrated by considering a simple two level system. Let n;
be the density of absorbing molecules in the higher state and N the total density of absorbing
molecules. The upper state population is described by [148]:

dn, _ -n, [L[LJ +70 + r,;l} +(N -n, {LILJ (32)
dt hv\ mAv hv \ mAv
where hv is the energy of the transition, Av the linewidth, S; the line strength, 7 the radiative
lifetime, 7 the collisional lifetime and I = Ipf{2).
If the variation in f{z) is sufficiently slow, the system can be considered quasi-static, and
the solution for the upper state population is given by:
n, _ (IS, /hvrAv)

N (218, /hvmAv)+ 77 (3-3)

where 77 = %! + 7. From ( 3-3 ), one can see that if  is sufficiently weak and slowly

varying, the upper state population is proportional to the light intensity. Furthermore, as the
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heating is related to n; by H = (n)/7c)hv, one can see that the H = o holds, with a being given
by [148]:

ST

=N v, (34)

As a practical matter, the value of of w) can be measured from the optical transmission
through the gas, which for a cavity of length L is equal to ¢®. The absorbances of most
common gases have been tabulated for a variety of wavelength, pressure and temperature
conditions. In my calculations, I will also refer to the absorptivity a, which is more precisely
called the decadic molar extinction coefficient. The decadic molar extinction coefficient has
units m2/mol, and is related to @ by &= aNome-XInl10, where Nomoiar is the overall molar
concentration and X is the mole fraction of the absorbing gas.

Most work in PAS assumes that the excitation is sufficiently weak and slowly varying
such that ( 3-1 ) applies. What is the design space in which this is true? The sufficiently weak
criterion for light intensity can be written as Ip << hvN(2a1c). Using a hard-sphere collision
model, 7c for a gas is typically ~0.1 ns at STP (room temperature and 1 atm. of pressure) [149].
For propane or methane at 3.392 um, which have a relatively large ¢, the “sufficiently weak”
criterion is met as long as the intensity is less than 1 x 10" W/m?. For a 1 mW source, that
translates into a minimum chamber radius of 6 nm.

If the excitation is sinusoidal with radial frequency @, the slowly varying criterion can be
written as @ << 2lpat/(hvN1T) + 7!. The collisional lifetime 7c is typically much less than the
radiative lifetime, 7z, so that 7~ 7¢ [150]. 7 is also typically much less than AvN/2Ipc. This

criterion can therefore be met with w << 10" rad/s or 1.6 GHz.

3.1.2. The excitation of sound
The heat from the light absorption acts as a source for the generation of sound. Ignoring

the acoustic losses due to heat conduction and viscosity, the equation for the pressure in a sealed

cavity is given by:

V2 __1_82_p=_ y—1|0H
2 2 o (3-5)

c
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where p is the acoustic pressure (p = P — Py), c is the speed of sound, ¥ is the ratio of specific
heat at constant pressure to that at constant volume, and H is the rate of heat generation from the
absorption of light, which is proportional to the light intensity as described in ( 3-1).

For acoustics it is more convenient to work in frequency space in which the light
intensity, I(7,z) has the form I(7,w)¢”. More complicated modulation functions can be

analyzed with the use of superposition. Taking the Fourier transform of ( 3-5 ) yields:
2, 0% y-1
(V +c—2Jp(r,a))= —|: c2 :IJCUH(Z,(U) (3-6)
The solution for p(r, w) is of the form:
p(7,0)=Y A/ (0)p,(F)
j

where py(r) are the normal mode solutions to the system, and A(®) are the mode amplitudes.

(3-7)

The normal modes of the chamber are determined by the boundary condition that the acoustic

velocity must be zero at the chamber walls. The acoustic velocity is related to the pressure by:

u(7, a)) =— V- p(¥,w) i
JWP, (3-8)
For a cylindrical geometry, the solutions for p;(r, ¢,z) are given by [11]:
cos
p;(r.0.2)= sin (m¢¢)008(kzZ)J w(k,7) (3-9)

0, = e[k +K? (3-10)

where my is an integer and J,, represents Bessel functions of the first kind. The wavevector

quantities k;, and k, are given by:

T
k =—n n =1,2,3,... =
=7 2 (3-11)
k, = %a,,m m,n=1273,.. (3-12)

In ( 3-12 ), Oy is the nth root of the mth order Bessel function, L is the cavity length and R the
cavity radius. The solutions for Aj(@) are given by:

)= _I2 [y -] p,+ Hav
Aj( )— (0]2 [1_0)2/60]2_](0/ij7_|

(3-13)
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where Q; was added to account for the energy losses due to thermal conduction, viscous

damping, and scattering. V¢ is the total cavity volume. The term I p, * HAV represents the

coupling between the heat source and the mode.

Photoacoustic systems operate in one of three modes: non-resonant, resonant, or pulsed
mode. Non-resonant and resonant mode devices operate in the frequency domain, while pulsed
mode devices operate in the time domain. In this thesis I have used non-resonant and resonant

excitation.

3.1.2.1. Non-resonant excitation
In non-resonant systems, only the zeroth order mode of the cavity is excited, so that the

pressure in the cavity is spatially uniform. The expression for cavity pressure, ( 3-7 ), reduces to
Ag(w)py, which is given by:

_ ia(y - 1)W0L

p(F,0) = A (0)p, (F) = Y (3-14)
C

For the dilute mixtures to which Kreuzer applied this theory, ¥ was constant and « a linear
function of concentration. With these approximations, ( 3-14 ) predicts a signal which is linear
in concentration and inversely proportional to acoustic frequency. Kreuzer includes an
additional term to take into account energy lost to heat conduction. Thermal conduction is
characterized by the thermal damping time, 77, given by:

_ p,CpR?

2 (3-15)

T

where K is the thermal conductivity and Cp is the heat capacity at constant pressure. This results

in a modified form of ( 3-14 ):

i

(3-16)

The theory therefore predicts that the non-resonant signal should scale inversely with
cross-sectional area. This is in contrast to conventional absorption spectroscopy, in which the
light is monitored after it has passed through the sample. In such a system, the signal is
proportional to cavity length and is reduced with miniaturization. The intuitive explanation for
this difference in scaling is that conventional absorption spectroscopy is an integrating technique

looking at total energy absorbed, while photoacoustic spectroscopy is a differential technique
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where one senses the absorption as force per unit surface area. Increasing the length of the
cavity may increase the total power absorbed, but it also increases the area over which the signal
is distributed. Furthermore, decreasing the cross-sectional area increases the signal because it
reduces the total surface area of the signal without reducing the amount of power absorbed.

Of course, there’s a limit to this rosy vision of scaling, indicated by the inclusion of the
thermal conduction term. At radii that are so small that the thermal damping time is short, ( 3-16

) reduces to:

- N =\ a(}’_l)WoL _ a(y_l)Wopocp
PG.0)= Aol )= ST, _cly san

In this state the response is limited by the diffusion of heat out the cavity, and so the effect loses |

its dimensional dependence. Figure 3-1 shows the scaling behavior predicted by ( 3-16 ).

increasing @ |

0 0.02 0.04 0.06 0.08 0.1
radius (arbitrary units)

Figure 3-1: Scaling of the non-resonant photoacoustic signal for a constant analyte concentration, as
predicted by ( 3-16 ).

3.1.2.2. Resonant excitation
If one can spatially couple all of the light into the first-order acoustic mode, the signal

amplitude is given by [148]:

__jo aly ~1)W,L
Ale)= 0} V|1~ (0*/0?)- j(0/o,0,)] (3-18)

If one excites this cavity at @y, the amplitude simplifies to Q;fy-1)WL/w; V. According

to Dewey, Q is mainly limited by viscous and thermal losses at the wall [11]. The energy
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dissipated per cycle in a cylindrical container Eg, divided by the total acoustic energy in the
standing wave Er takes the form [83]:

g—; = (-ZLﬁ)[dv +(y —1)d, (1+ L/R)] (3-19)

d, =20/ pw (3-20)
d, = 1/2/(/,0001:,60 (3-21)

where L is the cylinder length, R is the chamber radius, dy is the viscous boundary layer
thickness, and dy is the thermal boundary layer thickness. The viscosity is given by 7. The Q

determined by viscous and thermal losses is then given by

27
(E./E;)

This Q is an upper limit for the system. Other sources for loss including imperfect wave

0= (3-22)

reflection, dissipation at the microphone diaphragm, and losses from wave scattering at surface
obstructions, result in the actual Q being lower. Although for standard resonant photoacoustic

systems, it’s usually within a factor of 2 from the Q set by viscous and thermal losses [11].

3.1.3. Signal detection
In gas-phase photoacoustics, the signal is detected with a microphone, usually of the

condenser type. The presence of the microphone alters the behavior of the system. For example,
in the case of non-resonant operation, the microphone can be treated as an additional volume in
the system. This results in a modified form of ( 3-14 ):

joly -1W,L
1+ jjor, )V, +V,,) - (32

Ao(w)= (0(

In the sealed cavity and low-level gas conditions for which this theory was developed,
this results in a signal that is linear with gas concentration, and inversely proportional to

frequency.

3.2. Variations from the ideal model
Kreuzer’s theory was developed for idealized cylindrical systems without gas flow

channels or geometrical variations. It also assumes low levels of analyte gases, so that the light
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power is spatially uniform, and the acoustic properties of the cavity unvarying. However, my
devices have gas flow channels and microphone inlets. Furthermore, I must examine the effects
of large gas concentrations, so that I can know the limits of device operation. The use of high

gas levels and the presence of the flow channels profoundly affect the behavior of the system.

3.2.1. Absorption saturation
The power at any point along the cavity is given by:

W(z)=W(0)e™™ (3-24)
where « is the absorbance. Figure 3-2 shows a plot of the light profile along the axis of the
cavity in the case of a ~ 921 m’, which is the case for pure propane at 3.392 pm (a very strong
absorption peak) and STP. Under these conditions, the assumption that the light is uniform along

the cavity is invalid for all cases but for extremely dilute mixtures.

Light Profile Along Length of Cell
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Figure 3-2: The power variation along the length of the cavity is significant for propane at 3.392 um and STP
One way to incorporate the changing power level into ( 3-24 ) is to make the following

substitution for the total light power absorbed:

aWL:aj'W(z)dz =0!——(1—e_aL)=Wo(1‘e_aL) (3-25)
0

As a check, we can confirm that this expression has the expected behavior at the limits.
When ol is very small we expect the light intensity to be uniform along the cavity axis, and in

that case ( 3-25 ) simplifies to aWpL. When oL is very large all of the light power will be
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absorbed, and in that case ( 3-25 ) simplifies to Wj. Incorporating ( 3-25 ) into our model, the

expression for the non-resonant response should be given by:

= J[}/ — 1] —e ™%
SR e T LU

(3-26)

3.2.2. Sidewall Absorption
The conventional photoacoustic model also assumed that the sidewalls of the

photoacoustic cavity are perfectly reflective. However for real systems this is not the case. I
have observed a significant attenuation in the light transmitted through the brass photoacoustic
cavities, even in the absence of the absorbing gas and the exit window. This absorption does not
contribute to the noise level (the resulting background absorption noise level is insignificant
compared to ambient noise) because of the much greater thermal conductivity of the cavity wall
as compared to the gas. However, it does contribute to the light gradient through the cavity.
This additional light loss is characterized by 6 with the units of inverse length. Including this

factor, the power distribution through the cavity is given by:

W(z)=Woe 1% (327)
where & can be calculated from the empty cavity transmission, Teppry:
— - ln(Tempty ) 3.28
L (3-28)

With this modification, the power absorption that contributes to the photoacoustic signal
is given by:

L
aWL = a'([W(z)dz = aZVT(O;(I — o) %Wo - etewon) (3-29)

For pure propane, « is about 921 m”, while the & measured for the brass cell cavities
(described in Chapter 4) ranged from about 15 to 25 m™’. Consequently, the sidewall absorption
had little effect at high gas concentrations. However, & could have a significant effect with low

gas concentrations.

3.2.3. Changing gas properties
Another consequence of working with high gas concentrations is that the gas material

properties such as viscosity, thermal conductivity and the speed of sound also vary with gas

composition. Even in the absence of variations in light power absorbed, these changing
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properties can dramatically alter the photoacoustic effect. Furthermore, many of these properties
do not vary in a simple linear fashion, but follow a more complex dependence, as is discussed in
more detail in section 3.3. Variation in gas properties introduces an additional source of
uncertainty into the prediction of the response that does not exist for dilute mixtures, where the

acoustic properties, determined by the diluent, remain constant.

3.2.4. Acoustic leak effects
The model for sound excitation, discussed above in 3.1.2, assumes that the cavity is

sealed, so that the acoustic velocity is constrained to zero at the ends of the cavity. However,
the presence of flow channels at either end of the cavity changes this boundary condition. In the
limit of an open cell (where the cavity is completely open at either end) the non-resonant
response would be strongly attenuated. The amplitude of the higher resonant modes, however,
would be unaffected (while the node and anti-node locations would be transposed). The flow
channels result in a cavity that is neither completely sealed nor open. Furthermore, the boundary
condition set by the flow channels depends on the acoustic frequency and on gas properties.

A simple model for the “acoustic leak” effect is shown below in Figure 3-3. This model

‘makes use of an acoustic circuit analogy [151]. In this circuit, the pressure is likened to

electrical voltage, and the volumetric flow velocity to electrical current. A resistor represents the
fluid channel, while a capacitor represents the cavity compliance.
L, -

T
e

Figure 3-3: Simple circuit analogy for acoustic leak effect

A

In this “lumped element” model, which assumes that cell dimensions are much smaller

than the acoustic wavelength, the values of €, and %, are given by [151]:

8nL,
Ry = —nR; (3-30)
7l R*
C. = c_ ¢ i
A 0,2 (3-31)

45



where 7 is the viscosity, /s the channel length, Ry the channel radius, I, the photoacoustic chamber
length, R, the photoacoustic chamber radius, gy the steady-state gas density, and c is the speed of
sound. , \

This model can be used to gain some insight into the leak effect. It indicates that the leak
acts as a high-pass filter—at low frequencies the leak suppresses the signal, while at high
frequencies it can be ignored. Furthermore, the leak can be reduced by decreasing the fluid
channel radius, increasing the channel length, or by increasing the cavity volume.

In practice, however, this model has some fatal flaws. By using the lumped
approximation, this model ignores the wave nature of the acoustic signal. Also, this model does
not account for the losses that occur from thermal conduction and viscous dissipation in the
photoacoustic cavity itself. A transmission line model, such as that discussed in 3.4, more

accurately describes this effect.

3.2.5. Viscous and thermal losses
Viscous losses occur because of the no-slip boundary condition at the cavity wall. The

gas molecules near the wall will exert a drag force on the molecules nearer to the center of the
cavity. Thermal losses occur because of the thermal conductivity of the gas, causing some of the
heat generated by the optical absorption to flow into the cavity walls. These loss mechanisms
have already been discussed above in 3.1.2.2, in the context of the limits to resonance quality.
They can be characterized by dy and dy, which are the viscous boundary layer and thermal

boundary layer, respectively. As can be seen from Figure 3-4, dy and dp are comparable in size.
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Figure 3-4: dy and dy és a function of frequency for pure propane
Both thermal and viscous losses should increase with the surface-to-volume ratio of the
cavity. Therefore, we should use a model for miniaturized PAS that includes these effects from
the beginning, rather than treating them as perturbations. We also need our model to
accommodate the effects of flow channels, absorption saturation and changing gas properties.

The easiest way to accomplish this is with the use of transmission line models.

3.3. Gas properties

The model can only be as accurate as its assumed gas properties. The determination of
pertinent gas properties is discussed below. In particular, I have focused on propane, carbon

dioxide and nitrogen, which are used in this thesis.

3.3.1. Absorptivity
Libraries of FTIR absorption spectra are widely available. These figures plot the

transmission of the gas against the wavelength and wavenumber. The transmission is given by
10'“LN"W“", where a is the decadic molar extinction coefficient, L is the cavity length, and N, is
the molar concentration. The decadic molar extinction coefficient form of absorptivity is related
to the o form by @=aNu.1An10. The propane absorption spectrum is shown in Figure 3-5. At
3.39 pm, the background transmission is about 85%, while the transmission with propane is

26%. The transmission, is therefore 0.26/0.85 or 30.6%. The cavity is 88 mm long, and the gas
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is at 55 °C and 20 mbar. The molar concentration can be calculated from the ideal gas law to be
0.734 mol/m’. The result for ais 8.0 m?/mol.

wavelength (um)

Transmission (%)

Wavenumber (cm

)
Figure 3-5: FTIR spectra for propané [152]

This calculation assumes that the absorptivity is independent of gas conditions.
However, the absorptivity for some species depends on pressure, temperature, and mixture
composition, due to collision and Doppler broadening. The variation can be significant. For
example, the absorptivity of 100% methane at 3,39 um decreases by a factor of 10 between a
total pressure of 20 and 200 mbar, while the absorptivity of 1% methane in argon decreases by a
factor 5 [153]. '

A few groups have examined the extinction coefficient for propane at the 3.39 um He-Ne
laser line under STP conditions. Antipov et al. [154] measured a value of 9.6 m?/mol at STP,
with little yariation over the pressure range of 150 — 1000 mbar. Tsuboi et al. [153] observed a
value of a varying between 8 and 11 m2/mol for a variety of temperature, pressure, and dilution
conditions. For the model, I used a value for a of 10 m2/mol which at STP corresponds to O =
921 rn1 The survey of literature suggests that the actual value may be anywhere within the
range of 737 t0 1013 mt.

332  Other properties of pure gases
Properties used for propane, nitrogen and carbon dioxide are listed below in Table 3-1.
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Property CsHs source N, source CO, source
viscosity, 7 (Pa-s) 8.0x 10° [155] 1.78x10° [156] 1.49x10° [156]
thermal conductivity,
K (W/(m K)) 0.018 [157] 0.026 [156] 0.0168 [157]
gamma, y 1.124 [158] 1.400 [158] 1.288 [158]
M
density, o (kg/m°) 1.796 = MC“H‘ Poco, 1.123 [156] 1.773 [156]
co,
molecular weight, M
(g/mol) 44.094 [158] 28.013 [158] 44.010 [158]
heat capacity at . . .
constant pressure, C, | 1.68 x10 [158] 1.04 x10 [158] 0.85x10 [158]
(kg K))
speed of sound, ¢ — [P lA _ [, BT
P (m/s) 250 - 7’Po/po 353 = Wo/ﬂo 270 - Jﬂ/ﬂo

Table 3-1: Pure gas properties for propane, nitrogen and carbon dioxide

3.3.3. Mixture properties
The viscosity of a mixture is found using Wilke’s approximation [159], which says that

the viscosity of a low-pressure, non-polar gas mixture is given by:

_ U + Y1,
Vi@, ¥, + 3Py

(3-32)

where 7, is the viscosity of the mixture, 77; and 7, are the viscosities of the component gases, y;

and y; are the fractions of the component gases and @;; and @,; are given by:

— [1+(771/772)1/2(M2/M1)1/4]2 (1)21 =¢12&M1 (3-33)

" {8[1 + (Ml /M, )]}1/2 m M,

M; and M; are the molecular weights of the respective gases. This model appears to be fairly
accurate when compared against literature values for gas mixtures, as is illustrated in Figure 3-6

below.

" This also assumes that the average pressure remains at 1 atm and the average temperature at 298K. Can we make
this assumption in the presence of light absorption, which may cause a temperature rise? Appendix D shows how
even for the worst case of constant illumination, the temperature rise is insignificant compared to room temperature.
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Figure 3-6: Comparison of viscosity model against values measured by Golubev ef al. [160] and Abe et al.
[161] for C3sHg/CO; and C3Hg/N, mixtures

The thermal conductivity of a mixture has a similar dependence [159]:

LSS 1.5
" Vi+9,Pn ¥+ 0Py

(3-34)

where @;, and @,; are as is given in ( 3-33).
The heat capacities and y of an ideal gas are related to the thermal conductivity and the

viscosity, and can be estimated by [159]:

_ kK SR,
Y (3-35)
R
CV=CP_E‘1 (3-36)
C
7’=C_: (3-37)

where R; is the gas constant (8.3144 J mol’K™"). By using the mixture values for and 7, and
assuming that the molecular weight of a mixture is a linear combination of the components, one
can use these equations to predict the value of ¥ for a mixture. The speed of sound can be

derived from the gas density, pressure and ¥, from:

c= |22 (3-38)
Lo )
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3.4. Transmission line model of the photoacoustic effect
The photoacoustic effect in a cylinder has been modeled with a circuit analogy to a

transmission line [81, 99]. As in the lumped element model above, the acoustic pressure, p, is
the acoustic analog of the electric voltage, while the volumetric flow velocity, U, is the analog of
the current. Like the more established theory described in section 3.1, this treatment of wave

propagation is conducted in frequency space, with the implicit modulation function /.

3.4.1. Overview of transmission line analogy
Transmission lines can be considered as a cascade of lumped circuit models each

describing a unit length of tubing, Az.

Figure 3-7: Circuit model for a transmission line

Transmission lines are simply an accounting system for energy. In modeling an
electromagnetic waveguide, the incremental inductance ./ represents the energy stored in the
magnetic field, the incremental capacitance & represents the energy stored in the electric field,
and the incremental resistance 4 represents the energy dissipated at each point along the

waveguide.

3.4.1.1. Acoustic analogy
In the acoustic analogy, the inductance represents the kinetic energy, the capacitance

represents the potential energy, and the resistance accounts for incremental viscous and thermal
dissipation. Since the energy, E, stored by an inductor of value . is given by E = % >, the
value of the acoustic incremental inductance is derived to be [162]:

1

2 2 P
./I/l,. =—U—2(KE/length)=E;(5Spou2J=?° (3-39)

( 3-39 ) takes advantage of the relations U = Su, and mass = SLpy, where u is the velocity, S the
cross-sectional area, L the length and py the density.
Similarly, one can derive the unit length capacitance by saying that the potential energy

per unit length is given by %€p? [162]:
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2 2 ( sp? §
e = 7(P.E./length) = = (Zpocz ] = s (3-40)

Energy is lost in the acoustic system through viscous damping and thermal conduction.
These two loss mechanisms can be represented with separate resistors, as is shown in Figure 3-8.
Viscous damping is represented by a resistance, R, to the volumetric flow through the cavity.

Thermal conduction losses can be represented by a shunting conductance, G;.

pZ pz+Az
Mi Ri Mi Ri Mi Ri
—> —>
Uz+Az .
Ci [ [cA %

e v g% ei
A

Figure 3-8: Acoustic transmission line analogy

The viscous power loss per unit length is Ri|U. The power lost to viscous damping per
unit of surface is given by [162]:
2
p Oa)dv Ul
287
Here, dy is the viscous boundary layer, already discussed. Its value is given by:

dy =21/ o (3-42)

Using D as the perimeter of the tube cross-section, the analogous resistance is given by:

power loss/unit surface = (3-41)

— p OwD dv
' 257
Similarly, the conduction loss per unit length is (},-Iplz, so the analogous conductance is

given by [162]:

(3-43)

(y -1)wDd

G = 29002

(3-44)
where dy is the thermal boundary layer, given by:

dy = 2K/ pyCp0 (3-45)

3.4.1.2. Transmission line equations
Referring to Figure 3-8, the pressure at the point z+A4z is related to the pressure at point z

by:
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plz+4z)= p(z)-ZU(2) (3-46)
where: Z, = joM, + R, (3-47)
Z is the impedance/unit length and has units of ohms/m. In the limit of Az going to 0, the

following equation results:

dz;_iz) =-ZU(2) (3-48)
Similarly, the volumetric velocity at point z+A4z is related to the that at point z by:
U(z+Az)=U(z)-Yp(2) (3-49)
where: Y = joC +G (3-50)

Y. is the admittance/unit length, and it has the units Siemens/m. By taking the limit of Az going

to 0, one derives:

dZZ(Z) = U@ | (351)

The solution to this set of differential equations is given by:
U(z)= Ae* + Be ™ (3.52)
p(z)=-2.(ac” ~ Be ") (3-53)

where B = (ZY; )72 and Z, = ( z,-/yl-)”z . A and B are found by matching boundary conditions.
So to summarize, the parameters of the transmission-line analogy for a tube of cross-

sectional area S and perimeter D are given by:

dy  \2n/p,w
dy 2K/ p,C o0
M, p/S
¢ Shp?
pywDd,
252
e @D (7 - l)d H
i 2 po cZ
Zi ij, + R,‘
Y, Jalr+ G;
ﬁ (Zlu ) 12
Ze _ (ZAY)'”

Table 3-2: Transmission line parameters for acoustic analogy
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3.4.2. Localized excitation model
In Figure 3-2 on page 43 it is apparent that for high concentrations of the absorbing gas,

all of the light is absorbed near the front of the cavity. The heat generation in this case can be
approximated by a current source at the front of the cavity. The circuit model for this case is
shown in Figure 3-9. The value of Uy is given by:

(¥ = 1w,
US=720 (3-54)

p©)

Cbus Zin 2c.8 Zout

—

[
|

Z= 0 Z= L
Figure 3-9: Circuit model for localized absorption
The boundary conditions are set by the channel impedances, Z;, and Z,,,, as well as by the

heat source. The impedance seen looking into the transmission line at z = 0 is given by:

., 1-T

o =%

=0 =% 7T (3-55)

— A — ,~2AL ZC _Zaut *
where '=—=e z 1z, (3-56)

The acoustic pressure at z = 0 is given by:
1

p(0)= pq =Us—

— (3-57)
Zin Zz=0

Finally, the expression for the acoustic pressure at any point z along the transmission line is

given by:

p T (3-58)

* Note that with the implied & dependence, efe represents the forward moving wave, while e the reverse going
wave. Acoustic models often assume a e’* dependence, resulting in an inverted definition of T".
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In order to solve for the signal, we need the channel impedances Z;, and Z,,;.. These, too,

can be found with transmission line models.

3.4.3. Determination of Z, and Zo,:
The flow channels are also acoustic tubes, and can be modeled just as was described in

3.4.1. In some cases, Z;, and Z,,, can also be affected by exterior tubing connections. Figure 3-10

shows a sketch of a photoacoustic cell connected to tubing, as is the case for the brass cell tests.

CaHe [ Fis Fi2-Fi4
MFC ! :'E Gi5 . 4T

—{ |

To,1 Toz2

MFC

Figure 3-10: Sketch for determining effect of exterior flow connections

The impedance can be calculated by approximating the channel and tubing as a series of
perfect tubes, which can be modeled as cascaded transmission lines. The properties 3, and Z,.,
can be calculated for each section from its dimensions. The effective impedance seen looking
into the flow channel at the nth location is given by:

1-T,

Zeﬂ,n = Zc,n rl-‘n- ( 3-59 )
r = e—zﬁnL,, Zc,n B Zeﬂ n+l
" Zc,n + Zeﬁ“,n+l ( 3-60 )

Splits, such as the one that occurs between sections 96 and J;7 in Figure 3-10, can be handled
by treating the two branches as impedances in parallel. While the algebra for cascading the
transmission lines would be onerous if done by hand, these equations can be solved readily with
a program such as Matlab. Appendix C contains the Matlab program used to solve for Z;, and
Zout, as well as the code for the other transmission line models discussed in this chapter.

Figure 3-11 shows Z;, and Z. as a function of frequency for a particular brass cell. On
the same plot, I’ve also shown the cavity impedance, Z., and the channel impedance calculated
without tubing effects. Zy is plotted for the case where the outlet is left unconnected, so the
only additional segment included in the full model is the Swagelock-threaded hole. As can be

seen from the figure, the tubing dramatically affects the value of Z;, at low frequencies.
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Furthermore, at high frequencies, Z;, and Zoy are much higher than the cavity impedance Z, so

that the acoustic leak is small.

2.5E+09
= = Cavity Zc

5 \ —Zin
%2.0E+09 - Zout
@ ' e Zin,Zout, ignoring tubing
8 1.5E+09 |
=2
e
(@]
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€ 1.0E+09
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@
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Figure 3-11: Z;; and Z,y as a function of frequency, for a cell with a large leak. The cavity impedance and
impedance of the channels alone are also plotted for comparison.

Once Z;, and Zoy are determined, the localized generation model described above in 3.4.2
can be used to model the frequency response in the case of pure propane. Figure 3-12 shows the
result for a typical brass cell. I have plotted the signal for a square wave with the peak-to-peak
excitation of 1 W, monitored at its fundamental frequency (taking into account that the
fundamental mode amplitude is 2/7 times the square wave amplitude). This normalization will
allow experimental data with different power levels to be more easily compared. At low
frequencies, tubing effects dominate, resulting in low-order resonant peaks. The first
longitudinal resonance, which occurs near 3500 Hz, is negligible in this figure because the
sample point at the center of the cavity is at a pressure node for this mode. A remnant of the

peak appears because the loss in the cell has dampened the mode.
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Figure 3-12: Localized excitation model for the frequency response in a brass cell

3.4.4. Distributed heat generation model

The localized heat generation model ignores the spatial distribution of light absorption in
the cavity. I have accounted for the distribution along the cavity length with the addition of a
distributed current source, as is illustrated in Figure 3-13. While others have considered the
transmission line model of a photoacoustic cavity with a distributed source [81, 99], I have
extended the model to include the axial dependence of the excitation, which (as was discussed

above in 3.2.1) is significant for high gas concentrations.

pz+Az Y _/NWA YN __ /M Ia'a's ANV, V,V,V .\

Mi ﬁi M- ai Mi Ri M Ri
z UZ+AZ 1 |
@ et (Mua afe DI a3 (Hua o () v 2L

L.

Figure 3-13: Circuit model for distributed source

The distributed source, Uy(z), is given by:

~1aw. ~(ex+6)z s
Us(z)= V). i =U,e (3-61)
Poc

where for simplicity I’ve made the substitutions: Up = (y-1)oWA ,ooc2 ) and o = a+06. The

differential equations governing p(z) and U(z) are now given by:
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dp—(z) =-ZU(z)

dz { (3-62)
dU(z) _0,,

=U,e™* —Yplz )

% 0 Yp(z) (3-63)
where Z; and Y; are as in Table 3-2. The solution to ( 3-62 ) and ( 3-63 ) is given by:
AL P o -z

U(z)= Ae” + Be a - Bt _p Uge (3-64)
plz)=-2| Ae”* —Be™” +_,3_er_a'z (3-65)

a/2 _ﬂz =

where f and Z, are also as in Table 3-2. The circuit model for our system with the distributed

source is given by Figure 3-14, below.

[ ———

Zc, B, Us

nT

—>
L

|
1
z 0 Z=

Figure 3-14: Circuit model for distributed source system

Matching the boundary condition at z = L establishes the following relation:

g A U [ﬁzc - a'zm}

1-‘out alz - ﬂ ? ZC - Zout ( 3-66 )
where: T, = % M, as before 367
ZC + zout ( i )
Similarly, matching the boundary condition at z = 0 establishes the relation:
B= A UO ﬁZC + O!’Zm
TV -F| 24z (3-68)
Z(.‘ + Zm
where: I, = 77 (3-69)

The solution for A is therefore given by:
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UO (ﬁzc - alzout e(ﬂ—a')L _ ﬂzc + a’zin ]

a’z _ﬂz ZC _Zout ZC +Zm
A= 1 i (3-70)
T T

in out

B can then be found from either ( 3-68 ) or ( 3-70 ). Given A and B, the model can be solved for
the pressure at L/2 where the microphone is located. Figure 3-15 compares both the localized
and distributed excitation model for the frequency dependence of the pure propane signal; they

are almost indistinguishable, as was expected.

500
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Figure 3-15: Comparison between frequency behavior predicted by localized excitation and distributed
excitation model for pure propane

3.4.5. Addition of the microphone to the model
Up to this point we have assumed that adding the microphone does not disturb the

system. However the microphone volume is on the same order as the geometry of our system,
and so must be considered. Furthermore, the details of the interface between the microphone and
the cavity can also be significant. A close up of the microphone connection for the brass cells is
shown in Figure 3-16. The microphone inlet is separated from the photoacoustic cavity by a
small connecting hole. The inlet has a small dead volume, which adds to the dead volume of the
entrance tube on the microphone itself. Figure 3-17 shows a circuit model of the system that

includes the microphone.
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Figure 3-17: Including microphone connection in the transmission line model

The values of Reomns Rumicins Crmicin and Monicin can be calculated from the connection

geometry and material properties [151], as are listed in Table 3-3.

Element Value
Reconn 71'1/:3(:,,,, (L.,.,) \/@ [kgs'm™]
Romicn Po (L + Ly ) 201 Tkgs™m*]
o )
M ;d%%:(Lmic,m +1,.) ka/m
Enn el

Table 3-3: Formula for computing analogs for microphone connection acoustic elements

This model takes into account viscous losses, but ignores thermal conduction losses. The
microphone impedance can be estimated from the literature provided by Knowles. The full

circuit model for the EA-1954 is shown below.
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‘Figure 3-18: Knowles diagram for the EA-1954 microphone (units are in CGS)

At low frequencies (200 Hz < f < 7 kHz) this circuit simplifies considerably. In this

simplification I also have accounted for changing gas properties.

LK583
CK583 1 1.0E-3 pgas/pair
8.8E-14 T~

RK583

75E8 T]gas/'rlair

Figure 3-19: Simplified circuit model for the Knowles EA-1954 (The element labels are taken from the
Knowles circuit diagram above)

The pressure that the microphone actually samples is given by p,,;, while the pressure at
the point of the microphone tap is p;,. Furthermore, the effect of the microphone and the inlet
can be lumped together as an impedance, Z;c o, in the center of the cavity. Once the transfer
function pyu/piz and Zy. s are determined they can be easily incorporated into the model, by

dividing the cavity transmission line into two halves, as is illustrated in Figure 3-20.

Zc, B, Uo zeb o
Zin ZITI'G.IO Zout
pi(2),Ui(2) pr(2),Ur(z)
———_—_—_———— (———————
— > I N
z=0 Z= L/2 zZ= L/2 z=L

Figure 3-20: Transmission line model incorporating microphone

The left half has the pressure and volumetric velocity of pi(z) and Uy(z), while the right
half is characterized by p.(z) and U4z). The boundary conditions for the solution are then given
by:

pr (L) = Ur (L)Zout ( 3-71 )
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p,(0)=-U,(0)z, (3-712)

LY (L
D 5 =P, 5 : (3-73)
L L L
Ul (E] = Ur(_i) + pr(z)zmic,mt (3-74)

The addition of the microphone has little effect on the signal in the acoustic frequency

range of 100-4000 Hz, as can be seen from Figure 3-21.
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Figure 3-21: The effect of the microphone on the distributed excitation model

1 3.4.6. Modeling the concentration dependence

i With the distributed model, one can also consider the effect of concentration on the
signal, as in Figure 3-22. The concentration dependence for strongly absorbing gases have a
distinctive saturation shape. At very low concentrations, the signal increases sharply with
concentration, as is expected from the established photoacoustic theory for dilute mixtures.
However, once the concentration is high enough that all of the light is absorbed, the total heat

generation becomes independent of concentration. In this region the concentration dependence

of the signal is determined not by absorption but by gas properties such as ¥, and 7. For propane
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at 3.39 um, this transition occurs at very low concentrations, because this absorption line is
particularly strong.

The model also shows that while light loss from sidewall absorption has little effect at
high concentrations, it has a strong effect at low gas concentrations where it is comparable in
strength to the optical absorption of the gas mixture. The microphone has little effect on the

concentration dependence.
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Figure 3-22: Concentration dependence of distributed excitation model with different variations (f=326 Hz)

From Figure 3-22 one can see that PAS will be unable to quantitatively determine
concentration fractions for highly-concentrated mixtures of strongly absorbing species.
However, as will be discussed further in Chapter 6, saturation is not a problem for dilute
mixtures, weak absorption lines, or short path-length cavities—the exact conditions for which

other spectroscopy methods are inadequate.

3.4.7. A summary of the transmission line model
The transmission line model of the cavity includes thermal and viscous losses, absorption

saturation, wall absorption, changing gas properties, and acoustic leaks due to the fluid channel
and gas manifold. = Some additional sources of losses have been neglected, such as the
compliance of the cavity and tubing walls and the additional losses that occur from the direction
change between the cavity and channels. Also, the model assumes simplified geometries for the

elements of the flow manifold. Also, the model assumes that the pressure is sampled at a point at
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the exact center of the cavity. These simplifications are discussed further in Chapter 4, when the

predictions of the model are compared to experimental data.

3.5. Noise sources
A discussion of theory would not be complete without touching upon the subject of noise,

which sets the sensitivity limit. There are several sources of noise for photoacoustic studies. The
fundamental limit for PAS sensitivity is set by thermal fluctuation noise, which no amount of
careful engineering can avoid. Much of the photoacoustic literature has also been devoted to the
reduction of “background” noise, which is the signal generated by the non-selective absorption
of light by the cavity walls and windows. In my own experiments, my sensitivity was limited by

“ambient” noise—the underlying sound level in the room.

3.5.1. Thermal fluctuation noise—the absolute limit
The fundamental limit of acoustic signal detection sensitivity is set by the noise created

by the excitation of the acoustic nodes from thermal fluctuations. The power spectrum of this

noise has the acoustic coefficients given by [148]:

A (o) = _ 4Ap, kT
‘ " (w)‘ Vew,Q; [(1 - wz/ o; )2 + (a)/ w0, )ZJ (37%)

where 0y is the gas density, ¢ the speed of sound, k is the Boltzmann constant, T is the

5

temperature, V, is the chamber volume, and @ is the resonance frequency of mode j with a
quality factor Q;. While the total noise energy is k7, the values of O; change the frequency
distribution of the noise. From ( 3-75 ), one can see that there is no contribution from the
zeroth-order mode in the thermal fluctuation noise power spectrum. In non-resonant systems, in
which the signal frequency is well below the lowest resonant frequency (@ << @), ( 3-75)
reduces to [148]: |
2 4p,ckT
4. (@) =—‘V€Z,ij (3-76)
The effect of a noise source on an absorption spectroscopy system can be measured by
examining the noise equivalent power (NEP), which is the amount of power that would have to
be absorbed by the gas to produce a signal amplitude equal to the noise source. In the case of

non-resonant PAS, where the signal amplitude is given by ( 3-14 ), and assuming the worst case,
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which is that the noise is coupled entirely to the first-order mode, the noise equivalent power in

watts per root hertz is given by [148]:

870,c°kTV .*
(NEP)® = —20= —— ¢ ]
0,0, (7 - 1)2 (377)

This is derived by setting |Ag(@)| from ( 3-14 ) equal to |Az,(®)|, and substituting the NEP for

aWL. A factor 27is added to convert from watts to watts/Hz>. ( 3-77 ) indicates that the NEP
is reduced by decreasing the volume and excitation frequency and by increasing the resonant

mode spacing and Q.

3.5.2. Background absorption
Another source of noise in photoacoustic systems is the non-selective absorption of the

incident radiation by the walls and windows of the cavity. Assuming that absorption in the walls
and windows will result in a given source of heat flux, that heat will either flow into the solid

with flux gs or into the gas with flux gv. The ratio qy/gs is given by [11]:

q_V — pVCpV kV
qs pSCpskS (378)

From ( 3-78 ), one can see that background absorption can be reduced by working at lower
pressures or with highly-conductive wall materials. This is one advantage of silicon. However if
there is a significant contribution from wall absorption, the higher surface to volume ratios of

miniaturized systems could result in higher background levels.

3.5.3. Other sources of noise
There may also be significant noise sources in the electrical circuit of the microphone or

amplifier. Johnson noise is thermal fluctuation noise in the resistors of the amplifier. At very
low frequencies, “1/f” or “pink” noise could also be significant. In my experiments, the
sensitivity was limited by ambient noise—sound that was generated by sources other than optical
absorption in my testing area (see Figure 4-10 and Figure 5-9). The primary contributors to
ambient noise were the ventilation fan for the chemical hood in which I conducted my
experiments, and the mechanical vibration of the chopper. In theory, careful apparatus design

could dramatically reduce the contribution of such noise sources.
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4. Brass cell tests

4.1. Detector design

In order to test the theory described in the previous chapter, I used photoacoustic cells
manufactured with conventional machining techniques out of brass. These brass cells offered
several advantages over microfabricated cells for the purposes of theory validation. Each brass
cell took less than a day to make, allowing dimensions to be easily and quickly varied. Also,
conventional machining techniques allowed for the manufacture of photoacoustic cells with
cavities that more closely matched the idealized cylindrical cavity. Figure 4-1 shows an
overview of the brass photoacoustic detector. In addition to the photoécoustic cell, other
elements of the experimental apparatus included .the flow manifold, the optical excitation and
detection, the microphone and the electronics. This section describes each of these elements in

detail.

light detector

3.392 um
He-Ne laser

Figure 4-1: Overview of the brass photoacoustic detector
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4.1.1. The brass cell
Figure 4-2 shows a schematic for a typical brass cell. It has a cylindrical photoacoustic

cavity, with a fiber port at one end and a window at the other. The center of the cavity is tapped
for the microphone fixture, which is held in place with bolts threaded through the cell. Gas flow
channels intersect with the photoacoustic cavity at either end. The channel and cavity diameters,
labeled in italics, were varied in different cells. AutoCAD drawings of the brass cells are

included in the Appendix F.

windo chanlnel diameter

mounE;

77711/16" Swagelock for gas connection

threads for microphone
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channel tap
aﬂ/itydiameter \
T
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hole | i sdodotdd
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Figure 4-2: Brass cell schematic

Many cells were created with varying cavity and channel radii. All of the cells had a
cavity length of 40 mm, and flow channels with a length of 9 mm from the cavity to the
Swagelock threading. I focused on three cells in particular, the dimensions of which are listed in

Table 4-1.

CeII type I:‘cavltv Rt:hannel
wide-big leak (WBL) 1.5mm ([ 0.55mm
wide-small leak (WSL) 1.6mm | 0.17 mm
narrow-small leak (NSL) 0.75mm | 0.20 mm

Table 4-1: Brass cell dimensions

The optical fiber port had two parts: an outer 3-mm diameter hole sized to accommodate
the fiber support tubing, and an inner 0.3 mm diameter bare fiber insertion hole. The bolt hole
through the corner of the cell allowed for the cell to be mounted on an optical mount with XYZ-
position control for alignment to the light detector. The gas channels widened into larger holes
that were threaded for 1/16” Swagelock union fittings, allowing for standard tubing connections.
Figure 4-3 shows a picture of the brass cell attached to an optical mount with the window and

optical fiber already glued in place.
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Figure 4-3: Brass cell with optical fiber and window attached
After machining, I cleaned the brass cells in an ultrasonic bath with acetone, methanol,
isopropanol and deionized water. After drying the cells with an air gun and an hour bake in a

70°C oven, they were ready for assembly with the optical fiber and window.

4.1.2. Optical excitation
Optical excitation was provided by a 3.39 um He-Ne laser (Jodon [163], model HN7G).

The laser required a one-hour warm up period before producing a stable output. Once stabilized,
the output power variation was less than 5%, and was reproducibly measured to be 2.0 mW. The
light was modulated with an optical chopper from Stanford Research Systems [164], over either
the 100-400 Hz or 400-4000 Hz frequency range, depending on the chopper blade. The
modulation shape, as observed by a fast time-response infrared detector, was square. |

The light was coupled through a lens to a ~0.3 m long fluoride fiber. In addition to
having an anti-reflective coating for the mid-infrared range, the lens also had an SMA fiber
mount aligned to its focal point. The optical fiber (Thor Labs [165], GF-F-160) had a core
diameter of 160 pm, a cladding diameter of 200 um, a bﬁffer diameter of 500 um, and could
transmit light in the wavelength range of 500 nm to 4 um with a specified loss of 40 dB/km at
3.4 pm. The optical fiber was packaged in the lab with furcation tubing (3.8 mm in diameter), an
SMA connector at the lens end, and a stripped and cleaved fiber tip at the cell end.

In order to facilitate alignment, the mount for the fiber-coupling lens had XYZ-
translational control as well as 3-axis angular control. The alignment of the laser to the fiber was
monitored with the use of a custom-built, liquid nitrogen-cooled, indium antimony (InSb)
detector from Galileo [166], which had a fast time-response. However, the InSb detector was

not calibrated for absolute power level readings. For such measurements, I used a factory-
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calibrated thermopile detector from Molectron [167] with the high sensitivity of 0.1 mW, but a
very slow (~10 s) time response.

Before assembling each cell, I measured the transmission of the optical fiber as well as

" the window. The transmission of the 3-mm-thick CaF, window was consistently measured to be

85%, which matched that specified by the manufacturer [168]. The sidewall absorption in the
cavity was measured by comparing the naked fiber output to light power exiting the cell cavity
with the fiber inserted (but not epoxied) in place. The light was attenuated by ~50% after
passing through each of the different cell cavities. Table 4-2 summarizes the results of the

measurement of the power levels exiting the optical fiber before packaging. Each measurement

‘was repeated 5-10 times. The standard deviation of the & factor was calculated from the standard

deviation of the power measurements by the “propagation of errors” technique described in

Appendix J.
cell power (W) Ow 3 O3
NSL 1.69 mW 0.05 mW 15m”’ 3m’
WSL 1.45 mW 0.05 mW 25m” 5m’
WBL 1.08 mW 0.13mW 20m”’ 3m’

Table 4-2: Results of pre-packaged fiber power measurements
After these measurements, the stripped, cleaved end of the fiber was threaded into the

optical port of the brass cell, and fixed in place with a dot of epoxy in the outer port hole. A
spare connection mating sleeve, also affixed with epoxy, added further support. The 3 mm-thick
CaF, window was also attached with epoxy. After assembly I measured the light transmission
through the cell to confirm that it was consistent with the earlier measurements. The assembly
process occasionally incurred undesired additional transmission loss with possible epoxy creep
or damage to the optical fibei'. Cells with such losses were disassembled, cleaned, and

repackaged or, in an egregious case caused by an epoxy plug in the cavity, discarded.

4.1.3. Acoustic transduction
Pressure measurements were made with a Knowles EA-1954 microphone [169], a sketch

of which is shown in Figure 4-4. The microphone was powered with a ‘C’-type battery, and had
a nominal sensitivity of 8 to 15 mV/Pa, over a broad frequency range (~100 — 6000 Hz).
Sensitivity and range varied between microphones, and was determined by calibration as

explained below.
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Figure 4-4: Different views of the Knowles EA-1954 microphone

The microphone was also extremely sensitive to mechanical stress, and therefore required
a fixture that fully supported the microphone while facilitating a hermetic seal to the cell. The
fixture also had to be compatible with the calibration apparatus at the University of Florida. The
three-part aluminum fixture for the microphone is shown fully assembled in Figure 4-5. The
microphone was embedded in acoustic putty inside the fixture with its inlet tube flush to the
bottom. The fixture was bolted in place over the cell, sealed with either vacuum grease or a thin
elastomer gasket. The fixture used an S-video connector for electrical connection to the
microphone. Video cable allowed the microphone to communicate with a power/signal box,
which contained the battery and a BNC output for the microphone signal. The details of the

fixture and its assembly are included in Appendix G.

Figure 4-5: Packaged microphone connected to brass cell
Three different microphones were packaged in this manner and sent to the University of
Florida for calibration in a plane-wave tube. The magnitude and phase of the frequency response
for one of these microphones are shown below in Figure 4-6 and Figure 4-7. The response was
observed to be linear with pressure, as can be shown in Figure 4-8. The calibration apparatus
was limited to frequencies above 300 Hz. A small fraction of the data, however, was taken at

frequencies below 300 Hz. For the interpretation of these few data points, I approximated the
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sensitivity for lower frequencies with an extrapolation from a polynomial fit to the data in the

range of 300-1000 Hz. The details of this extrapolation and the calculation of error for the

microphone calibration are described in Appendix G.
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Figure 4-6: Frequency dependence of the sensitivity for one of the packaged microphones. A low frequency
extrapolation was used to interpret the few measurements taken at frequencies less than 300 Hz.
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Figure 4-7: Phase of a the frequency response for one of the packaged microphones
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Figure 4-8: Linearity of one of the packaged microphones at 1 kHz

4.1.4. Gas manifold
Experiments were conducted with mixtures of propane and nitrogen. Flow rates were

regulated with mass flow controllers (MFCs), which were calibrated using soap bubble tests. In
this method, the gas line is fed into the bottom of a gradated cylinder just above a rubber sac
 filled with soapy water. By squeezing the sac one generates soap bubbles that then move up the
column, pushed by the flow. As the bubbles move with very little friction, the rate of bubble
movement can be correlated to the flow rate. Every combination of controller and gas required a
separate calibration, the results of which are included in Appendix E. For the brass cell
experiments I used flow rates ranging from 1 to 50 sccm. The MFCs occasionally had
difficulties controlling the flow of propane at low rates (<2 sccm), allowing large fluctuations on
the time scale of seconds. With the soap bubble tests it was determined that in these conditions
the time-averaged flow velocity still matched the controller setting. However, I still avoided
| taking data under these conditions, which limited the dilutions that I could achieve with the flow
manifold. |

In order to reduce dead volumes and response time, I used 1/16” tubing with a small
inner diameter (~500 um) between the MFCs and the cell. Because of the leak effects discussed

in section 3.4.3, the tubing dimensions had a significant effect on the signal.
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Figure 4-9: Sketch of tubing connections
Figure 4-9, which is a repetition of Figure 3-10, shows the elements of the gas flow

manifold. Table 4-3 contains values for the dimensions of the different tubes that approximate

the geometry of the manifold.

___Element | Length | __Radius
Fiq ] 9mm depends on cell
i3 7 mm 0.794 mm
TFia 8 mm 0.635 mm
Tie ' 14 mm 0.635 mm
Jis 50 mm 0.254 mm
Tio 50 mm 3.2mm
Fo1 9 mm depends on cell
,JC.’E 9 mm ' 2.16 mm

Table 4-3: Dimensions for transmission line model of Z;, and Zy,

While the cell was designed to allow for the connection of venting tubing at the outlet, in
most experiments the outlet was left unconnected. The cell and gas manifold were entirely

contained in a vented, plexiglass hood, so the vent line was unnecessary.

4.1.5. Lock-in electronics and data acquisition
The microphone signal was sent to the input of a lock-in amplifier [164], which used the

chopper modulation signal as its reference. The lock-in amplifier communicated with a
computer using GPIB protocol. LabVIEW [170] was used to record the frequency and gas
conditions and to tabulate the response, while the modulation frequency and gas flow were set
manually. The microphone calibration data was used to translate the voltage level into an

acoustic pressure.
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4.2. Brass cell results
For model validation I studied mixtures of propane diluted in nitrogen. Three different

cells were tested: the “wide-big leak” (WBL) cell, the “wide-small leak” (WSL) cell, and the
“narrow-small leak” (NSL) cell. The WBL cell is similar in dimension to the WSL cell, but with
much narrower channel dimensions. Comparing the performance of these two cells allows one to
see the effect of acoustic leaks on the system. Similarly, the WSL cell and the NSL cell have
similar channel dimensions but different cavity diameters. Comparing the performance of these
two cells allows one to see the effect of cell volume on the system.

Two different types of tests were conducted. In frequency scans, the gas composition
was kept at 100% propane, and the chopper frequency varied. In concentration scans the
modulation frequency was kept constant, and the gas composition varied. In order to facilitate
comparison between different cells, which had large variations in light power due to differences
in fiber cleave quality, I plotted the data as the acoustic signal divided by the power entering the
cell from the optical fiber. It was assumed that the laser power and fiber alignment remained
fairly constant, so that the power levels measured for the prepackaged fiber (see Table 4-2),
could be applied. I periodically confirmed this assumption by checking that the power exiting

the window of the cell was consistent with earlier measurements.

4.2.1. Establishing the baseline: noise, flow dependence, and reproducibility
The brass photoacoustic detectors had a relatively high noise level, set by ambient noise

in the room. However, their performance was highly reproducible, and exhibited no dependence

on flow rate in the 5-50 sccm range.

4.2.1.1. Noise
Figure 4-10 shows the pressure signal measured in the cell for a variety of conditions

where there was no absorbing gas in the cell. There are two remarkable aspects to this data. The
first is that the noise levels are the same for all three conditions: the blocked laser/no flow case,
the blocked laser/full flow case, and the unblocked laser/nitrogen case. This proves that the
noise was not generated from gas flow or from background absorption in the cell, but by a noise
source common to all three cases. The other remarkable aspect of the noise is its frequency
dependence. The trend in the data matched my qualitative observation of the vibration noise of

the chopper, which was audible, and increased in pitch and volume with the frequency.
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Figure 4-10: Signal in absence of propane under different conditions ’ )

For comparison, the noise level of 200 WV corresponded to about 0.02 Pa. In the dilute
gas mixture tests described below in Section 4.5, I reduced the background to less than 0.001 Pa
for the NSL cell at 2000 Hz by placing a piece of acoustic foam between the chopper and brass
cell. This was further evidence that the chopper vibration was the dominant noise source for the

photoacoustic detector. Noise levels varied between cells, as can be seen from Figure 4-11.
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Figure 4-11: Noise levels for different cells

The variation between cells could be due not only to the differing dimensions, but also

small differences in the orientation of the cell to the chopper. However, it is not surprising that
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the cell with the largest leak, and therefore the greatest level of communication with the outside

world, had the highest noise levels. The phase of the noise was random, suggesting that the

noise could be assumed to simply add to the amplitude of photoacoustic signal, as was observed

in the dilute tests (Figure 4-31). \

Since the noise is dominated by ambient noise rather than background absorption, the
noise is independent of power level. For example, in a brass photoacoustic detector in which the
power level is 1 mW, a noise level of 0.02 Pa corresponds to a signal level of 20 Pa/W. The
signal to noise ratio could be increased in the brass photoacoustic detector by increasing the

power level.

4.2.1.2. Reproducibility
The brass cell performance was observed to be highly reproducible. Figure 4-12 shows

the frequency behavior of the NSL cell with pure propane, measured on different days. Each
data point represents a single voltage measurement, divided by the microphone sensitivity and
the power level measured for the cell. All of the data in this thesis is presented with error bars of
+20. The interested reader should refer to Appendix J for more information on how the .standard

deviation of the data was determined.
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Figure 4-12: Reproducibility of frequency data
Similar levels of reproducibility were observed for the concentration dependence of the

signal, as can be shown in Figure 4-13. Each data point in this figure represents the average of

77




&

i

20-50 voltage measurements, taken at the same composition, which is then divided by the

microphone sensitivity and power level.

200 r
T
Lo
§§'
(=]
S j
o kg
N120 | o
- {
a 80 -
©
c
2
(7]
40 1 « Narrow-Small Leak, 3/16/01 Data
e Narrow-Small Leak, 2/13/01 Data
0 L L 1 L
0 0.2 0.4 0.6 0.8 1

Fraction C3H8 in N2

Figure 4-13: Reproducibility of concentration data

4.2.1.3. Flow dependence _
Figure 4-14 shows a plot of signal versus flow rate for pure propane in a brass cell. Each

data point represents the average of 20-40 points. This data was taken with an uncalibrated
microphone, before I had the capability to measure power levels, so the signal is plotted as
voltage level instead of Pa/W. However, it shows that there is little flow dependence to the
signal, which is to be expected. The residence time in the smallest cavity at the maximum flow
rate of 50 mL/min was 85 ms, which was much greater than the largest excitation period (10 ms
for 100 Hz). Furthermore, low modulation frequencies were only used in frequency scans of the
cavity with flow rates of 5 mL/min. The higher flow rates were only used with concentration
scans (where the higher diluent flow rates were necessary to achieve small propane fractions),

which were conducted at frequencies greater than 300 Hz.
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Figure 4-14: Flow rate dependence of the pure propane signal at 311 Hz in the NSL brass cell.

4.2.2. Frequency response
Having established the ambient noise levels and reproducibility of the brass
photoacoustic detectors, we can then compare their behavior to that predicted by the transmission

line model described in Chapter 3.
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Figure 4-15: WBL data compared to model
Figure 4-15, Figure 4-16 and Figure 4-17 show the frequency response for the WBL,
WSL and WNL cells. Each plot contains two sets of data, one taken with the low-frequency
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(100 — 400 Hz) chopper blade, and one taken with the high frequency (400 — 4000 Hz) blade.

The plots also include the transmission line model predictions, and measured ambient noise

levels.
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Figure 4-16: WSL data compared to model
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Figure 4-17: NSL data compared to model
Like the data described in the Section 4.2.1.2, each data point represents a single voltage

reading which is divided by the microphone sensitivity and the power level. The measured

B I e Ll et ire e dmes
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ambient noise level has not been subtracted from these sets of data; it is a small fraction of the

signal, as can be seen from the figures.

4.2.3. Concentration dependence
Figure 4-18 shows the concentration dependence measured for the brass photoacoustic

detector at 326 Hz. Each data point represents the average of 20-50 voltage measurements,

divided by the microphone sensitivity the power level.
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Figure 4-18: Concentration dependence at 326 Hz
Figure 4-19 shows the concentration dependence measured at 2000 Hz. Comparing
Figure 4-19 to Figure 4-15 and Figure 4-17, one can see that the disparity in this concentration
plot is consistent with the disparity observed in the frequency dependence. One can also see from
the frequency plots above that the contribution of ambient noise is negligible at these excitation

frequencies.
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Figure 4-19: Concentration dependence at 2 kHz

4.3. Resolving the disparity between model and data

The goal of the brass cell experiments was to build confidence in the model developed in
Chapter 3, in order to better understand the design parameters for the miniaturization of
photoacoustic detection. While the model is not a perfect fit to the data, it does capture the
general shape and magnitude of the response without relying on scalable parameters. This
section examines the sources of disparity between the model and observed response.

The model is based on several approximations which may be responsible for the disparity
between it and the data. In the frequency response, the model consistently overestimates the
sharpness of the low-order, leak resonance peaks, while underestimating the effect of the first
cavity resonance. Both phenomena are symptomatic of the underestimation of losses in the
system. Furthermore, the model assumes that the pressure is sampled from an infinitely thin
plane at the midpoint of the cavity, adding to the error observed at high frequencies. The
addition of these factors to the model would improve the fit not only to the frequency data but
also to the concentration data. A further source of error for the> concentration data is the error in

the estimation of @and &, which are discussed in Sections 3.3.1 and 4.1.2.

4.3.1. Improving the model fit at low frequencies
Figure 4-20 shows how the addition of loss mechanisms to the channels and gas manifold

dampened the low-frequency peaks, but left the high-frequency response unaffected. In this
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test, the response of the regular NSL photoacoustic detector was compared to that of the same
detector with pieces of sponge added between Swagelock unions and the flow channel.
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Figure 4-20: The effect of sponge in the Swagelock channel inlets of the NSL cell

Clearly, any approximation about the loss sources in the channels and flow manifold will
affect the fit of the model at low frequencies. The model assumes that all of the channel and
tubing walls are rigid and also ignores the additional coupling losses that are incurred in going
from a large-diameter tube into a small-diameter tube, as well as ignoring the losses that occur as
a result of the right angle between the channels and the cavity.

To approximate the effect of these additional losses on the model I adjusted the model by
increasing (by a factor of 1.5) the incremental resistance and capacitance by in the transmission

line models for the leak and added an additional impedance, Z,47 = Rags + Lada, in series with Zin

and Zou. Raaq and L,4 account for the additional impedance of a small opening in a large duct

and are given by [99]:
V2p,0n
R =NT07 -
add SSC;“ | ( 4-1 )
_ Py
L= 4R, (4-2)

where oy is the density, w the radial frequency, 7 the viscosity, S, the cross-sectional area of the

flow channel and R,;, the channel radius.
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Figure 4-21: The effect of additional losses to the fit of the WBL model at low frequencies
Figure 4-21, Figure 4-22, and Figure 4-23 show how this modification of the model

improves the fit at low frequencies.
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Figure 4-22: The effect of additional losses to the fit of the WSL model at low frequencies
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Figure 4-23: The effect of additional losses to the fit of the NSL model at low frequencies

4.3.2. Improving the model fit at high frequencies
The leak has little effect at high frequencies, and therefore the modifications described

above to the leak model do not improve the high-frequency fit. On the other hand, adjusting the
position of the microphone to accommodate machining tolerances changes the high-frequency

behavior of the model while leaving the low-frequency behavior unchanged.
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Figure 4-24: The effect of shifting the microphone position on the fit of the WBL model
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Figure 4-25: The effect of shifting the microphone position on the fit of the WSL model
Figure 4-24, Figure 4-25, and Figure 4-26 show the result of microphone being forward

of the cavity midpoint by 1 mm, and also take into account the width of the microphone port.
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Figure 4-26: The effect of shifting the microphone position on the fit of the NSL model
Another factor that affects the high-frequency fit of the model is the approximation of a
perfectly cylindrical cavity. The details of the optical port and window termination become

more significant as the acoustic wavelength shortens.
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4.3.3. Improving the model fit to the concentration dependence
In addition to the adjustments discussed above, the concentration model is also affected

by the value used for the absorbance and for the sidewall absorption coefficient & As was
discussed in Section 3.3.1, the reported values for zat the 3.392 He-Ne laser line range from 737
to 1013 m™. Table 4-2 summarizes the standard deviation in the measurement of o. Figure 4-27
and Figure 4-28 show that for data over the full concentration range, where saturation occurs at

low concentrations, cand &have little effect on the shape of the concentration response.
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Figure 4-27: The absorbance value has a small effect on the full range concentration dependence
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. Figure 4-28: The effect of changing 3 (here varied by +20) is also small

4.3.4. Summary of model parameter effects
To summarize, the low frequency fit of the model is improved by including additional

loéses in the channels and flow manifold, while the high frequency fit of the model is improved
by allowing for machining tolerances in the position of the microphone tap. The high frequency
fit could be further improved by considering losses at the window and fiber ends of the cavity.
The model has some variability in the choice of material properties, particularly the absorptivity

and sidewall absorption coefficient. However, changing these values only alters the signal value

at low concentrations.

4.4. Implications for scaling
The model, combined with the brass cell data, provides insight into the true scaling

behavior of photoacoustic systems. This section discusses how these particular brass cells
illustrate the leak effect and the dependence on dimension.

Figure 4-29 compares the frequency response of the WSL cell to the WBL cell. These
cells are similar in cavity radius (the WSL cavity radius is 1.6 mm, while the WBL cavity radius
is 1.5 mm), but have dramatically different channel radii (the WSL channel radius is 0.17 mm
while the WBL channel radius is 0.55 mm). On the same plot I’ve included the response

predicted by the model in the absence of the leak. In the WSL cell, the leak causes the data to
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deviate from the expected response only at frequencies less than 300 Hz. In the WBL cell,
however, the leak has a significant effect on cell performance until about 2000 Hz. At high

frequencies, the WBL signal is slightly greater than the WSL signal, reflecting the slightly
smaller cavity of the WBL cell.

450

o WSL data set 1
* WBL data set 1
o WSL data set 2
¢ WBL data set 2
== \WSL, model w/o leak
= WBL, model w/o leak
-~ WSL model §distributed excitation, with micg
— WBL model (distributed excitation, with mic

400 r

350

300 | /!

P
N
a
o

T

N

o

o
T

Signal (

0 500 1000 1500 2000 2500 3000 - 3500 4000
Frequency (Hz)

Figure 4-29: Comparing the frequency dependence of the WSL and WBL cells

Figure 4-30 compares the WSL cell to the NSL cell. These cells are similar in channel
radius (the WSL channel radius is 0.17 mm, while the NSL channel radius is 0.20 mm), but have
dramatically different cavity radii (the WSL cavity radius is 1.6 mm while the NSL cavity radius
is 0.75 mm). As before, Ive included the response predicted by the model in the absence of the
leak on the same graph. Even though the two cells have similar channel dimensions, the effect
of the leak on the NSL cell is much greater because the cavity volume is more than four times
smaller than that of the WSL cell. Also, the response of the NSL cell is much greater than that of
the WSL cell, particularly at high frequencies, which reflects the scaling advantage of the
reduced volume. Figure 4-19, which showed the concentration dependence of all three cells at
2000 Hz, illustrates how the scaling advantages of miniaturization are recovered if the leak is
negligible. This sets an additional constraint on the design of the photoacoustic cell—it either

should be designed to operate at high frequencies, or the channels must be scaled with the

photoacoustic cavity.
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Figure 4-30: Comparing the frequency dependence of the WSL and NSL cells

We can obtain some intuition into the design rules for the cell dimensions by
reconsidering the lumped element model for the leak described in Section 3.2.4. In this model,

the time constant for an acoustic leak can be estimated from:

8nL, \ 7L R
T — ‘% e - 'ch cav " cav.
leak inlet ~cav ( T[R :.h I p0C2 ] ( 4-3 )

where 7 is the viscosity, L. the channel length, R, the channel radius, L.,y the cavity length, Reqy

the cavity radius, oo the density, and ¢ the speed of sound. The leak should have little effect as
long as the modulation frequency is greater than critical frequency, given by 1/(27%ea).
Applying ( 4-3 ) to the brass cells with pure propane, one calculates a 7q of 72 Us
(corresponding to a critical frequency 2.2 kHz) for the NSL cell, 630 us (250 Hz) for the WSL
cell, and 5 ms (31.5 kHz) for the WBL cell.  These predictions are consistent with the
observations of the brass cell experiments, particularly for the NSL and WSL cells. (The
channel radius in the WBL cell is so large that it doesn’t truly qualify for the small hole model,
as is described by Beranek [151])

The lumped-element model assumes that the channel length is much less than the
acoustic wavelength, and that no further tubing is connected to the channel. In cases where the
leak is large, as in the brass photoacoustic detectors, however, the flow channel allows the

pressure wave to penetrate into the flow manifold. This can be avoided by making the flow
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channel very long in addition to very narrow. The “penetration depth” of the acoustic signal
away from the cavity is characterized by |1/8.|, where S, is the propagation constant in the
transmission line model of the channel. In order to avoid penetration into the fluid manifold, the
length of the channel should be greater than the penetration depth. One can obtain the design rule

for this requirement by substituting for the transmission line parameters described in Table 3-2:

14

1/2
c 1 A R
Lch >— = _A( - J (4-4)
ol R12 (d, +(y—1)a, ) | "2m(dy+ (y-1)d,

ch

where dy is the viscous boundary layer, dy is the thermal boundary layer, and A, is the acoustic
wavelength. For a 9 mm cavity length, this condition implies that the frequency must be above
2000 Hz for all three cells. An alternative method for reducing the effect of the leak would be to
operate the cell in a resonant mode with the flow channels located at nodes of the cavity. The H-
cell design described in Section 2.3.2, for example, could be readily implemented with
microfabrication techniques.

In the absence of leak effects, one recovers the inverse area scaling behavior described in
3.1.2. In the case of non-resonant excitation, where the pressure can be assumed to be spatially
uniform in the photoacoustic cavity, and without leak effects, the transmission line equations

reduce to the simple solution:

U (r-twml-e)
s -
Jjol + G jwV[1+D(7_ 1) | 2« J (4-5)
2jS \ p,Cr0

Only heat conduction plays a role in the non-resonant response, because there is little flow to
contribute to viscous losses.

Another undesirable characteristic of the brass cell chemical analysis system is the
saturation of the photoacoustic signal at relatively low concentration levels. This effect is
exaggerated by the long cavity, and by the choice of wavelength and analyte. (The 3.4 wm
propane absorption peak is particularly strong) However, PA detection could be a powerful
technique for analysis at low concentrations or at weak absorption peaks. For example, the
absorption levels for overtone spectra in the near infrared are typically a factor of a thousand less

than mid-infrared absorption levels. PA detection has also been shown to be sensitive to
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extremely low gas concentrations. The following section describes a test of the sensitivity limits

of the NSL photoacoustic detector.

4.5. Dilute mixtures

Low propane concentrations were achieved with a pre-mixed cylinder of 100 ppm
propane in nitrogen, further diluted by flow-controlled mixing with nitrogen. The data was
taken at a relatively high (2 kHz) frequency to reduce leak effects. Also a piece of acoustic foam

was placed between the chopper and the cell to reduce ambient noise from the chopper vibration.
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Figure 4-31: Data from the NSL at 2000 Hz for dilutions of propane in nitrogen

Figure 4-31 shows the concentration dependence of the response. The model prediction
is plotted against the data. The data is offset by the ambient noise, which adds to the signal. The
data fits a line with a slope of 3210 Pa/W. The transmission line model predicts a slope of 3150
Pa/W . The slope of the data is within 2% of the model, which is well-within the uncertainty of &
and o

In the absence of leak effects, one could apply the formula described in Section 3.1 that
describes the non-resonant photoacoustic signal for low-level gas detection:

JO% (7 - I)L |
lope =
stope |w(1+ JjloT, V| (4-6)

Assuming op = 921 m!, R =0.75 mm, y= 1.124, and @ = 2m(2000Hz), ( 3-16 ) yields a slope of
5143 Pa/W.
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From Figure 4-31, one can see that the minimum detectable power level for the NSL
photoacoustic detector at 2000 Hz was about 10 ppm. This is much higher than the 10 ppb
sensitivity for methane at 3.39 um reported by Kreuzer [5]. (The absorptivity of methane at 3.39
um is near that of propane) However, since our sensitivity was limited not by background
absorption but by ambient noise, the sensitivity would be 1 ppm for a 15 mW source such as was
used by Kreuzer. A reduction in ambient noise could increase the detector’s sensitivity further.
The sensitivity of Kreuzer’s detector was limited not by ambient noise but by background
absorption [5]. Conventional theory for low-level gas detection in the absence of the leak effect
predicts that miniaturization should increase the signal to noise ratio of a non-resonant detector at
the fundamental thermal fluctuation noise limit (see Section 3.5.1). However, background

absorption noise should increase with miniaturization.

4.6. Integration of photoacoustic detection

4.6.1. Microchemical system design
In order to illustrate how photoacoustic detection could be integrated with other

miniaturized systems, I combined photoacoustic detection with a microreactor in a hybrid
fashion. Figure 4-32 shows a microchemical system coupled to a PA detector cell, with the
optical excitation—an infrared diode—inserted in the optical port. The cell was machined out of
brass but with a different optical port than the brass cells described in section 4.1. I’ll refer to

this cell as the “diode cell,” and the detector portion of the system as the “diode detector.”

Figure 4-32: Photograph of the diode microchemical syStem (the gas manifold, microphone, and control
electronics are not attached) '
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Figure 4-33 shows a schematic of the microchemical system. Gas enters through the
Swagelock inlet and flows first through the microreactor, and then through the photoacoustic
cavity before exiting the cell. In some respects, the diode detector was quite similar to the brass
and pPA detectors. The acoustic transducer was a Knowles hearing aid microphone, like what
was used with the brass cells, which was inserted into the underside of the cell, opposite the
microreactor. However, the microphone in the diode detector was not packaged and calibrated.
The lock-in electronics and data acquisition software were similar, as was the gas manifold
(although carbon dioxide was used as the inert gas instead of nitrogen). A piece of double-side
polished wafer was used for the window, instead of a CaF, disc, which had a transmission of
about 50%. The elements of this design that varied significantly from the other detector are

described below.

gas flow
_’
flow channel

silicon exit
window

outlet

Figure 4-33: Schematic of diode microchemical system

4.6.1.1. The microreactor
The microreactor consisted of a channel etched through a silicon wafer, capped on the top

by silicon nitride and on the bottom by an aluminum plate. Platinum lines on the membrane
could act as heaters and temperature sensors. The microreactor was based on a design by Ravi
Srinivasan which is documented elsewhere [1, 37]. The microreactor channel length was 14
mm, and had a cross-sectional area of 0.43 mm?. The micrdreactor was normally mounted on a

metal chuck, which connected its flow channels to standard gas tubing. The diode photoacoustic
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cell was designed to be the same size as this microreactor chuck, so that the combined

microchemical system took up no more room than the original reactor.

4.6.1.2. Diode cell design
Figure 4-34 shows a schematic of the diode cell, omitting the additional flow inlet for the

microreactor. The cavity radius was 0.75 mm, and the length was 14 mm. The flow channel
between the microreactor and the cavity was 6 mm long with a radius of 0.4 mm, and the flow

channel from the cavity to the outlet was 9 mm long with a radius of 0.4 mm.
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Figure 4-34: Sketch of diode cell (additional microreactor connections omitted for clarity)

4.6.1.3. Optical excitation .
Instead of a laser, this system used an infrared diode for excitation [171]. According to

the manufacturer’s specifications, the diode had a center wavelength of 3.4 um, a bandwidth of
400 nm and a maximum power of 20 uW, although only for pulses of short duration. For a
sinusoidal drive, the maximum power was 7 uW. This power level was too small to be measured
with my detector. The diode power spectrum was also highly dependent on temperature, which
was not tightly controlled in my device.

Instead of mechanical chopping, electrical modulation was used to modulate the light
source. The diode required a current drive with an amplitude of 1 A for the 7 uW power output.
A bsimple driver circuit (Figure 4-35) converted a sinusoidal voltage source, created with a
commercial frequency generator, into a current source. The current stage of the amplifier
required the use of a high-power op-amp [172], and high power resistors. The amplifier stage

provided the desired 1 A output with the frequency generator and high power resistors that were
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already available in the lab. Later I switched to a more sophisticated frequency generator that
could be controlled through GPIB, facilitating data acquisition. The circuit was pretty noisy,

with a noise level of about 200 mA superimposed on the signal, but sufficient for demonstration

purposes.

|0Ut

@ diode

Figure 4-35: Driver circuit for the infrared diode

4.6.2. Results
The detector was critically affected by the pressure on the microphone and the placement

of the diode into the cell, so that performance varied from run to run. Operation was consistent,
however, once the cell was assembled. There was a lot of noise at low frequencies for the
detector, completely masking any non-resonant signal. However, I did observe a resonant peak
that was near that of the first longitudinal resonance frequency for the ideal sealed cavity, as is

shown in Figure 4-36.
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Figure 4-36: Dependence of resonance peak on gas composition
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As the gas composition changed, the peak increased and shifted slightly. The shift was
due to the slight change in the speed of sound between carbon dioxide (270 m/s) and propane
(250 m/s). The first longitudinal resonance for a 14 mm-long sealed cavity should be 8.9 kHz for

propane and 9.6 kHz for carbon dioxide. Figure 4-37 shows data over a larger frequency range.
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Figure 4-37: Data over a larger frequency range for the microchemical system

From Figure 4-36 and Figure 4-37, one can see both the large run-to-run variability of
this detector as well as the large background absorption signal. The background was probably
from the overlap of the diode spectra with the 4.2 pm carbon dioxide absorption peak. I did not
combine detection with a microreactor in operation.

This microchemical system was used as an early demonstration of the potential of
photoacoustic detection for integrated analysis. It was not a well-characterized system, and,
because of leak effects, the detector performance depended on the acoustic properties of the
microreactor structure as well as the flow manifold. The implications of this dependence are
discussed further in 6.2.2. However, this system does illustrate how photoacoustic detection
could be combined with the microreactor.

This system also demonstrates how infrared diodes might be used in place of lasers for
photoacoustic detection. The advantage of diodes is that they could be used in a truly portable

system. High-power laser diodes are available in the near-infrared for chemical analysis with
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overtone spectra. Multiple photoacoustic cavities with diodes of different wavelengths could be
used to examine multicomponent mixtures.

Whether diodes or lasers are used for the light source, as the size of the photoacoustic
detector decreases the limits and dimensional tolerances of conventional fabrication methods
grow in significance. The WSL brass cell, for example, used the smaliest available drill bit
diameter for the flow channels, and still was subject to significant leak effects at low frequencies.
Microfabrication facilitate meso-scale photoacoustic detection, while creating the capability for
monolithic integration where appropriate. The next chapter describes how a photoacoustic

detector can be microfabricated.
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5. A microfabricated
- photoacoustic detector

5.1. Detector design
Figure 5-1 shows a photograph of the microfabricated photoacoustic (WPA) detector. The

microfabricated cell was mounted on a base plate, which was in turn mounted on a chuck that
facilitated fluidic connections. The optical excitation, gas manifold, lock-in electronics and data
acquisition for the WPA detector were the same as was used for the brass photoacoustic detector.

The cell design and acoustic transduction method, however, were different.
W T

ensor
oLt

sensor

A cell

nas flow _-base plate

~uPA chuck

Figure 5-1: Close-up of the uPA detector
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5.1.1. Microfabricated cell structure
Like the brass cell, the WPA cell had a photoacoustic cavity, flow channels, and an optical

port. Part of the upper wall of the photoacoustic cavity was a flexible membrane that deflected
with the changing pressure levels in the cavity. The walls of the UPA cavity were also semi-
transparent to infrared light, so that light was lost all along the cavity rather than just through an
exit window at the end. Figure 5-2 shows a schematic of the pPA cell, which was made by
bonding two silicon wafers.

The cavity wafer was polished on both sides, and was about 460 um in thickness. The
photoacoustic cavity of the pPA cell was trapezoidal in cross-section, with the characteristic
54.7° sidewalls formed by potassium hydroxide (KOH) etching through the wafer. It was
designed to be 15 mm long with a top width of 700 pm, which would narrow to a 50 um slit in
the bottom of the wafer. This design had the disadvantage of requiring the aluminum base plate
to form the bottom wall of the photoacoustic cavity. However, the through-wafer cavity
simplified fabrication and allowed for a wider sensing membrane without the addition of a third

wafer. It also could facilitate the post-bonding lining of the cavity walls with metal, an option

not pursued.
25 mm
.
: 20 mm
cap wafer )
(SOl)
\
[
cavity !
wafer | optical port

fiber stop

gas inlet

Figure 5-2: Drawing of the uPA cell, with the bonded wafer stack separated for iilustration -
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A second KOH-etched trench, which was exposed with the die saw, formed the optical
port. This port was designed to be 5 mm long with a maximum width of 500 um, which was just
large enough to accommodate the stripped optical fiber. A short (250 pm), isotropically etched
trench, designed to be slightly narrower than the stripped optical fiber, separated the optical port
from the cavity. The purpose of the connecting trench was to permit light to enter the cavity
while providing a mechanical stop for the fiber.

The meandering flow channels were much longer than in the brass cell. They were
designed to be 32.5 mm in length and semicircular in cross-section with a radius of ~150 wm.
‘Flow inlets for the gas channels were etched into the back of the cavity wafer. |

A silicon-on-insulator (SOI) wafer was used for the capping layer. The handle of the
capping layer was etched away in a rectangular “viewport” over the photoacoustic cavity to
create the sensing membrane. The membrane thickness was that of the device layer of the SOI
wafer, specified by the manufacturer to have a thickness of 2.2 um. The oxide layer of the SOI

wafer was specified to be 1.1 um.

5.1.2. Cell fabrication
Figure 5-3 shows an overview of the PPA cell fabrication process. The photoacoustic

cavity, optical port, and gas inlets were created first by potassium hydroxide (KOH) etching.
Then the gas channels and fiber stop were formed with an isotropic sulfur hexaflouride (SFe)
etch. An SOI wafer was bonded to the cavity wafer, and then etched back in the region of the
cavity to create the pressure-sensing membrane. Finally, the wafer was cut into die, with the cut
opening the fiber port. Appendix I contains a detailed account of the process flow. Most of the
processing techniques used are well established for the field of microelectromechanical systems
(MEMS), and are described elsewhere [173-175]. A few details about this process merit further
discussion, however. /

| Instead of the conventional semiconductor industry masks produced from by an outside
vendor I used high-resolution transparencies [176], which were converted to glass masks in the
lab. The price of these masks was trivial, and they had only a 1-day turnaround from idea to
mask. The disadvantage of these masks was their relatively poor (~25 pm) resolution. With the

large features of the WPA design, this was not much of a problem. The poor resolution did,
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however, result in rougher cavity sidewalls than are normally seen with KOH etches, and with a

small increase in the final photoacoustic cavity top width (750 um instead of 700 pm).

i

1. KOH Etch to form cavity, fluid ports and fiber inlet

i A

(DRIE) to create membrane

i

4. Deep reactive ion etch
Figure 5-3: Overview of LPA cell process

Another interesting aspect of the process was its use of a nested mask. Photolithography
is a highly planar process, and consequently it can be difficult to pattern new layers on a wafer
with lots of surface “geography.” Instead, MEMS researchers often make use of a nested mask
procedure, where the mask for a future step is patterned onto the wafer and then buried until
required. Such a technique was used here. Before patterning for the first etch step (the KOH
etch of the cavity, inlets, and fiber port), a 1.5 um layer of silicoﬁ dioxide (“oxide”) was grown
on the wafer and patterned for the later isotropic etch (which defined the flow channels). When
creating this mask layer, it was extremely important to protect the oxide on the back of the cavity
wafer, even though it was not necessary for the future etch mask. Neglect of this step resulted in
extremely fragile wafers, particularly after the KOH etch, because of the stress placed on the
wafer by the unbalanced oxide distribution. The oxide mask was then covered with a nitride
layer that was used for the KOH mask. After the KOH etch, the nitride was stripped in hot

phosphoric acid, leaving the oxide mask intact.
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The role of oxide layers was not always positive in the device fabrication process. One
goal of the process was to achieve a stress-free sensing membrane. The use of an SOI wafer
facilitated this, by providing a single-crystal material for the layer. However, much care was
required to avoid leaving oxide layers on the membrane. Figure 5-4 shows the wafer
immediately after the DRIE step that releases the membrane. In addition to the buried oxide
layer of the SOI wafer, some oxide formed on the underside of the membrane, even when the
bond was carried out in nitrogen. While the SOI insulator oxide could be readily removed, the

oxide layer on the cavity interior was more tenacious.

[ silicon dioxide

Figure 5-4: Care had to be taken during the release of the membrane to avoid oxide layers. a. The wafer
immediately after the DRIE step. b. After a piranha clean and BOE dip, oxide was still present inside the
channels and cavity. c. An HF vapor etch removed all of the oxide.

The usual wet etchant, buffered oxide etch (a mixture of hydrofluoric acid, ammonium
fluoride and water), was ineffective because surface tension forces prevented it from entering the
Cavity. Instead, hydrofluoric acid (HF) vapor was used to remofle the oxide on the underside of
the wafer. The wafer was placed in a standard wafer boat, standing on its end in a beaker with a
shallow layer of HF. Since the vapor pressure of HF is relatively high, this was sufficient to
eventually remove the oxide from the cavity walls. The transport of the HF to the interior
membrane surface was assisted by the slit on the bottom of the cavity. |

The vapor etch was inconsistent, however. While the oxidé at the center of the cavity
disappeared rapidly (in seconds) the oxide at the edges of the cavity sometimes required much
longer exposure times for removal. This was partially due to unintentional masking by
photoresist contamination that entered the cavity during a piranha (a mixture of sulfuric acid and
hydrogen peroxide) clean following the final DRIE etch. (The DRIE step not only used
photoresist for the masking layer, but also to temporarily mount the device wafer on a larger
silicon handle wafer.) Here the slit at the bottom of the cavity was a disadvantage, because‘ it

facilitated the transport of contaminants into the cavity interior.
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Figure 5-5: Image of a membrane for which the oxide was not completely removed

Figure 5-5 shows a microscope image of a membrane for which the oxide was only been
partially removed. The oxide is ‘\}isible at the cavity edges through the semi-transparent
membrane. The slit at the bottom of the cavity is also visible. For the device in the figure, the
stress from the remaining oxide layer was sufficient to bﬁckle the membrane. This problem
could be solved in future processing by using a handling method for the DRIE system that
doesn’t require photoresist or a wet release, and by using ‘okide, patterned before the bonding
step, for the etch mask. -

The HF vapor etch was continued, sdmetimes alternating with cleaning steps such as
ashes or piranha cleans, until the oxide was no longer visible and the membranes appeared flat.
Once the membranes were released, the wafers required delicate handling. This was particularly
true on the die saw, where the tops of the wafers were covered with tape to protect the
membranes from the water spray. After the dice were fully released, they were cleaned with
acetone, methanol and isopropanol, and then baked at 70 °C for an hour. A few samples were
coated with 50 nm of aluminum to increase reflectivity to the Philtec sensor. However, the
Philtec sensor was found to be effective without the metal coating, which could affect the
mechanical properties of the membrane.

The final dimensions of the cell were slightly different than as designed. As was
discussed above, the top-width of the cavity (which also defined the membrane width) was 750

um instead of 700 um, and the flow channels were semicircular with a radius of about 220 um

instead of 150 um.
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5.1.3. Mounting the cell
The aluminum base plate was necessary not only to facilitate the attachment of the cell to

the fluidic ports in the chuck, but also to provide the bottom surface of the photoacoustic cavity.
Indium or vacuum grease was used to attach the cell to the plate. The indium had the advantage
of being inorganic, so that there was no danger of contamination with its use. However, the
indium sealant had very little “give.” As the base plate was tightened down on the chuck the
membrane would sometimes distort and bend, even when a thick base plate was used. The
vacuum grease was more pliable, insulating the membrane from the strain of the pressure fitting
to the chuck. This strain was further minimized by the use of vacuum grease between the chuck
and base plate as weli, instead of o-ring seals. The grease was kept away from the cavity region
of the base plate. While contamination from the organic grease could have been a problem,

background absorption was not observed in the pPA chemical detector.

Figure 5-6: Mounting the uPA cell. It’s not quite as easy as 1-2-3

After mounting the cell on the base plate, the base plate was mounted onto the chuck. The
chuck had two parts: a brass piece that contained fluidic connections, and a Teflon piece that
could be screwed down to an optical board. After mounting the plate onto the chuck, I inserted
the fiber into the cell, fixing it to the base plate with epoxy, while also applying dots of epoxy to
the corners of the cell. It was important to apply the epoxy only after the base plate had been
mounted on the chuck, so that the cell could adjust to the strain of the base plate clamp.

As in the case of the brass cell detectors, the transmission of the optical fiber was

measured before inserting it into the cell. Unlike the brass cell detectors, however, I was unable
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to directly measure the light lost as it passed through the cavity in order to confirm that no
further light was lost in the packaging process, and to determine the sidewall loss parameter ofor
the specific cell. The measurement was approximated with a sacrificial UPA cell, cleaved to
expose the cavity just before the viewport. Comparing the light output of a fiber before and after
being inserted into the exposed cavity yielded a value for & of about 1000 m™. As there was only
one experiment, the standard deviation was estimated from the maximum fractional standard
deviation observed for the brass cells (20%, or 200). This 6 value seems high; o for propane is
~921 m’', while the brass cell value was 13 m™. This measurement method could not distinguish
between light lost from sidewall absorption and light lost because of being blocked by the fiber
stop.

5.1.4. Acoustic transduction
A Philtec [177] fiber optic displacement sensor monitored the motion of the membrane.

The sensor head is actually a bundle of fibers, some of which emit light and others monitor the

light reflected back to the head. The fraction of light returned, which is proportional to the
output voltage, could be correlated to the distance of the fiber head from the surface. Figure 5-7
shows the relationship between the voltage and the separation of the sensor head from the

substrate.
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Figure 5-7: Factory calibration for the Philtec displacement sensor

There are two linear regions of operation, one in the near field with a larger sensitivity

and range of 15 pm, and one in the far field with a smaller sensitivity but a range of 140 um. The
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UPA devices used the near-field range. The sensor was very sensitive to the angle of the fiber
bundle head to the surface, but had an adjustable resistor to account for changing surface
reflectivity. The fiber head was mounted on a 3-axis micromanipulator with micrometer
actuators for positioning and calibration, the results of which are shown in Figure 5-8.
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Figure 5-8: Comparing calibrations for the Philtec sensor

The sensor was calibrated in its sensing position against a Newport™ Vernier micrometer.
This insured that the angular position of the fiber head was the same for both the calibration and
the experiment. One calibration was done against the top surface, where the sensor could be
pressed completely down to the surface. I also did a calibration against the membrane, but
avoided touching down on the surface, lest the sensor head break the membrane. The membrane
calibration matched that of the top surface, and a fit to the near-field response showed a slope of
70 mV/um, which was 27% less than the factory calibration slope. The difference is attributed
to a small deviation from perpendicularity. I used 1.63 V as my operating point. The standard
deviation of this fit to the slope, calculated from ( K-1 ), was 0.0004 V/um.

It was also important to position the sensor in the center of the membrane. The Philtec

sensor diameter was 510 pum, while the membrane had a width of 750 um. I positioned the

" Newport Corporation, 1791 Deere Avenue, Irvine, CA 92606
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sensor head during operation, using the magnitude of the photoacoustic signal to find the center

of the membrane.

5.2. Results

The membranes of many cells failed during fabrication—the yield was about 50%. When
membranes failed they didn’t shatter, as is typically observed for tensile membranes. Rather the
membranes would just crack, with most of the pieces remaining in place. The “packaging”
process was also prone to failure, particularly wheh using indium for the sealant, which required
heating the cell and base plate. I tested two devices, although the first device had a slightly
different design (the viewport window was longer, exposing most of the cavity), and was tested
before without the capability to measure light levels or to calibrate the Philtec sensor. Most of
the data in this section is from the second device. The light power meﬁsured out of the fiber prior

to its insertion into the WPAS cell was 0.6 mW, with a standard deviation of 0.06 mW.

5.2.1. Noise Measurement
Figure 5-9 and Figure 5-10 show the noise measured in the cell. Each plot contains two

sets of data, one in which the laser was blocked and another in which the laser was unobstructed,

but the cavity only contained nitrogen. In these two plots, each data point represents a single

measurement.
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Figure 5-9: Noise measured in the low-frequency range. The inset shows a close-up of 300-400 Hz.
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The measured noise levels for both cases are the same, indicating that background
absorption is insignificant compared to other noise sources for the WPA detector. There was also
a large noise peak around 200 Hz. The data did not exhibit a dependence on the chopper noise as
was observed for brass cell detectors. This was perhaps due to the much smaller leak for the
UPA cell, because of its long and narrow flow channels. Furthermore, the membrane was
oriented perpendicularly to the chopper, and was contained within the fume hood with its walls
covered with anechoic acoustic foam. (The brass cell was also contained within the anechoic
fume hood, but the gas outlet was pointed out of the hood, and so was susceptible to direct sound
waves.) The membrane was, however, oriented towards the vent for the fume hood, which could

be responsible for the noise spike at 200 Hz.
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Figure 5-10: High-frequency range noise measurement for the second UWPA device

5.2.2. Frequency Dependence
Figure 5-11 shows the frequency dependence of the response for pure propane measured

in the second UPA cell. Each data point represents a single measurement. The data shows an
inverse dependence on frequency, but has some anomaly between 3100 and 3400 Hz. This
anomaly is not due to a cavity resonance, as the first longitudinal resonance peak for the uPA
cavity should not occur until ~8.3 kHz. It is attributed, instead, to a flow channel resonance, as is
discussed below in Section 5.4. It should also be noted that the response of the Philtec sensor is
specified to be flat only to 2 kHz, and begins to roll off above that (the 3 dB point is specified to
be around 20 kHz).
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Figure 5-11: Frequency dependence of UPAS cell response. The flow rates were kept constant at 5 mL/min

5.2.3. Concentration Dependence
Figure 5-12 shows the propane concentration dependence of the signal at 401 Hz with a

total flow rate of 5 mL/min. Each data point represents the average of 50-100 measurements for
the same gas mixture settings. While still exhibiting some saturation behavior, the concentration
dependence of the WPA detector always increased with concentration level, so that the uPA
detector could be used to quantify gas levels even in high concentration mixtures. This was
much different than was observed for the brass cell detector. The reason is that not only is the
UPA cell photoacoustic cavity physically much shorter than in the brass cells, but also the semi-

transparent sidewalls make the effective length of the cavity shorter still.

110




100

401 Hz

Tyttt
wL

0 T T T T T
0.0 0.2 0.4 0.6 0.8 1.0
propane fraction

signal (uV)

Figure 5-12: Concentration dependence of the uPAS cell response at 401 Hz, with a flow rate of 5 mL/min

5.2.4. Flow Dependence
I'tested the first device before I was able to measure light power levels and Philtec sensor

position. However, it’s worth showing some of the data here, because it exhibited a strong flow
rate dependence (Figure 5-13). At 50 sccm, the residence time of the WPA cavity was only 3.5
ms. It is no surprise, then, that the signal should be attenuated at this high flow rate at 277 Hz,
where the excitation period was 3.6 ms. The lesson of Figure 5-13 is that the residence time must
be taken into account as the cell is miniaturized—either the gas flow rate should be reduced, or
the excitation frequency increased.

Having learned this lesson with the first uPA cell, I used flow controllers with a lower
range for the second WPA cell. There was little flow dependence in the lower flow range, as can
be seen from Figure 5-14. The slight upward trend was due to a small leak in the nitrogen MFC,
so that the “pure” propane was actually slightly contaminated with nitrogen. The contamination

fraction would be greater at lower propane flow rates.
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Figure 5-14: Flow dependence for pure propane in second uPA device

5.2.5. Reproducibility
Comparing the data in Figure 5-11, Figure 5-12, and Figure 5-14, which were taken over

a four-hour stretch on the same day, one could see that the signal measured for 5 sccm propane at

401 Hz ranged from 60-80 wV. The variation is due to noise as well as drift in the deflection
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measurement. Comparing Figure 5-11 and Figure 5-13 for 5 sccm propane at 277 Hz, one can
see that the second WPA cell was nearly twice as sensitive as the first. The difference could be
due to variations in the fiber cleave quality or in the alignment of the deflection sensor to the
membrane.  Clearly, more work would be required to establish reproducibility for the pPA
detector. However, the purpose of the WPA detector work for this thesis was simply to

demonstrate how a photoacoustic detector could be microfabricated.

5.3. Comparison to theory

5.3.1. Mechanical properties of the membrane
In order to compare the data to the transmission line model, the data must be converted to

the units of Pa/W. The displacement sensor calibration, shown in Figure 5-8, can be used to
convert the voltage reading to a displacement. However, we need to consider the mechanical
properties of the membrane in order to estimate the relationship between displacement and

pressure.

Figure 5-15: Schematic of membrane geometry

If the membrane is monitored in the center, far from either end, the membrane deflection
is uniform in the z direction, but varies in the y direction. For small deflections, the general
equation for a plate in pure bending in response to a uniform transverse pressure, P, is given by
[Timoshenko, 1940 #3]:

P
4 _
Vé’(y,Z)—D—R (5-1)

where { is the deflection at the position (y,z). Dg is the flexural rigidity of the plate, given by
[Timoshenko, 1940 #3]:
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where 4, is the membrane thickness, E the Young’s modulus (166 GPa in this case for Si [173)),
and vp the Poisson’s ratio (~0.28 [173]).

Far from either end of the cavity, ( 5-1 ) can be reduced to 4*¢ SY) - P . The boundary
dy Dy

conditions for the case of the clamped-clamped beam are that both the deflection and slope of the
deflection must be zero at the wall. Furthermore, the solution must be symmetric and have a

slope of zero at the center. The resulting solution for the deflection is:

P . Wiyt owt
- _—-f-—__
;(D’) 24D, [}’ > 16 (5-3)

which can be rewritten in terms of the maximum deflection, which occurs at the center:

;<y>=;m[m(§j‘ls[§f+l] (s

__Pw' _ Pwi(i-y)
384D,  32ER’ (5-5)

gmax

We can use this equation to estimate the relationship between the deflection measured by
the displacement sensor and the maximum deflection. The head of the displacement sensor is
circular with a radius, Ry, of ‘255 um. If we assume that the displacement perceived by the
sensor, é;vg, is the spatial average of the displacement observed within the circle defined by the

sensor head, then {;, is given by:

4 Ry Rir_xz

e =Ei~'([ {((Y)dydx (5-6)

which equals ~0.8¢,,, for Rz = 255 pum and w = 750 um. The ratio of the pressure to the
measured deflection is therefore given by:
P En’

=407—) )

For hy, = 2.2 ym and w = 750 um, this value is 242 Pa/um. This value should be treated with

caution. Assuming dimensional tolerances (20) of 5%, the tolerance of the membrane

sensitivity is £25% (the details of this calculation can be found in J.4.1). Furthermore, this error
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does not include uncertainty in the material properties or the possible effects of stress on the
performance of the membrane.

The fracture behavior observed for the WPA membrane, combined with the use of the
same material for both the membrane and support, suggested that the intrinsic stress in the
membrane was small, so that the solution given by ( 5-7 ) was appropriate. In order to verify
this, I measured the load-deflection characteristic of another membrane from the same wafer lot,

which is shown in Figure 5-16. The details of this experiment are given in Appendix K.
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Figure 5-16: Load-deflection measurement

Figure 5-16 shows the measured data compared against the predictions of ( 5-7 ). The
rollover observed in the figure for higher pressures is the result of the increased contribution of
membrane stretching, for which the pressure goes as the cube of the deflection. Figure 5-16
shows a reasonable agreement between the model and our measurement of the load-deflection
sample, which further supports the negligence of stress effects in the calculation of the
mechanical sensitivity of the membrane.

Finally, our analysis assumed that the operation point is far from any mechanical
resonances in the membrane. The resonance can be crudely estimated by considering the

membrane as a lumped mass-spring system. ( 5-5 ) provides a relationship between maximum
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displacement and force for the first bending mode, which should be the lowest order membrane
mode. (5-5) implies a spring constant for the mode of:

_ P(wL) _32ER}(wL)
spring é‘max - W4(1_V}2,) (5-8) 7

while the mass of the membrane is given by Mumem = Pmem(WLhy), Where Opem is the density of the

membrane material (2331 kg/m3 for Si [178]). The resulting resonance is:

K 2
= = — 32Ei_’m = 1.945 x 10° rad/s (31 kHz) (5-9)
mmem ﬂl - VP) mem

More precisely, the lowest resonance frequency is given by [179]:

(1))

mei

Eh? 5
w, =224 - =2.223 x 10° rad/s (35 kHz
mem \/12w4 (1 _ V; ) o ’ . ( ) ( 5-10 )

As expected, this is much greater than the excitation frequency, so that the assumption of the
static deflection behavior is valid.

Assuming ( 5-7 ), and using the calibration for the Philtec sensor described in Figure 5-8
along with the earlier measurement of the light power levels, the data can be translated into
Pa/W. Figure 5-17 and Figure 5-18 show the converted data. As was discussed above, this
estimate of error neglects uncertainties in the material properties as well as the possibility of

stress in the membrane.
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Figure 5-17: Concentration data converted into Pa/W
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Figure 5-18: Frequency data converted into Pa/W

5.3.2. Model predictions
Figure 5-19 shows the data compared against the model. At first, the fit of the unaltered

model was very poor; it predicted a response nearly an order of magnitude greater than what was
observed in the cell. One cause for the failure of the model was that it assumed that the cavity
walls were completely rigid. We can use the spring analogy from ( 5-8 ), above, to add the effect
of the membrane compliance into the model.

In the mechanical impedance analogy, a spring is a capacitor with a capacitance equal to
the inverse of the spring constant. In the conversion of the mechanical circuit analogy to the
acoustic circuit analogy, one picks up a factor of the area squared (the mechanical analogy is
force and velocity, while the acoustic analogy is pressure and volumetric flow rate). A capacitor
in the acoustic circuit analogy represents the effect of a cavity of volume, V, with a value & =
V/ooc®. The ‘compliance of the membrane can therefore be included in the model as an additional
volume, with a value Vg, given by:

Vo L) _ poc’wtli-v2)wL,)
0 ke T %2R (>11)

spring

where L, is the length of the membrane (which is slightly less than the cavity length L). Using
the parameters of the uPA cell, the value of Ve is 6.5 x 10° m? , which is more than twice that of

the cavity volume alone! The effect of the additional volume can be added to the transmission
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line model by adding VL to the cross-sectional area, S, used in the calculation of the

incremental capacitance of the transmission line representing the cavity.
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Figure 5-19: Comparison of frequency data with model

Also, as was the case for the brass cell, the transmission line model underestimates many
sources of loss in the flow manifold. Figure 5-19 also shows the effect of quadrupling the
resistances and capacitances in the model of the leak, which brings the model even closer to the
data. Figure 5-20 shows how the modeled concentration behavior, with the membrane
compliance included, compares to the data. If a significant fraction of the light from the fiber
were blocked by the fiber stop, then the actual inéident power in the cell would be less than was
measured; this would result in h‘jgher» values for the data in Pa/W. The fit of both the frequency
and concentration model was also dependent on the correct value for &, the sidewall absorption »
coefficient, which was determined experimentally. Even with these considerations, however, the

model agrees fairly well with the data, particularly when the membrane compliance is included.
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Figure 5-20: Comparison of concentration data with model

5.4. Improving the uPA detector

The purpose of the UPA cell experiments was to demonstrate that a photoacoustic
detector could be microfabricated. This design, therefore, had met the goals of the thesis.
However, several improvéments could be made to enhance the performance of this detector.

Like in the brass cell detectors, leak effects were significant for these devices, although
the WPA cell behavior was not nearly as dependent on the external flow manifold. This can be
seen in Figure 5-21. The nature of the leak is clearly revealed in a plot over a larger frequency
range (Figure 5-22). According to the formula ay = c/L., the first resonance of the flow
channels should occur at 3846 Hz. The multiple nodes of the impedance plot represent these

resonance points. This first channel resonance was probably responsible for the dip observed in
the data between 3100 and 3400 Hz.

119




4.E+10

i = = Cavity Z¢
i —Zin
Jr— Zout

3.E+10
------ Zin,Zout, flow channel alone

2.E+10

1.E+10

impedance magnitude (kg/s-m"4)

Pad
.-

0. E+00 ‘.)\tﬁ i I ! I : :“__ il

0 500 1000 1500 2000 2500 3000 3500 4000
frequency (Hz)

Figure 5-21: Comparison of impedances in the system
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Figure 5-22.: Comparison of impedances over a larger frequency range
This device demonstrates how having long channels is not sufficient for diminishing the
effect of the leak if the channels are not exceedingly narrow in comparison to the cavity. The
cross-sectional area of the flow channels was ~0.15 mm?, while the cross-sectional area of the
cavity was ~0.20 mm? Microfabrication techniques could easily be used to achieve much
smaller channel dimensions. Figure 5-23 shows the frequency response if the channel cross-

section were 'semjcircular with a radius of 10 pm, so that the leak effect were negligible. This
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would require modifying the fabrication process to create the channels and optical fiber stop in

separate etch steps.
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Figure 5-23: Effect of changing channel dimensions
Another improvement, the effect of which can be seen in Figure 5-20, would be to make
the membrane a much smaller fraction of the cavity wall. These membranes were 750 pm wide
and 10 mm long. They could be shortened to 3 mm with little loss in mechanical sensitivity.
Combined with smaller flow channels, this could further increase the signal for pure propane
(Figure 5-24). The reduced membrane length should be combined with smaller channel
dimensions, because otherwise the gains of the membrane reduction are offset by an increased

leak effect as the total “volume” of the cavity is reduced.
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Figure 5-24: Effect of shortening membrane to 3 mm

With these two changes, the pure propane response of the UPA detector could be as high
as 4000 Pa/W at 400 Hz. In contrast, the response of the NSL brass detector, in the absence of
leak effects, was calculated in Chapter 4 to be 400 Pa/W at 400 Hz. The size reduction from
microfabrication could potentially produce a factor of 10 in sensitivity enhancement. Even for
the real systems, including leaks and the membrane compliance, the response of the WPA cell at
400 Hz, 400 Pa/W, was more than double that measured for the NSL brass detector (200 Pa/W).
The resolution of the WPA detector, however, was much poorer than that of the brass cell
detector. The noise level of 10 wV limited the minimum detectable concentration (with a 0.6
mW source) to about 5% propane in nitrogen.

The concentration resolution of the WPA cell could be improved by reducing the flow
‘channel diameter and by decreasing the membrane length. It could be improved further by
changing to a more sophisticated microphone or by coating the sidewalls of the cavity with a
reflective material. The semi-transparent nature of the cavity walls is a double-edged sword.
While it effectively shortens the cell, increasing the concentration range over which the detector
can operate, it also dramatically reduces the amount of light power that can be contained in the
cavity. I measured a light loss parameter, 6, of 1000 m’! for the cavity, which implied that even
in the absence of absorbing gas, the light in the cavity was attenuated by a factor of 10 after 23
mm Therefore, the bulk of the cavity is “wasted space,” in which no heat could be generated.

In the absence of leaks, the additional space only increases the total surface area over which the
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force, generated by the absorption in the front part of the cell, is distributed. (When a leak is
present, the additional volume buffers the effect of the leak, as was discussed in Section 44)
Therefore, one way to increase the sensitivity and resolution of the detector without increasing
saturation effects would be to make the cavity very short. Figure 5-25 shows the concentration
dependence of the UPA cell with a variety of modiﬁcations. Reducing of the leak also affects the
range of the detector; it slightly decreases the maximum resolvable concentration.

Another way to increase the sensitivity and resolution of the uPA detector would be to
coat the inside walls of the cavity with a metal such as gold to enhance their reflectivity. This
would greatly increase the resolution of the detector, but would reduce the total concentration
range. With small flow channels and a reflective coating, the uPA detector could detect 400

ppm of propane, even with the simplified optical microphone.
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Figure 5-25: Improvements to the concentration resolution
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6. Conclusions

6.1. Contributions of this thesis

This thesis makes several contributions to the miniaturized chemical analysis research
community:
® Quantitative analysis of the dimensional dependence of the gas-phase
photoacoustic effect, with a transmission-line-model that applies to both dilute
and high-concentration mixtures.
e Demonstration of gas-phase photoacoustic detection on the miniature scale in a
variety of configurations.
¢ Demonstration of a microfabricated photoacoustic detector for gas-phase species.
e Demonstration of miniaturized gas-phase photoacoustic detection in a system.
This work represents the first demonstration of gas-phase photoacoustic detection on the
meso-scale. There is much potential for further development. However, there are also some

issues particular to photoacoustic spectroscopy that have appeared repeatedly in this thesis.

6.2. Limitations of photoacoustic spectroscopy

6.2.1. Concentration range limitations
Photoacoustic detection may be inappropriate to systems with large variations in gas

composition. There are two reasons for this: high optical absorption levels and changing
acoustic properties. This limitation is best illustrated by the highly non-linear concentration
dependence exhibited in Figures 4-18 and 4-19. High optical absorption levels are only a
problem for strong absorption peaks, such as the 3.39 pum propane peak used in this work.
Switching to the weaker absorption bands, or using a differential excitation technique could
eliminate absorption saturation effects.

The greater problem with applying photoacoustic spectroscopy to systems with large gas
composition changes is that the photoacoustic signal depends not only on the absorptivity of the

gas but also on properties such as ¥ and the speed of sound, c. This problem is far worse in
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systems where there are large acoustic leak effects, because the magnitude of such leaks depends
on the viscosity and thermal conductivity of the gas. |

For chemical systems where the component identities are known in advance, a possible
solution to this dilemma would be to use a low-leak, resonant photoacoustic cell with a feedback
loop to control the acoustic frequency. There would then be two pieces of information from
each reading—the speed of sound and the photoacoustic sighal level—from which to determine
the gas composition. Problems with changing acoustic properties could also be avoided in
solid- or liquid-phase systems, where an unchanging, inert gas carries the acoustic signal.

Other techniques may be better for detection in systems with high gas concentrations.
The light absorption saturation “problem” is a testament to how strong the mid-infrared
absorption lines for some gases can be—they don’t require a particularly sensitive detector. A
conventional absorption spectroscopy technique is more appropriate for such a system, even
though its ultimate sensitivity is less.

However, photoacoustic detection may be the best technique for detecting small changes
in concentration level, such as in the case of dilute mixtures. In Section 4.5 I discussed the
detection of 10 ppm levels of propane in nitrogen, in a relatively unsophisticated photoacoustic
detector with a weak laser source and all the problems of acoustic leaks and ambient noise. This
corresponded to a total absorbed power of 370 nW. The literature suggests that ppb levels of
detection are easily within reach with photoacoustic detection. Such sensitivities far exceed

those of other gas-phase absorption spectroscopy work in miniaturized cavities [69].

6.2.2. Confinement of the acoustic signal
The other issue that was recurrent in this work was that of acoustic leaks. - This is

particularly problematic for integration of photoacoustic detection with other systems, where it is
difficult to acoustically isolate the photoacoustic cavity from other components in the system.
The connecting flow channel must be long relative to the acoustic wavelength, and Very narrow.
This presents three strategies for the integration of photoacoustic detection: using very long flow
channels, using high acoustic frequencies, or making the whole system the photoacoustic cavity.
The most straightforward strategy is to have long, narrow flow channels connecting the
photoacoustic cavity to the rest of the system. In 4.4, 1 discussed howvone could eliminate leak
effects in the WPA cell by maintaining the same long channel length and decreasing the channel

radius to 10 pm. The advantage of this strategy is that it allows one to still use low acoustic
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frequencies, for which there is a large non-resonant response. However, the disadvantage of this
integration method is that the long flow channels could potentially introduce a large delay in the
system response, particularly if the flow rate is also limited. Also, they would increase the size
of the total system.

The connecting flow channel could be much shorter and broader if a higher acoustic
frequency were used. In such an implementation, resonant detection would be preferable to
non-resonant. For example, an H-cell type resonator, such as that shown in Figure 2-6, might be
readily implemented with microfabrication techniques. A further advantage of resonant cells is
that the flow channels could be placed at the nodes of the resonant mode, reducing their
influence. ‘

Finally, one could abandon the modular approach and design the photoacoustic cavity to
include other parts of the system. For example, one could combine the microreactor and
photoacoustic cavity. The advantage of this integration method would be a fast time response,
allowing the study of chemical reactions in situ. Reactor chambers and photoacoustic cavities
are routinely combined for kinetics studies of solid-phase catalysts. However, the disadvantage
of this system would be that it the photoacoustic cavity could place additional constraints on the
chemical reactor design, such as limits to the flow rate or operation temperature. Also, the
chemical reaction could interfere with the photoacoustic signal transduction, or the optical

stimulation could interfere with the reaction.

6.3. Future work

6.3.1. Improvements to the gas-phase detector design
The elimination of leak effects through better channel and cavity design could

dramatically improve the performance of these miniaturized gas detectors. Armed with the
transmission line model—which applies to resonant systems as well as non-resonant—one could
g0 on to design miniaturized resonant cells. An H-cell resonator, which uses the longitudinal
modes, could be a logical first step.

Another improvement would be to replace the optical microphone with an integrated
capacitive microphone. Such a step would eventually be necessary for a miniaturized system as

the current microphone is quite bulky.
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6.3.2. Miniaturized solid and liquid phase spectroscopy
The great commercial success of photoacoustic spectroscopy has been not in gas phase

systems but in the study of solid phase catalysts. An array of packed-bed microchemical systems
with parallel detection would be extremely useful for commercial catalyst discovery. One
challenge for a miniaturized solid-phase photoacoustic system, however, would be thermally
isolating the catalyst particles from the chamber walls.

The non-invasive nature of photoacoustic detection may lead to another commercial
success in biological monitoring, with devices such as Spanner and Niessner’s glucose monitor
[118]. Miniaturization could spur this development, allowing detectors to match the size scale of

many organic systems.

6.3.3. Extension of detection to spectroscopy
The commercial success of FT-PAS for catalyst studies holds a few lessons for the

development of other PAS applications. If laboratories or industrial facilities are the market for
integrated microchemical systems using photoacoustic detection, the FTIR method is the best
means of achieving spectroscopy, particularly if the photoacoustic detection unit is compatible
with an existing analysis system. Such facilities are likely to already have FTIR systems, and
their operators would already be familiar with the operation procedure. For many applications,
the best method for achieving spectroscopy might be the integration of laser diode arrays (for
spectroscopy in the near IR), or of a miniaturized light source combined with an integrated
interferometer or programmable diffraction grating, such as the polychromator. This would

allow for a completely portable system.

In summary, this thesis represents only a first step towards the integration of miniaturized
photoacoustic spectroscopy with micro total analysis systems. Photoacoustic detection has been
found to be unsuitable for systems with large variations in gas composition, but has been shown
to have extreme sensitivity to dilute mixtures. The natural progression of future work would be
to apply the transmission line model to develop a leak-free photoacoustic device and to focus on
reducing noise sources in order to establish the sensitivity limits of miniaturized photoacoustic
detection. One could then extend this system from detection to spectroscopy, and integrate it

with another system.
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Appendix A : A photoacoustic lexicon

A1l

Variables for photoacoustic system geomeiry

Symbol Units (SI) Description
L m photoacoustic cavity length
R m ‘photoacoustic cavity radius (or effective radius for a non-cylindrical cavity)
Ve m° photoacoustic cavity volume
S m” cross-sectional area of the photoacoustic cavity
D m cross-sectional perimeter of the photoacoustic cavity
7 -- general position vector = [r, @, z] for cylinder
r m radial position in the cylindrical photoacoustic cavity
b4 m axial position along the cylindrical photoacoustic cavity
o rad azimuthal position in the cylindrical photoacoustic cavity
Vi m’ volume representing the compliance of the microphone
w m membrane width in UPA cell
y m “position along the width of the uPA membrane
{,z) m deflection at the position (y,z) of the uPA membrane
h,, m membrane thickness

A.2.

Variables for optical excitation and heat generation

Symbol Units (SI) Description
H W/m’ heat generation rate
(74 m’ absorbance (transmission through a length [ given is by &)
I W/m” light intensity (= W/S)
n; m> density of absorbing molecules in the upper state of a two-level system
N m> total density of absorbing molecules
h Js Planck’s constant
v s’ optical frequency
Ay s? frequency width of the absorption line
-5 m°/s strength of the absorption line
R s radiative lifetime
Tc s collisional lifetime
T S upper state lifetime for low-level radiation (7'1 = TR'I + z'c'l )
2 ‘decadic molar extinction coefficient (& = acylnlOx, where ¢, is the overall
a m*/mol . . . ;
molar concentration and x is the mole fraction of the absorbing gas)
Nomolar mol/m’ total molar concentration of the gas (including diluent)
X -- fraction of absorbing gas
W(t) J/s ‘input power function (includes modulation)
Wo I/s peak-to-peak amplitude of the input power
) m’! sidewall absorption coefficient
Tempty -- optical transmission through an empty cell, measured in order to determine &
o’ m’ total absorption constant, & = &+ &
A m light wavelength
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Variables for material properties

Symbol Units (SI) Description
1) kg/m’ average gas density
c m/s speed of sound
¥ -- ratio of the specific heat at constant pressure to that at constant volume
Cp J/(kg K) heat capacity at constant pressure
Cy J/(kg K) heat capacity at constant volume
M kg/mol molecular weight
KX W/(m K) thermal conductivity
n Pas viscosity
R, T mol K! gas constant (= 8.3144 J mol” K™)
Vp -- Poisson’s ratio
E Pa Young’s modulus
(o)) Pa Instrinsic stress
A.A4. Acoustic variables
Symbol Units (SI) ‘ Description
p N/m’ acoustic pressure _
P, N/m* average pressure
P N/m” total pressure (P =p + Py)
u m/s acoustic velocity
U m’/s volumetric acoustic velocity (U = Su)
a rad/s radial acoustic frequency
f 1/s acoustic frequency (w = 27f)
A; Pa amplitude of the jth normal acoustic mode in the photoacoustic cavity
p(F) -- the envelope for the jth normal acoustic mode
k, 1/m acoustic wavevector axial value
k, 1/m acoustic wavevector radial value
0, -- quality factor of the jth acoustic mode
EL J energy dissipated per cycle
Er J energy stored in the standing wave

A.5.

Circuit analogy variables

Symbol Units (SI) Description
Ry Ns/m> or Q | resistance in acoustic circuit analogy
G4 m’/N or F capacitance in acoustic circuit analogy
My kg/m"or H inductance in acoustic circuit analogy
R, Ns/m®or Q/m | incremental resistance in acoustic transmission line analogy
¢ m?¥N or F/m | incremental capacitance in acoustic transmission line analogy
M, kg/m’ or H/m | incremental inductance in acoustic transmission line analogy
Z Ns/m®or Q/m | impedance/length of a transmission line
m’s'N" or . Lo
Y, ! admittance/length of a transmission line
B 1/m propagation constant (f = (. Z.Y)"?)
Z, Ns/m’ or Q characteristic impedance of the transmission line (Z. = (. Z/Y)"%)
I -- reflection constant
Tin -- transmission line section
A B _ constants in the transmission line equations, to be solved for with boundary

conditions
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A.6.

Additional variables

Symbol Units (SI) Description

Tr ] thermal damping time

dy m viscous boundary layer thickness
dy m thermal boundary layer thickness

T K temperature

t s time

s -- non-dimensionalized radius

& - non-dimensionalized time

o -- non-dimensionalized temperature

W, -- nth basis function for non-dimensionalized temperature
k J/K Boltzmann constant
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Appendix B : Consistency of
transmission line model

The transmission line equations for a distributed source are given by:

dp(z)
B -ZU(z) (B-1)
dUu\z otz
dz(: )=er “ —¥,p(z) (B-2)
One can combine these expressions into one:
2
id_lz)gi)=_Zier-a'z +YiZip(Z) (B-3)

To check if this is consistent with the established theory, consider the case where viscous
and thermal losses are ignored. In this case, Z; = Jwpd/S, Yi = jaAS‘/poc2 and Up=(y-1)oW/ ,ooc2 )-(

B-3 ) can therefore be rewritten as:

d*p(z) (oS Y jops) (y_ (0P \(r=1oW .
dz2 (pOCZ S p(z)_ S poc2 € (B'4)

which simplifies to:

d*plz) +£072p(z)= _joly —1)oW o

dz* c ¢S (B-5)

In the case of uniform excitation (e'“'z ~ 1), this expression matches ( 3-6 ), and so is consistent

with established theory.

132




Appendix C : MATLAB code for models

C.1. “leak_calc” function: calculating Zin and Zout

function[Zin, Zout]= leak_calc(w, inlet,visc,gamma, c, k,dens, Cp)

%Calculates leak impedances

%input is frequency array, inlet radius (in mm), and then gas properties:
gviscosity, gamma, c, k, density, Cp

% vigcous and thermal loss terms
dv = (2*visc./(dens*w)) .”0.5; $viscous boundary layer (
dH (2*k./ (dens*Cp*w) ) ."0.5; %thermal boundary layer (m)

% inlet load impedance

% Dimensions

Tin = [9;2.5;7;8;80;14;14;50;50]*1e-3;

Rin = [inlet;2.16;0.794;0.635;0.254;0.635;0.635;0.254;3.2]*le—3;
Sin = pi*Rin."2;

Din = 2*pi*Rin;

% Properties of each line

Ri = dens* (Din./(2*Sin."2))*(w.*dV);

Gi = (Din./(2*dens*c.”2))*(w.*((gamma-1)*dH)) ;

Li = dens./Sin; gkinetic energy
inductance/length

Ci = Sin/(dens*c"2); $potential energy

7Zi = Ri + Jj*Li*w; $impedance

Yi = j*Ci*w + Gi; %admittance

betaj = (zi.*Yi).”~0.5; $propagation constant (1/m)

Zj = (Z2i./Yi)."~0.5; %char. ilmpedance

% Calculations for inlet, with Zin = inf at the MFC
len = length(Lin);
Refl = -l*exp(2*Lin(len) *betaj(len,:));
Zlast = -Zj(len,:).*(1-Refl)./(1+Refl);
for index = 1:(len-1)

ind = len-index;

Refl = exp(2*Lin(ind)*betaj(ind,:)).*((Zj(ind,:)+Zlast)./(Zj(ind,:)—

Zlast) )
Zlast = -Z3j(ind, :).*(1-Refl)./(1+Refl);
if ind==5
zlast = Zlast/2;

end
end
zin = Zlast;

% outlet load impedance
% Dimensions

Lin = [9;9]*1le-3;
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Rin [inlet;2.16]*1e—3;
Sin = pi*Rin.~2;
Din = 2%pi*Rin;

% Properties of each line
Ro = dens*(Din./(Z*Sin.“Z))*(w.*dV);

Go = (Din./(2*dens*c.“2))*(w.*((gamma—l)*dH));

Lo = dens./Sin;

Co = Sin/(dens*c”2);

Z0 = Ro + j*Lo*w;

Yo = j*Co*w + Go;

betaj = (Zo.*Yo0) .”70.5; ¥propagation constant (1/m)
zj = (Zo./Yo) .~0.5; %char. impedance

len = length(Lin);
Zlast = 0.159*w."2*dens/c + j*w*0.270*dens/c; fradiation impedance

% Calculations
for index = 1:1en
ind = len-index+1;
Refl = exp(Z*Lin(ind)*betaj(ind,:)).*((Zj(ind,:)+Zlast)./(Zj(ind,:)—
Zlast));
Zlast = —Zj(ind,:).*(1—Refl)./(l+Refl);
end
Zout = Zlast;

C.2. Calculating microphone effect

Many versions of this program were created. This version includes the full Knowles
circuit model. The function Find_Zele, which calculated the impedance of the electric circuit

portion of the Knowles model is described below.

function[Hout, Ztot] = mic(w,visc, c,dens)

Zprogram for determining effect of microphone on signal

%input is the frequency vector, and the viscosity, speed of sound, and gas
density

Boutput is the transfer function and impedance vector

%Dimensions

lmicin = 2.1le-3;

rconn = 0.2e-3;

lconn = 0.le-3;

rmic 0.9e-3;

Imic = 1.8e-3;

Vmic = Imic.*pi.*rmic."2;
Vmicin = lmicin.*pi.*rmic.AZ;

%Element values
Rconn = (lconn.*dens./(pi*rconn.“B))*(2*w*visc/dens).“0.5;

Rmicin = ((lmicin + lmic)*dens./(pi*rmic.“3))*(2*w*visc/dens).“0.5;
Lmicin = (lmicin + lmic)*dens./(pi*rmic.“Z);
Cmicin = (Vmic + Vmicin) / (dens*c.~2) ;

$microphone impedance innards
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RK583 = 75e8*((visc*dens)/(1.86e-5%1.18))"0.5%ones (size(w));
LK583 = le3*dens/1.18;

CK583 = 8.8e-14;

RK582 = 1.3e8*ones(size(w));

LK582 = 2.5e3;

CK582 = 20e-14*(1.18*345"2)/(dens*c”"2);

CK581 = 2.5e-14*(1.18*345"2)/ (dens*c"2);

RK581 = 2.3e8*((visc*dens)/(1.86e-5*1.18))"0.5%0ones (size(w));

LK581 = 2.5e3*dens/1.18;
Zele = Find_Zele(w);

Z1 = RK582 + j*w*LK582 + 1./ (j*w*CK583) + Zele;
Z2 = j*w*LK583 + RK583;

Z585 = 1./((1./z21)+(1./22));

Z3 = Z585 + (1./(j*w*CK582));

2590 = 1./(j*w*CK581+(1./23));

Zmic RK581 + (j*w*LK581) + Z590;

$total impedance

Z20mic = Rmicin + j*Lmicin*w + Zmic;
220= 1./(1./Z20mic + j*Cmicin*w);
Ztot = Z20 + Rconn;

V2_V3 220./Ztot;

Vi_v2 Zmic./Z20mic;

Hout = V2_V3.*V1_V2;

C.2.1.1. Find_Zele function

function([Zele] = Find_Zele(w)
$Simplifies electronic portion of circuit
FReturns resistance in SI acoustic ohms

CK588 = -0.61le-12;

CK585 = 5.5e-12;

RK586 = 4e9%*ones(size(w));
RK587 = lel2*ones(size(w));
CK587 = 1.6e-12;

CK586 = 3.2e-12;

G = 0.325e-3*ones(size(w));
RK585 = 22e3*ones(size(w));
RK591 = le6*ones(size(w));

N = 1*((1le5)"0.5); S$turns ratio

Cl = CK585 + CK587;

R1 = 1./(1./RK586 + 1./RK587);
Zl = 1./(1./R1 + j*w*Cl);

Z2 = 1./(1./RK585 + 1./RK591);

7588 1./(j*w*CK588) ;
Z586 = 1./ (j*w*CK586) ;
Tl = (G + 1./7Z586)./(G + 1./Z586 + 1./22);

Ztot Z588 + Zsub;

(
Zsub = 1./(1./21 + 1./2586 - T1./7586);
Zele = Ztot*N"2;
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>

C.3. Frequency dependence

%Compare frequency plot of narrow inlet, low leak, and wide cell w/ outlet
disconnected

$with better detail of inlet

galso with microphone model added

clear all;

% excitation and gas properties

WO = 0.6366; %assumes peak height of 1 W( sinusoid
trangfer)

alpha = 921; %alpha {(1/m), assumes a = 10 m2/mol
visc = 8e-6; $vigcosity (Ns/m2)

gamma = 1.124;

c = 250; $spead of sound (m/s)

k = 0.018; $thermal conductivity (W/mK)

dens = 1.796; %density (kg/m3)

Cp = 1.68e3; sheat capacity (J/kgk)}

M = 44.094;

I0 = (gamma-1)*WO0*alpha/(dens*c"2);

Is (gamma-1) *W0/ (dens*c"2) ;
% define fregquency range

f = [100:10:4000];

wo = 2*pi*f;

% viscous and thermal loss terms
dvo = (2*visc./(dens*wo)).”0.5; Fviscous boundary layer (m)
dHo = (2*k./(dens*Cp*wo))."0.5; $thermal boundary layer {(m)

% dimension arrays for std,wide,ninlet,lowlk,widestd, short, gtrwave
r array = [0.75;1.5;0.75;1.6;1.6;1.6;1.6]1*1le-3;

in_array = [0.4;0.55;0.2;0.17;0.4;0.4;0.4];

1 array = [40;40;40;40;40;20;40]*1e-3;

for index = 2:4

1 = 1_array(index) ; $cell length (m)

r = r_array(index); $cell radius (m)

Ve = l*pi*r"2; %cell volume (m3)

S = pi*r*2; %cell cross-sectional area (m2)
D = 2*pi*r; $cross-section circumference

inlet = in_array(index) ;

for index2 = 1:length(wo)
dv = dvo(index2) ;
dH = dHo (index2);

w = wo(index2) ;

% transmission line parameters

R = dens*w.*dvV*D/ (2*S"2);

G = w.*((gamma-1) *dH) *D/ (2*dens*c"2) ;

I, = dens/S; gkinetic energy inductance/length
C = S/(dens*c”"2); $potential energy

Z = R + j*w*L; %impedance

Y = j*w*C + G; %admittance

beta = (Z.*Y).”0.5; %propagation constant (1/m)}

Zc = (Z2./Y).70.5; %$char. impedance
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[Zzin, Zout] = leak_calc(w,inlet,visc,gamma, c,k,dens,Cp);
gunk = l17*ones(size(alpha));

alphap = alpha + gunk;

denom = alphap”2 - beta”2;

alp alphap/denom * I0;

bet = beta/denom * I0;

$distributed calculation with microphone
[Hout, Ztot] = mic(w,visc,c,dens);
Mat(1,1) = 0;

Mat(1,2) = 0;

Mat(1,3) = (-Zc-Zout) *exp{beta*l);
Mat(1,4) (Zc-Zout) *exp (-beta*l) ;
Mat (2,1) = exp(beta*l/2);

Mat (2,2) -exp (-beta*1/2) ;

Mat (2, 3) -exp (beta*1/2);

Mat (2,4) = exp(-beta*l/2);
Mat(3,1) = exp(beta*l/2);

Mat(3,2) = exp(-beta*l/2);

Mat(3,3) = -(1-Zc/Ztot) *exp(beta*1/2);
Mat(3,4) = -(l+Zc/Ztot) *exp (-beta*1/2);
Mat(4,1) = Zc-Zin;

Mat(4,2) = -Zc-Zin;

Mat(4,3) = 0;
Mat(4,4) = 0;

Sol(1l) = (-alphap*Zout+beta*Zc)/denom *I0*exp(-alphap*1l);
Sol(2) = 0;

S0l (3) = -Zc/Ztot*bet*exp(-alphap*1/2);

Sol(4) = -Zc*bet - Zin*alp;

Matl = Mat;

Mat2 = Mat;
Matl(:,1) = Sol’;
Mat2(:,2) = Sol’;

Al = det(Matl)/det(Mat);
Bl = det(Mat2) /det(Mat) ;
V_half = -Zc*(Al*exp(beta*1l/2)-Bl*exp(-beta*l/2)+bet*exp(-alphap*1/2));

Vdm (index, index2) = V_half*Hout;

% distributed calculation without microphone
Mat(1l,1) = 0;
Mat(1,2) = 0;

Mat(1,3) = (-Zc-Zout) *exp(beta*1l);
Mat (1,4) = (Zc-Zout) *exp(-beta*l);
Mat(2,1) = exp(beta*l/2);

Mat(2,2) = -exp(-beta*1/2);
Mat(2,3) = -exp(beta*l/2);

Mat (2,4) = exp(-beta*l/2);
Mat(3,1) = exp(beta*l/2);

Mat(3,2) = exp(-beta*l/2);
Mat(3,3) = -exp(beta*1l/2);
Mat(3,4) = -exp(-beta*1l/2);
Mat(4,1l) = Zc-Zin;

Mat (4,2) = -Zc-Zin;
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Mat(4,3) = 0;

Mat(4,4) = 0;

Sol(l) = (-alphap*Zout+beta*Zc)/denom *I0*exp(-alphap*l);
Sol(2) = 0;

Sol(3) = 0;

Sol(4) = -Zc*bet - Zin*alp;

Matl = Mat;
Mat2 = Mat;
Matl(:,1) = Sol’;
Mat2(:,2) Sol’;

Al
Bl

det (Matl) /det (Mat) ;
det (Mat2) /det (Mat) ;

V_half = -Zc*(Al*exp(beta*1/2)-Bl*exp(-beta*l/2)+bet*exp(-alphap*1l/2));
Vdnm(index, index2) = V_half;

% localized calculation without microphone

Refl = exp(2*beta*l).*(Zc + Zout)./(Zc - Zout); Freflection
coeff.

A =1Is ./((1+Refl)-((2c./Zin).*(1-Refl)));

Vinm (index, index2) = -Zc.*{A.*exp(beta*1l/2)-A.*Refl.*exp(-beta*1l/2));

% localized calculation without microphone

[Hout, Ztot] = mic(w,visc,c,dens);

Refl = exp(beta*l).*(Zc + Zout)./(Zc - Zout);

Ztrans2 = -Zc.*(1l-Refl)./(1l+Refl); %impedance
looking into line?2

Zload = 1./(1./Z2tot + 1./Ztrans2); %load impedance

for lineil
Refl = exp(beta*l).*(Zc + Zload)./(zZc - Zload);
Ztrans = -Zc.*(1-Refl)./(1+Refl);
VO = Is*1./(1./2in + 1./Ztrans); $pressure at x=0
Vlm(index, index2) = (V0.*(exp(beta*1l/2)-Refl.*exp(-beta*1l/2))./(1-
Refl) ). *Hout;

end
end

FID = fopen(’distmicout.txt’, 'w’);

Data =

[f;abs (VAm(3, :)) ;angle(Vdm(3, :))*360/ (2*pi) ;abs (Vdm(4, :)) ;angle(Vdm(4,:)) *360
/(2*pi);abs (Vdm(2, :)) ;angle(Vdm(2, :))*360/(2*pi)];

fprintf (FID, '%d\t%12.8£\t%¥3 . 1E\t%12.8E\t%3.1E\t%12.8£\t%3.1£f\n’,Data)
fclose(FID);

FID = fopen(’distnomicout.txt’,'w’);

Data =

[f;abs(Vdnm(3, :)) ;angle(Vdnm(3, :)) *360/ (2*pi) ;abs (Vdnm(4, :)) ;angle (Vdnm(4, :))
*360/(2*pi) ;abs(Vdnm(2, :)) ;angle(vdnm(2, :})*360/ (2*pi)];

fprintf (FID, '%d\t%12.8f\t%3.1£\t%12.8£\t%3.1E\t%12.8£\t%3.1f\n",Data)
fclose(FID);

FID = fopen(’locmicout.txt’,’'w’);
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Data = .
[f;abs(Vlm(3,:));angle(Vlm(3,:))*360/(2*pi);abs(Vlm(4,:));angle(Vlm(4,:))*360
/(2*pi) ;abs (VIm(2, :)) ;angle(VIim(2, :) ) *360/ (2*pi)];

fprintf(FID, '$d\t%12.8F\t%3.LE \t%12.8£\t%3.1F\t%12.8E\t%3.1f\n", Data)
fclose(FID);

FID = fopen(’locnomicout.txt’,'w’);

Data =
[f;abs(Vlnm(3,:));angle(Vlnm(3,:))*360/(2*pi);abs(Vlnm(4,:));angle(Vlnm(4,:))
*360/ (2*pi) ;abs(VInm(2, :)) ;angle(Vlnm(2,:))*360/(2*pi)];

fprintf(FID, ' $dA\t%12.8E\t%3.1E\t%12.8F\t%3.1F\t%12.8F\t%3.1f\n’,Data)
fclose (FID) ;

C.4. Concentration dependence

clear all;

freq = input(’'Enter freguency: ’);
w = 2*pi*freq;

% gas properties

alpha0 = 921; %alpha {1/m), assumes a = 10 m2/mol
visc_C3H8 = 8e-6; Fviscosity (Ng/m2)

visc_N2 = 1.78e-5;

gamma_C3H8 = 1.124;

gamma_N2 = 1.4;

c_C3H8 = 250; Fapeed of sound (m/s)

c_N2 = 353;

k_C3H8 = 0.018; ~ thermal conductivity (W/mK)
k N2 = 0.026;

dens_C3H8 = 1.796; $dengity (kg/m3)

dens_N2 = 1.123;

Cp_C3H8 = 1.68e3; gheat capacity (J/kgK)
Cp_N2 = 1.04e3;

M_C3H8 = 44.094 * le-3; $molecular weight (kg/mol)
M_N2 = 28.013 * le-3;

Rd = 8.3144; 3gas constant (J/molK)

sl2 =

(1/(8*(1+M_N2/M_C3H8)))“0.5*(1+(visc_N2/visc_C3H8)AO.5*(M_C3H8/M_N2)“O.25)“2;
s21 =
(l/(8*(l+M_C3H8/M_N2)))A0.5*(1+(visc_C3H8/visc_N2)“O.5*(M_N2/M_C3H8)“0.25)“2;

¥ gas property arravs
conc = [0:0.01:17; % concentration range
alphaM = alphaO*conc;

. densM = dens_N2+(dens_C3H8 - dens_N2) *conc;

viscM = ((1—conc).*visc_NZ./((l—conc)+conc*312))+(conc.*visc_C3H8./(conc+(1—
conc) *s21));

kM = ((1—conc).*k_NZ./((l—conc)+conc*512))+(conc.*k_C3H8./(conc+(l—

conc) *s21) ) ;

MM = M_N2+(M_C3H8 - M_N2) *conc;

CpM = kM./viscM - ((5/4)*(Rd*ones (size(conc))./MM)) ;
CvM CpM - (Rd*ones(size(conc))./MM);

gammaM = CpM./CvM;

cM = ((gammaM*101.325e3)./densM)."0.5;
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% current source

WO = 0.6366; %assumes square wave height of 1 W( sinusoid
trangfer)

I0M = (gammaM-1).*alphaM.*W0./(densM.*cM."2);

IsM = (gammaM-1).*W0./ (densM.*cM."2);

% viscous and thermal loss terms
dvo = (2*viscM./ (densM*w))."0.5; $viscous boundary layer (m)
dHo = (2*kM./ (densM. *CpM*w))."0.5; %thermal boundary layer (m)

% dimension arrays for std,wide,ninlet,lowlk,widestd, short,gtrwave
r array = [0.75;1.5;0.75;1.6;1.6;1.6;1.6]1*1e-3;

in_array = [0.4;0.55;0.2;0.17;0.4;0.4;0.4];

1_array = [40;40;40;40;40;20;40]*1e-3;

gunk_array = [0;20;15;25;0;0;0];

| for index = 2:4

1 = 1_array(index) ; %cell length (m)
; r = r_array(index) ; %$cell radius (m)
) Ve = 1l*pi*r"2; scell volume (m3)
, S = pi*r"2; %cell cross-sectional area (m2)
; D = 2*pi*r; $cross-section circumference
H inlet = in_array (index) ;

1 for index2 = l:length(conc)
1 dv = dvo(index2);
i dH = dHo({(index2);
. I0 = IOM(index2);
alpha = alphaM(index2);

. dens = densM(index2);
. visc = viscM(index2) ;
. k = kM(index2) ;
Cp = CpM(index2);
‘ gamma = gammaM(index2) ;
! ¢ = cM(index2) ;
= % transmission line parameters
1 R = dens*w.*dv*D/ (2*S"2);
. G = w.*((gamma-1) *dH) *D/ (2*dens*c"2) ;
L = dens/S; skinetic energy inductance/length
1 C = S/ (dens*c”2); gpotential energy
= 7 = R 4+ j*w*L; $impedance
i Y = j*w*C + G; %admittance
beta = (z.*Y)."0.5; $propagation constant (1/m)
7c = (z./Y).”0.5; %char. impedance
[Zin, Zout] = leak_calc(w,inlet,visc,gamma, c, k,dens,Cp);

gunk = gunk_array (index);
alphap = alpha + gunk;
denom = alphap”2 - beta”2;
alp alphap/denom * IO;
bet = beta/denom * IO0;

$calculation with microphone

[Hout, Ztot] = mic(w,visc,c,dens);
Mat(l,1) = 0;
Mat(1,2) = 0;
Mat (1,3) = (-Zc-Zout) *exp(beta*l);

Mat(1l,4) (Zzc-Zout) *exp (-beta*l) ;
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Mat(2,1) exp (beta*1l/2);
Mat (2,2) = -exp(-beta*l/2);
Mat (2, 3) -exp (beta*1/2) ;
Mat(2,4) exp (-beta*1/2) ;
Mat (3,1) = exp(beta*l/2);

Mat(3,2) = exp(-beta*l/2);

Mat(3,3) = -(1-Zc/Ztot) *exp(beta*1l/2);
Mat(3,4) = -(1+Zc/Ztot) *exp(-beta*l/2);
Mat(4,1) = Zc-Zin;

Mat(4,2) = -Zc-Zin;

Mat(4,3) = 0;

Mat(4,4) = 0;

(-alphap*Zout+beta*zc) /denom *I0*exp(-alphap*1l);

Sol(1l) =

Sol(2) = 0;

S0l (3) = -Zc/zZtot*bet*exp(-alphap*1/2);
Sol(4) = -Zc*bet-Zin*alp;

Matl = Mat;
Mat2 = Mat;
Matl(:,1) = Sol’;
Mat2(:,2) = Sol’;

Al = det(Matl) /det (Mat);
Bl = det(Mat2)/det (Mat) ;
V_half = -Zc*(Al*exp(beta*1l/2)-Bl*exp(-beta*1/2)+bet*exp(-alphap*1/2));

Vout (index, index2) = V_half*Hout;

$calculation without microphone
Mat(1l,1) = 0;

Mat (1,2) 0;

Mat(1l,3) = (-Zc-Zout) *exp(beta*l);
Mat(1l,4) = (Zc-Zout) *exp(-beta*l);
Mat(2,1) = exp(beta*l/2);

Mat (2,2) = -exp(-beta*1l/2);
Mat(2,3) = -exp(beta*l/2);
Mat(2,4) = exp(-beta*1l/2);
Mat(3,1) = exp(beta*l/2);
Mat(3,2) = exp(-beta*1l/2);
Mat(3,3) = -exp(beta*l/2});
Mat (3,4) = -exp(-beta*l/2);
Mat(4,1) = Zc-Zin;

Mat(4,2) = -Zc-Zin;

Mat(4,3) = 0;
Mat(4,4) = 0;

Sol(l) = (-alphap*Zout+beta*Zc)/denom *I0*exp (-alphap*1l);
Sol(2) = 0;

Sol(3) = 0;

Sol(4) = -Zc*bet - Zin*alp;

Matl = Mat;

Mat2 = Mat;

Matl(:,1) Sol’;

Mat2(:,2) = Sol’;
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Al det (Matl) /det (Mat) ;
Bl = det(Mat2)/det (Mat) ;

V_half = -Zc*(Al*exp(beta*l/2)-Bl*exp(-beta*1l/2)+bet*exp(-alphap*1/2));
Vold(index, index2) = V_half;

%$calc w/o mic or gunk

gunk = O*ones(size(alpha)) ;
alphap = alpha + gunk;
denom = alphap”2 - beta”2;
alp = alphap/denom * I0;
bet = beta/denom * I0;
Mat(l,1) = 0;

Mat(1,2) = 0;

Mat(l,3) = (-Zc-Zout) *exp(beta*l) ;
Mat(1l,4) = (Zc-Zout) *exp(-beta*l);
Mat(2,1) = exp(beta*l/2);

Mat(2,2) = -exp(-beta*l/2);
Mat (2, 3) -exp (beta*1/2) ;
Mat (2,4) exp (-beta*l/2);
Mat (3,1) = exp(beta*l/2);

Mat(3,2) = exp(-beta*l/2);

Mat(3,3) = -exp(beta*l/2);
Mat (3,4) = -exp(-beta*l/2);
Mat(4,1l) = Zc-Zin;

Mat(4,2) = -Zc-Zin;

Mat(4,3) = 0;
Mat(4,4) = 0;

Sol(l) = (-alphap*Zout+beta*Zc)/denom *I0*exp(-alphap*l);
Sol(2) = 0;

Sol(3) = 0;

Sol(4) = -Zc*bet - Zin*alp;

Matl = Mat;

Mat2 = Mat;
Matl(:,1l) = Sol’;
Mat2(:,2) Sol’;

Al
Bl

det (Matl) /det (Mat) ;
det (Mat2) /det (Mat) ;

1

V_half = -Zc*(Al*exp(beta*1l/2)-Bl*exp(-beta*1l/2)+bet*exp(-alphap*1/2)) ;
Veln(index, index2) = V_half;
end
end

figure(l);

plot (conc,abs (Vout(2,:)), 'k-’,conc,abs(Vout(3,:)), ‘'m-

' ,conc,abs(Vout(4,:)), ' 'c-

', conc,abs (Vold(2,:)), 'k:’,conc,abs (Vold(3,:)), 'm:’,conc,abs (vVold(4,:)),’'c:"’)
legend(’'Wide, with mic’, ‘Narrow Inlet, with mic’, ‘Low Leak, with mic’,’Wide,
without mic’, ‘Narrow Inlet, without mic’, ‘Low Leak, without mic’);

xlabel ('Concentration’) ;

ylabel (’Signal Magnitude (Pa/W)’);

figure(2):;
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plot(conc,abs(Vecln(2,:)), 'k-’,conc,abs (Vecln(3,:)), 'm-
’,conc,abs(vcln(4,:)), 'c-

",conc,abs (Vold(2,:)), 'k:’,conc,abs (Vold(3,:)), ‘m:’,conc, abs (Vold (4, :)), ‘c: ")
xlabel ('Concentration’) ;

ylabel (’Signal Magnitude (Pa/W)’);

FID = fopen(’micout.txt’, ‘w’);

Data =
[conc;abs(Vout(B,:));angle(Vout(3,:))*360/(2*pi);abs(Vout(4,:));angle(Vout(4,
1)) *360/(2*pi) ;abs(Vout (2, :)) ;angle(Vout(2,:))*360/(2*pi)];

fprintf (FID, ' %d\t%12.8£\t%3.1£\t%12.8f\t%3.1£\t%12.8f\t%3.1f\n’,Data)

fclose (FID);

FID = fopen(’cleanout.txt’, 'w’);

Data =

[conc;abs(Veln(3, :)) ;angle(Vcln (3, :))*360/ (2*pi) ;abs (Vcln(4, :)) ;angle(Vcln(4,
1)) *360/(2*pi) ;abs(Vcln(2,:));angle(Vcln(2,:))*360/(2*pi)];

fprintf (FID, '%d\t%12.8£f\t%3.1£\t%12.8£\t%3.1f\t%12.8£f\t%3.1f\n’,Data)
fclose(FID);

FID = fopen(’nomicout.txt’, 'w’);

Data =
[conc;abs(Vold(3,:));angle(Vold(B,:))*360/(2*pi);abs(Vold(4,:));angle(Vold(4,
1)) *360/(2*pi) ;abs (Vold(2, :)) ;angle(Vold(2,:))*360/ (2*pi)];

fprintf (FID, ‘$d\t%12.8£\t%3.1£\t%12.8f\t%3.1f\t%12.8Ff\t%3.1£f\n’,Data)
fclose(FID) ;
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Appendix D : Temperature calculation

The equation governing the temperature inside a cylinder with homogeneous heat -

generation is given by:

19( oT oT
K——|r— |+ H = p,Cp, — D-
rar( 8r] P o (oD
In the “worst case” scenario of complete absorption and steady illumination the value of H is
given by:
W,
H=-" -
V. (D-2)

s=— ' D-3
- (D-3)
t
e
[/OOCPR2 J (D-4)
K
p-TL-T
(HRZ] (D-5)
K

This results in the following simplified expression:
l i( s .a_e) +1= .a_e
s s\ Os o& (D-6)

3‘% =0 6(1,&)=0 6(s0)=0

The boundary conditions for our model are the requirement of symmetry, that the walls
are at room temperature (7p), and that everything is at room temperature at t = 0. The non-
dimensionalization can give us some insight into the temperature at the center of the cell without
even solving ( D-6 ). For example, ( D-4 ) shows that the scale for # is the thermal damping time

discussed in 3.1.2.1 (without a factor of 2). For 100% propane, 7y is 50 ms for carbon dioxide
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and 94 ms for propane. ( D-5 ) tells us that the value of the peak temperature increase will be of
order HR*/k, which for the wider brass celig (R = 1.5 mm) with a 1 mW light source and 1009

One could confirm this by applying the Finite Fourier Transform method [180] to solve (
D-6 ). In this method, the function is written as the sum of basig functions, which are Bessel

functions for cylindrical coordinates.

0(s.5)=Y'a, €, (s) (D7)

v, (5) =3 Lol
7, (4,) (D8)

where 4, is given by Jo(4,)=0

6 s defined such that ), (£) = [8,(5)6(5, s (D-9)

We can solve for O,(&) by transforming ( D-6 ) by multiplying by the basis function and
integrating over 0 to . This yields:

0
i‘é?nuja,, =2 (D-10)

Solving for ( D-10 ) and plugging the result back into ( D-7 ), the expression for the

temperature in the cel] is given by:

o\ —e™ O(/‘Lns)
0(s,&) = ZZKTZJ# (D-11)

We can evaluate thig in the case of large £and 5 = ¢ (the center of the cylinder):

1 1 1
60,°° = ) 20.55 -
=) {W+m+m+ J (D-12)

So the maximum temperature increase in the case of continuous illumination is (0.55)( 1.6K) or

0.88 K. This temperature increase is indeed negligible in the calculation of average pressure.
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Appendix E : MFC calibrations

The mass flow controllers (MFCs) were calibrated using bubble tests. In this method, the
gas line is fed into the bottom of a gradated cylinder just above a rubber sac filled with soapy
water. By squeezing the sac one generates soap bubbles that then move up the column, pushed
by the flow. A data point at each flow setting x; requires two measurements: the volume AV; and
the time Af;, and the flow rate, F;, is taken as the ration AV/As;. It is assumed that the flow rate
is linear with MFC setting for the range of 5-100. The data from each set of measurements was
fit to a line with the method of least squares [181]. The linear correlation was then later used in
determining the gas composition of the photoacoustic measurements. The error in the linear
correlation was determined from the standard deviation, o, of the data from the linear model.

The use of this standard deviation in the calculation of the error in gas composition is
described further in Appendix J. The following plots show the results of the bubble tests, along
with the linear fit. As can be seen from the R? values, the flow behavior of the MFCs was quite

linear. The dotted lines on the plots show +2¢. Table E-1 summarizes the calibration results.

gas controller slope of fit fit intercept c
CsHs “50 sccm CaHg” 0.3300 1.4133 0.3538
CsHg “5 sccm CaHg” 0.0534 -0.0376 0.0568
100ppm Cafle | 5 scm CoHy 0.1692 -0.0252 0.0897

2

N “5 sccm CO,” 0.0700 -0.0389 0.0620
Ny “50 sccm CO,” 0.7145 -0.3329 0.3359
CO, “50 sccm CO,” 0.5486 0.1183 0.6736

Table E-1: Summary of MFC calibration results (units in mL/min)
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Figure E-1: C;Hg on 50 secm C3Hg” MFC
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Figure E-2: C;H; on “5 scem C3Hg” MFC
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Figure E-4: N, on “5 scem CO,” controller
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Appendix F : AutoCAD cell drawings
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Figure F-2: WBL cell (dimensions in inches)
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Appendix G : Microphone calibration

G.1. Fixture design
The calibration tube at the University of Florida requires that the fixture be mounted into

a 1-inch cylinder, with a flange 0.5 inches from the end. This design is meant to satisfy both the
requirements of the calibration apparatus and also allow a low dead volume connection to the
brass cells. My design has three parts. Part 1 is the main mounting block, which holds the

microphone. Parts 2 and 3 held the microphone and electrical socket in place.
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300760
$1.8031
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Fixture Piece 1 Fixture Piece 2 Fixture Piece 3

Figure G-1: AutoCAD drawing of microphone fixture

i,

In assembly, I place a small ring of silly putty (recommended by Prof. Sheplak at the

University of Florida as an inexpensive and readily available acoustic putty) around the “snout”

S

of the microphone, after soldering wire-wrap wire to the microphone contacts. I then insert the
microphone into the part, pushing its snout into the small center hole where it will make contact

to the outside world. The length of the center hole was tailored in the shop so that the snout was
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flush with the fixture head. I packed silly putty in behind the part, and drew the wires out and
through the narrow hole in part 2. Then I screwed part 2 into part 1, which stabilized the
microphone and insured hermeticity (because of the putty) between the microphone and the
fixture. I then stripped the thin wire leads and soldered them to an S-video cable socket. Part 3
was designed to fit the socket. Screwing part 3 down onto part 2 securely held the socket in

place.

G.2. Calibration results
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Figure G-2: Packaged microphone frequency response
Figure G-2 shows the measured frequency response for the packaged microphone used
for the brass cell experiments. The microphone was used in three types of tests: frequency tests
in the range of 400-4000 Hz, frequency tests in the range of 100-400 Hz, and concentration scans
at a single frequency. Figure G-3 shows the calibration in the region of 400-4000 Hz, along

with the 6™-order polynomial fit that was used for converting the voltage data into a pressure

response, which had the equation:

Spie = —8.175x107 £° +1.281x107 £° —8.030x 107 f* +2.531x1072 f?
—4.211x107 f* +3.492x107° f +9.194 x107>

The standard deviation for this fit is 0.04531 mV/Pa.

(G-1)
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Figure G-3: Calibration for 400-4000 Hz range, with polynomial fit

A few data points were taken at frequencies between 100 and 300 Hz, for which there

was no calibration information.

For these frequencies, the calibration was taken from an

extrapolation of the data between 300 and 1000 Hz, as is shown in Figure G-4.
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P
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frequency (Hz)

Figure G-4: Extrapolation of fit to low frequency data
The data could be fit equally well (R* ~0.98) with a 3™, 4™, or 5" order polynomial. The

sixth-order fit that was used for the data from 400 to 1000 Hz resulted in an unreasonable

extrapolation prediction for the low-frequency response (it predicted a local maxima at 200 Hz).

I used the average of the 3™ and 5™ order models to determine the extrapolation, given by:
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S = 2.326x1077 7 =7.770x107 £* +1.052x107° 3

G-2
-7.383x107° 2 +2.758x107° £ +5.804 %10 (G-2)

The error for the fit between 100 and 300 Hz was approximated by the boundaries of the 3™ and

5% order models, resulting in an estimated value of oy of:

—1.163x107"7 £° +3.885x 107" f* —5.024 x10™" f3
+3.133x107° 2 -9.367x107° f +1.099x107

" ul -
§ 1100« <300

(G-3)

The standard deviation of the fit for the data from 300 to 400 Hz was 0.028 mV/Pa. Figure G-5
shows a plot of these extrapolation and its bounds. This extrapolation naturally results in a large

error, and was only used for a small fraction of the data.

0.0105
0.0100
0.0095 |
o
Q.
= 0.0090 -
=
=
£ 0.0085 |
o
) + data
0.0080 ——fit for extrapolation
- lower bound
0.0075 | -~ ~----upper bound
0.0070 L ' : ' ' '
100 150 200 250 300 350 400

frequency (Hz)

Figure G-5: Fit for extrapolation of low frequency
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Appendix H : Masks for uPA process

Figure H-1: Flow channel mask (inverted field)
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Figure H-2: Cavity mask
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Figure H-3: Flow inlet mask
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Figure H-4: Viewport mask
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Appendix | : uPA cell process flow

1) Deposition of STS nested masking layer
1.1 ICL RCA RCA of device wafers
1.2 ICL TubeA3 Growth of 1.5 um oxide

2) Pattern top surface for future STS etch of fluid channels

21 TRL HMDS = HMDS of device wafers

22 TRL coater coat back of wafer with photoresist for protection
23 TRL prebakeovn 5 min. bake to set backside photoresist

24  TRL coater coat front of wafer with photoresist

2.5 TRL prebakeovn 25 min. bake

26 TRL ks2/ksl expose to flow channel mask

27  TRL photowet-l1  develop
2.8 TRL postbake 30 min
29 TRL acidhood etch exposed oxide, remove photoresist

after patterning of STS mask

3) Deposit nitride to act as KOH mask v

31 ICL RCA clean of wafers ‘ x g
32 ICL tubeA3 SRO :
3.3 ICL tubeA5 deposit 1500 A Si3N4

4) Pattern top surface of device wafer for KOH |

41 TRL HMDS HMDS of device wafers |

42 TRL coater coat back of waﬁcr with photoresist for prote
43 TRL prebakeovn 5 min. bake to set backside photoresist
44  TRL coater coat front of wafer with photoresist

45 TRL prebakeovn 25 min. bake

46 TRL ks2/ksl expose to cavity mask

47 TRL photowet-l develop

4.8 TRL postbake 30 min

49 ICL AMES5000 etch exposed nitride
4.10 TRL acidhood remove photoresist

5) Pattern bottom surface of device wafer for KOH

51 TRL HMDS HMDS of device wafers

52  TRL coater coat back of wafer with photoresist for protection
53 TRL prebakeovn 5 min. bake to set backside photoresist
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54 TRL coater coat front of wafer with photoresist

55 TRL prebakeovn 25 min. bake

56 TRL ks2/ksl expose to flow inletmask

5.7 TRL photowet-l  develop

5.8 TRL postbake 30 min

59 ICL AMES000 etch exposed nitride

5.10 TRL acidhood remove photoresist, BOE dip to remove oxide

after patterning of KOH mask
6) KOH etch and post-KOH clean

6.1 RGL KOH KOH etch
6.2 TRL acidhood rinse, pirahna, and a BOE dip

63 TRL rca rca to complete post-KOH clean

after KOH
7) Oxidation of wafer to protect channel walls
71 ICL rca rca clean
72 ICL tubeA3 grow 1 um oxide
8) Removal of nitride to expose STS mask
81 ICL oxide quick BOE dip to strip oxynitride
82 ICL nitride removal of nitride in hot phosphoric
83 ICL oxide another quick BOE dip to strip SRO

....... =

Z

before STS
9) Mount onto handle wafer with photoresist and etch channels
9.1 TRL coater coat handle wafer with thick resist
9.2 TRL prebakeovn adhere to device wafer and prebake for 60 minutes
93 TRL sts etch ~150 um into wafer
........ rssnon bt P i nilibcy

after isotropic etch

10) Bond

10.1 TRL acidhood strip oxide

10.2 TRL rca clean of both device and SOI wafers
10.3 TRL evbonder contact device and SOI wafers in boat
104 ICL tubeA3 anneal bonded pair
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after bond
11) Pattern photoresist mask on top of wafer for KOH

11.1 TRL HMDS HMDS of wafers

11.2 TRL coater coat front of wafer with photoresist
11.3 TRL prebakeovn 25 min. bake

114 TRL ks2/ksl expose to viewport mask

11.5 TRL photowet-l  develop
11.6 TRL postbake 30 min

117 TRL coater mount onto 6” handle wafer with photoresist
12) DRIE etch
12.1 TRL sts2 etch to expose membrane

12.2 TRL acidhood piranha to remove resist and handle, BOE dip and HF vapor etch to
remove all oxide

after DRIE membrane release

13) Blanket e-beam of metal to enhance reflectivity of membrane (optional)
13.1 TRL e-beam thin layer (~50 nm) of Al

14) Exit clean room
14.1 ICL diesaw separate die and open optical port
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Appendix J : Error determination

Most of the data plotted in this thesis is derived from several measured quantities. For
example, the brass cell signal in Pa/W is derived from a signal measured in volts, divided by the
measured microphone sensitivity and the measured power level. Each of these measurements
has some error that contributes to the total error of the data. In general, if we consider a quantity
Q that is calculated from the observables a b, c.., ie. QO = flab,c,...), than the standard

deviation of Q, oy, can be calculated from the standard deviation for each observable by the

QY . (Y |
o =[$J of+(£) o} +... (J-1)

This equation assumes that the error for each observable is small and evenly distributed

application of [181]:

about the mean. This equation is appliéd repeatedly throughout this thesis in the determination

of error bars for data. This section summarizes the details of how it was applied.

J.1. Error in the determination of 5 |
Table 4-2 summarized the results of the power measurements made for determining W

and & for the brass cells. The equation for Jis given by:

S =—i1n[hJ (J2)

cav Wﬁber

Ignoring the error in the cavity length, which is much smaller than the error in the power

measurements, the application of ( J-1 ) results in the standard deviation of § being given by:

2
1 | o 1,%/ . Ow,,
0. = — el + — e _3
’ l’cav2 [Wcill Wj?ber ( J )
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J.2. Error in concentration determination
The concentration level of propane, Xcsus, was determined from the propane and nitrogen

flow rates (Fcsus and Fyy, respectively) with the following formula:

FCan
FCsHs + F N,

Xcan -

(J-4)

Following (J-1), the error in Xc3ps is therefore given by:

2 2
. F F,
ok = 1 __ Gy ol +|- S| o} (3-5)
F., +F, \F., tF e F.. +F, e
3y 2 C3Hg N, C3Hy N,

The variance of Fc3ps and Fy; can be determined from the bubble calibration data,

described above in Appendix E. The error bars for concentration are +10x..

J.3. Error in brass cell signal determination
The brass cell detector signal amplitude Apags, With units Pa/W, is also derived from

multiple experimental measurements:

A nrass

brass S Wﬁb (J-6)

where Vpyqss is the signal measured in volts, Sy is the microphone sensitivity in V/Pa and Wg;, is
the power measured out of the pre-packaged optical fiber in W. Following ( J-1), the error in

Aprass 18 therefore given by:

2 2 2
0'3 = 1 0_12) +| = _‘ll_r% O-VZV +| - ‘:'Zrass o.;. (J-7)
SmicWﬁb S”"'CWﬁb SmicWﬁb

In the frequency plots, where each data point represents a single voltage measurement,

the voltage term in the variance is dropped. In the concentration plots, where each data point
represents the mean of several voltage measurements, the variance of the voltage is taken
directly from the experimental data. Similarly, the variance of the power measurement is taken
directly from the statistical analysis of the power level measurement data summarized in Table

4-2. The variance in the microphone was calculated as was described above in Appendix G.
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J.4. Error in uPA cell signal determination
The UPA cell signal requires even more observables than the brass cell. The signal

amplitude A,p4, with units Pa/W is derived from the measured signal in volts, V,pa, the Philtec
sensitivity in V/um, Sp;, the mechanical sensitivity of the membrane in wm/Pa, Spem, and the

measured power level, Wy, by:

v
A =__ "4 8
o SmemSPhWﬁb (J )
The error in Ap, is therefore given by:
2 2
1 U
% = (S S W Ja‘2’+(_s ;AWZ)GVZV
mem™ Ph'" fib mem"™ Ph'" fib ( J- 9)

2 2
v V
+[_ T ] O +(_ S stw J T
mem* Ph"" fib mem™~ Ph'" fib

The variance in voltage and power were calculated in the same manner as in the brass cell
tests. The variance in the Philtec sensitivity was determined from the calibration, as is described
above in 5.1.4. The variance in the mechanical sensitivity of the membrane, however, is another

propagation of errors problem.

J.4.1. Load-deflection characteristic
There is a large error in the load-deflection characteristic, due to dimensional sensitivity

of the membrane spring constant. For a membrane without stress, the relationship between

pressure and deflection in the small deflection limit is given by:

P Eh’
S, . = =40 o
mem é’avg w4 (1 _ g) ( J-10 )

Assuming that the dominant error contributions come from uncertainty in the geometry

and not in the material properties, the variance in Smem 18 given by:

2 2
ERh? ER’
ol =[120 . o’ +| -160 m o’
Soen wl=v2)] O wili—vZ)| 7 (J-11)
In this case, we are more interested in the fractional standard deviations, for which ( J-11

) can be rewritten:
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If one assumes that the membrane thickness and width have a tolerance (26) of 5%, (

J-12 ) than the fractional standard deviation for the membrane sensitivity is 12.5%.
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Appendix K : Load-deflection tests

Membrane load-deflection behavior is commonly measured for the determination of thin
film material properties [178]. In the typical load-deflection set up, pressure is applied to one
side of a membrane, the deflection of which is measured by a microscope with a shallow depth
of field and a calibrated z-axis [182]. In these tests, the Philtec deflection sensor was used to

determine load-deflection behavior directly on the uPA chuck.

0-15 psi
sensor

regulator

i i 1 ‘ .‘ 2
Philtec
sensor

UPA cell
N and chuck

bleeder
valves

N, lecture \
bottle

SENSOL

B

Figure K-1: Sketch of load deflection nlleasurement apparatus
A lecture bottle of nitrogen provided the pressure source. Several pressure stages in the
gas manifold allowed for better control. The critical pressure measurement was made with a
Honeywell MicroSwitch 142PC05G pressure sensor, with a range of 0-5 psi (0-35000 Pa).

I found that the vacuum grease seal used for my photoacoustic measurements was not
able to withstand the higher pressures of the load-deflection tests, so I added a ring of epoxy at
the cell-base plate seal, and more vacuum grease at the base plate-chuck seal. The changes to the
apparatus and seeﬁing required the use of a new cell. The calibration for the Philtec sensor on the
load-deflection sample cell is shown in Figure K-2. Far-field operation was preferred over near
field operation because of the greater safety of this range. (The dominant failure mode for the

packaged membranes was puncture by the Philtec sensor head.)
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Figure K-2: Calibration of Philtec sensor for load-deflection tests
The data in Figure K-2 was fit to a line with the method of least squares in the area over
which measurements were made. The standard deviation in the slope was 0.00010, calculated
from [181]:

, No?
o, = K-1
n="x (K-1)
where N is the total number of data points, and ¢° and A are given by:
2 1 2
o —NZ(mxﬁb—yi) (K-2)
A=NY 2 -(Yxf (K-3)

This calibration was used to obtain the values shown in Figure 5-16, which is shown
again below. The deflection error for each measurement was calculated from the error in slope
for the Philtec calibration, while the error in pressure was calculated from the standard deviation

of 5 measurements taken at 1 atmosphere. Also plotted on the model is the upper and lower

" bound (using * 20) for the fit to the low pressure data, as well as the upper and lower bound of

the model, as was discussed above in J.4.1.
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Figure K-3: Load-deflection measurement compared to model
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