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Abstract

In this thesis, I investigate the response of a simple atmospheric general circulation
model to applied forcings to learn whether the annular mode patterns are a preferred
model response to the forcings. The thesis is inspired by the appearance of annular
mode patterns in Earth's atmosphere in response to a number of forcings.

Climatologies of the model under the influence of applied torques or perturbations
to the reference temperature profile are compiled and compared to a control run with
neither type of forcing. In most cases the differences in climatologies are annular
mode-like, suggesting the patterns are the preferred response of the model to the
forcings. The strength of the response typically increases for either an increase in the
strength of the forcing, or an increase in the strength of the projection of the forcing
on the model's annular mode patterns. Trials with a response which was not annular
mode-like usually featured a poor projection of the forcing on the annular modes, or
substantial interference with tropical dynamics.

A zonally symmetric version of the model is also used to test the direct response
of the model to the forcing versus the response caused by changes in eddy feedback
processes. The direct forcing alone is found to be insufficient to produce either the
correct strength or shape of the annular mode patterns. Instead the changes in eddy
fluxes must be included to produce the correct shape and amplitude of the anomalies.

Thesis Supervisor: R. Alan Plumb
Title: Professor of Meteorology
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Chapter 1

Introduction

1.1 Historical Overview and Observations

1.1.1 The North Atlantic Oscillation

While the term "annular modes" has only recently come into widespread use in mete-

orology, the study of large-scale, low-frequency variability has a much longer history

in the field. Indeed, one of the most active topics of research in atmospheric science

throughout the twentieth century was the North Atlantic Oscillation (NAO).

The name "NAO" was granted to the pressure anomalies over the North Atlantic

Ocean by Walker (1924). Walker and Bliss (1932) noted this variability was associated

with an anti-correlation of pressure anomalies over the Azores and over Iceland, and

defined the first index of the NAO by weighting temperature and pressure data from

nine stations in the North Atlantic region. Other expressions for the index include a

simple difference of surface pressure between the Azores and Iceland, or an empirical

orthogonal function (EOF) of surface pressure over the North Atlantic basin (Marshall

et al., 2001), but however the index is defined it expresses the same basic pattern: a

dipole of pressure anomalies, with a region of one polarity over the subtropical North

Atlantic, and a region of opposite polarity over the subpolar North Atlantic.

While the NAO and other similar phenomena are traditionally considered in terms

of pressure anomalies, they of course have associated patterns of variability in other



fields. One well-known manifestation of the NAO is the "see-saw" of temperature

between Northern Europe and Greenland. The tendency for unusually mild winters

in Northern Europe to be correlated with unusually harsh winters in Greenland, and

vice-versa, was the subject of much work as early as the 1930s (e.g. Angstrom, 1935;

Loewe, 1937).

The anomalous patterns associated with the NAO have a signature in the wind

field as well. Rossby (1939) constructed a "zonal index", a measure of the strength

of the zonally-averaged winds between 350 N and 550 N. Namias (1950) argued

that variation in the zonal index was linked to meridional displacement of the jet.

A unification of the pressure and wind perspectives was achieved by Lorenz (1951),

who found a link between the zonal-mean zonal wind at 550 N and the strength of

the NAO's pressure patterns. Indeed, it is well-known today that the anomalously

high pressure in the Azores region is linked to a poleward displacement of westerlies

in the Atlantic sector, and vice versa.

1.1.2 The Southern Annular Mode

The topic of climate variability in the Northern Hemisphere has clearly been of

paramount interest to meteorology for many decades. The study of large-scale, low-

frequency variability in the Southern Hemisphere (SH) has a shorter history than

that of its northern counterpart - an unsurprising fact given the historical scarcity

of data south of the equator. However, analysis of the variability in the SH has been

ongoing for several decades now, and strong zonal symmetries have been found to

dominate the variability in the SH extratropics.

The leading mode of variability in the SH is a dipole of pressure or geopotential,

with one region of anomalies centered over Antarctica, and an annulus of opposite po-

larity stretching about the mid-latitudes. The pattern emerges whether one examines

pressure anomalies at sea level (Rogers and van Loon, 1982; Szeredi and Karoly, 1987;

Gong and Wang, 1999) or geopotential at various levels of the troposphere (Rogers

and van Loon, 1982; Kidson, 1988b; Shiotani, 1990; Karoly, 1990).

Recently, Thompson and Wallace (2000) described this pattern as the SH's "an-



nular mode". Their study, making use of a 40-year record of NCEP-NCAR reanalysis

data, examined the geopotential height fields at 850 hPa, and 50 hPa during Novem-

ber (a month when the stratosphere and troposphere are strongly coupled in the

SH), and found the dipolar patterns of geopotential in both fields, confirming the

earlier studies. Thompson and Wallace (2000) noted the geopotential patterns are

highly zonally symmetric, likely owing to the relative scarcity of large-scale topogra-

phy or land-sea contrast in the SH. While the tropospheric signature of the annular

mode is strongest in winter, Thompson and Wallace (2000) found the pattern persists

year-round.

Thompson and Wallace (2000) showed the amplitude and spatial pattern of the

SH annular mode (SAM) in their Figure 1, which is reproduced here as Figure 1-1.

The authors obtained this pattern by regressing the monthly-mean 850 hPa geopo-

tential height field upon the annular mode time series, defined by Thompson and

Wallace (2000) as the leading principal component time series of 850 hPa geopoten-

tial height, and displaying the amplitude at one standard deviation. The pattern

indicates anomalies of 40 m found over Antarctica, with opposite-signed anomalies

of about 10 m occurring in a belt paralleling the Southern Ocean. This pattern

is defined to be the "positive phase" of the annular mode, while anomalously high

geopotential over Antarctica and anomalously low geopotential over the mid-latitudes

is considered to be the annular mode's "negative phase". Though the amplitude of

the pattern is not perfectly zonally symmetric (the geopotential anomalies are slightly

stronger in the Australian sector than in the South American sector), anomalies of

the same sign may be found at all longitudes in the mid-latitude belt. The spatial

structure of the leading mode is similar to those found by Rogers and van Loon (1982)

for the geopotential height at 500 hPa and Karoly (1990) at 300 hPa, and by Gong

and Wang (1999) for the surface pressure.

The pattern of variability in the geopotential height field also extends to the

stratosphere during southern late spring, a time during which, as noted by Thompson

and Wallace (2000), large-scale propagation of planetary waves from the troposphere

to the stratosphere is permitted (Charney and Drazin, 1961). Thompson and Wallace



Regressits on the annular mTdles

(b)

FIG. 1. (top) Zonal-raean geostrophic wind and (bottom) lower-tropospheric geopotential height
regressed on the standardized indices of the annular modes (ieat AO and its SH counterpart) based
upon monthy data. Jan 1958-Dec 1997. Left panels are for the SH. right panels are for the NH.
Units are m s

- 
(top) and m per std dev of the respective index time series (bottom). Contour

intervals are 10 m (-15. -5. 5 ... ) for geopotenaial height and 0.5 ms
-
' (-0.75. -0.25. 0.25)

for zonal wind.

Figure 1-1: Patterns of zonal wind and geopotential height variability associated with
the annular modes. Reproduced from Thompson and Wallace (2000).



(2000) found the SAM pattern at 50 hPa for November data, with a value of 290 m for

the geopotential height anomaly over Antarctica. The strong annular mode pattern

in the stratosphere does not occur either in southern summer (stratospheric easterlies

prohibit stationary wave propagation) or southern winter (the westerly vortex is too

strong for stationary wave propagation).

As with the NAO, the extratropical variability in the SH is most often defined in

terms of pressure or geopotential, but its signature may be found in other fields as

well. Thompson and Wallace (2000), for example, found anomalies of up to 1.10 C at

Antarctic stations by regressing surface air temperature against their annular mode

index, with a colder central Antarctica (but warmer Antarctic peninsula) associated

with the positive phase of the annular mode. During the spring active season, the

positive annular mode index is also associated with colder polar stratospheric tem-

peratures. Regressions performed by Thompson and Wallace (2000) also indicate the

positive phase of the SAM is associated with positive temperature anomalies in the

mid-latitudes.

Particularly notable is the annular mode signature of the zonal wind field (Yoden

et al., 1987; Kidson, 1988a; Hartmann and Lo, 1998; Thompson and Wallace, 2000),

which indicates a shifting of the mid-latitude westerlies in the different phases of

the mode. This pattern was especially examined recently by Lorenz and Hartmann

(2001).

Lorenz and Hartmann (2001) found the leading EOF of the zonal-mean zonal wind

anomalies, using daily data obtained from the NCEP-NCAR reanalysis, is a dipole.

This pattern is shown in their Figure 2, which is reproduced here as Figure 1-2.

The westerly anomaly is centered near 60o S, the easterly anomaly near 400 S, and a

nodal line near 500 S - the mean position of the SH's eddy-driven jet. Hence, Lorenz

and Hartmann (2001) characterized the annular mode's signature in the zonal wind

field as a wobble of the eddy-driven jet about its time-mean position. Regressing the

wind data against their leading principal component, Lorenz and Hartmann (2001)

obtained a maximum amplitude of over 4 m s - 1 for the westerly lobe at jet level,

and over 3 m s-' for the easterly lobe. However, both lobes are deep, vertically



coherent structures, and the surface wind anomalies found by Lorenz and Hartmann

(2001) exceed 2 m s - 1 in the westerly lobe and 1 m s -1 in the easterly lobe. The

patterns found by Lorenz and Hartmann (2001) from purely the wind data are similar

to those found by Thompson and Wallace (2000) by regressing the wind data on their

annular mode index, and Lorenz and Hartmann (2001) also noted the extremely high

correlation coefficient between the zonal wind anomalies and the geopotential height

anomalies.

a) EOF#1 of [u], m/s (36%)

b) EOF#I of <[u]>. m/s (43%)

Fic. 2. (a) EOFI of the zonal-mean zonal wind; (h) EOFI of the
vertical and zonal-rean zonal wind. The percent variance explained
is given at top-right corner of plot.

Figure 1-2: Patterns of zonal wind variability associated with SAM. Reproduced from
Lorenz and Hartmann (2001).

While Lorenz and Hartmann (2001) did not examine stratospheric changes, the

regression maps of Thompson and Wallace (2000) indicate the westerly anomalies

associated with the positive phase of the mode extend into the stratosphere during

the period of strong coupling in the spring. These stratospheric westerly anomalies

are associated with a stronger polar vortex, and are therefore consistent with the

colder stratospheric temperatures observed during this phase.



To summarize, the SAM is a highly zonally symmetric pattern of variability, ex-

plaining more variance in the extratropics of the SH as compared to any other pattern.

The variability may be examined through several different meteorological fields, all

of which are closely linked to each other. In the mode's positive phase, anomalously

high geopotential is found in the mid-latitudes and anomalously low geopotential

over the pole. The eddy-driven westerlies are found poleward of their climatological

position. The mid-latitudes enjoy anomalously warm temperatures while Antarctica

experiences anomalously cold temperatures. A negative phase of the mode is associ-

ated with the opposite patterns. Finally, the SAM's patterns of variability extend to

the stratosphere during southern late spring, the time of dynamic coupling between

the stratosphere and troposphere.

1.1.3 The Arctic Oscillation

Traditionally, most interest in the Northern Hemisphere (NH) low-frequency climato-

logical patterns has focused around regional-scale anomalies such as the NAO and the

Pacific-North America pattern (Wallace and Gutzler 1981), rather than hemisphere-

scale variability. The work of Thompson and Wallace (1998, 2000) and Thompson

et al. (2000) has encouraged discussion on more zonally symmetric patterns of vari-

ability.

Thompson and Wallace (1998) noted that the variation in Eurasian surface air

temperature is more closely correlated to hemisphere-wide pressure variability than

to solely the NAO, with warmer temperatures correlating strongly with abnormally

high mid-latitude surface pressure. They also found strong correlations between the

patterns at the surface and at the 50 hPa level, which were primarily zonal in na-

ture though with the negative center tilted toward Greenland, rather than directly

over the North Pole. This "Arctic Oscillation" (AO), as the authors termed the phe-

nomenon, is a more longitudinally symmetric expression of climate variability than

the traditional view through the NAO.

Thompson and Wallace (2000) defined the AO index using the 1000 hPa geopo-

tential height and then followed procedures similar to those they used in the SH



to obtain the spatial patterns. They found, as shown in Figure 1-1, that the lead-

ing pattern of height variability is a dipole. As with the SAM, a positive phase of

the AO is defined such that the mid-latitudes experience positive height anomalies

and the polar regions negative height anomalies. At the 1000 hPa level, the au-

thors computed an anomaly of 35 m over the pole and anomalies of about 5 - 10 m

in the mid-latitudes. The NH pattern displays more zonal asymmetry than its SH

counterpart, with Thompson and Wallace (2000) finding the maximum mid-latitude

amplitude in the Euro-Atlantic region, a secondary maximum over the Pacific, and

relative minima over the North American and Asian continents. The amplitude of

the tropospheric pattern in the NH is more seasonal than its SH counterpart as well,

though the pattern may still be discerned during northern summer.

The dipolar geopotential anomalies may be found at other altitudes as well.

Thompson and Wallace (1998), confining their analysis to the November-April season,

found a dipole at several levels of the atmosphere, with 40 m anomalies centered over

the pole at 1000 hPa, 70 m anomalies at 500 hPa, and 170 m anomalies at 50 hPa.

Extending this analysis, Baldwin and Dunkerton (1999) found the AO signature in

geopotential height at nine levels, ranging from the surface to 10 hPa. As noted above

the surface pattern features enhanced amplitude in the Euro-Atlantic and Pacific sec-

tors, and a wavenumber-2 pattern may also be discerned at the mid-tropospheric

levels as well, which Thompson and Wallace (1998) suggested is associated with the

land-sea contrasts in the NH. The patterns in the stratosphere are more zonal, how-

ever, with little evidence of a wave-2 component.

The stratospheric signature of the annular mode in the NH is found by Thompson

and Wallace (2000) throughout the greater winter season, in contrast to the SH, where

it was limited to late spring. As the winter polar vortex in the NH is weaker than that

found in the SH, planetary waves tend not to be excluded by overly strong westerlies

as in the SH, and the period of dynamic stratosphere-troposphere coupling is longer

in the NH than in the SH. The patterns of variability in the stratosphere associated

with the positive annular mode phase - anomalously low geopotential over the pole,

an unusually strong polar vortex, and an abnormally cold polar stratosphere - are



similar between the hemispheres.

As in the SH, the zonal wind variability in the NH comprises a dipole of westerly

and easterly anomalies, centered about the position of the time-mean eddy-driven jet.

These patterns are shown in their Figure 3, reproduced here as Figure 1-3. Lorenz

and Hartmann (2003), performing an EOF analysis of December-March monthly-

mean zonal wind data and regressing the daily wind time series upon the EOFs,

found a maximum westerly anomaly of 3 m s - 1 centered near 550 N and a maximum

easterly anomaly of 2.5 m s - 1 centered near 32' N, with a nodal line near 420 N.

As in the SH, the zonal wind patterns are vertically coherent, with westerly surface

anomalies between 1 - 1.5 m s - 1 and easterly surface anomalies of 0.5 - 1 m s- 1

found in the regression patterns.

o) [u] regressed on PCI of <[u]>

b) [uJ regessed on PC2 of <[uj>

Ftc. 3. Leading EOFs of monthly mean zonal wind after lhearly
remloving ENSO variability. (a) Zanal-mean zonal wind regressed on
PCI of thehe vertical- and zonal-mean zonal wind wsing monthly data.
ENSO has been linearly removed from the data. The units are m s

-
.

(b) Sarme as (a) except for PC2.

Figure 1-3: Patterns of zonal wind variability associated with AO during winter.
Reproduced from Lorenz and Hartmann (2003).

The variability described by the AO is similar to that of the SAM. The positive

phase of the pattern indicates anomalously high pressure in the mid-latitudes, and



a poleward shift of the eddy-driven westerlies. The negative phase describes the

opposite pattern. As for the SAM in the SH, stratospheric extensions of the AO

patterns may be found for the period during which the stratosphere and troposphere

are strongly dynamically coupled. There is more seasonal variability in the amplitude

of the NH patterns as compared to the SH patterns. Additionally, the NH patterns

contain more asymmetries as compared to their SH counterparts.

The presence of these asymmetries has made the zonally symmetric perspective

adopted by Thompson and Wallace (1998, 2000) and Thompson et al. (2000) con-

troversial, and while the AO and NAO explain much of the same variability, which

of the two is the more meaningful paradigm is a subject of debate (Wallace, 2000).

The controversy is mainly because of weak correlations between the centers of ac-

tion in the subtropical Atlantic and Pacific (Deser, 2000; Ambaum et al., 2001) that

would suggest the NAO as a better paradigm. Wallace and Thompson (2002) argued

this discrepancy is caused by the Pacific-North America pattern (Wallace and Gut-

zler, 1981), and that removing anomalies associated with this pattern results in more

zonally symmetric anomalies.

While the characterization of the low-frequency variability in the NH as either

primarily regional or primarily planetary in scale continues to be debated, there is

more agreement that either of the observed phenomena are manifestations of the

same processes. In fact, while disputing the zonally symmetric perspective for the

NH, Ambaum et al. (2001) noted many of the dynamical mechanisms proposed in

relation to the annular modes could also be valid in their regional perspective. Cash

et al. (2002) found in an aquaplanet GCM that while the long-time variability in their

model runs was zonally symmetric, individual events during which dipolar behavior

was observed were more zonally localized. Vallis et al. (2004), using a stochastic

forcing of a barotropic model, produced longitudinally symmetric dipolar patterns

of variability for statistically zonally uniform forcing, but localized dipolar patterns

for more meridionally confined forcings. This was further confirmed in the simple

models of Gerber and Vallis (2005), who found in their stochastic model that a zon-

ally symmetric EOF pattern could be produced even when the dynamics were more



localized.

In any case, a number of authors have adopted a hemispheric perspective for

climate variability in the NH since the publication of Thompson and Wallace (1998),

and the variability observed using a NAO perspective is, except for the longitudinal

confinement, very similar to that viewed in the SH for the SAM. Further, it appears

that the same dynamical mechanisms are responsible for either regional, NAO-like

anomalies or hemispheric, AO-like anomalies. One of the most investigated dynamical

mechanisms is the role of eddies, which I shall review next.

1.2 Annular Modes and an Eddy Feedback

The prominence and the persistence of the annular modes suggest that they are

sustained by a dynamical process internal to the atmosphere. The link between the

annular modes and eddy fluxes, and the investigation into whether a feedback exists

between the two quantities, have been recent topics of research interest.

Relationships between the eddy activity and anomalies in the zonal-mean flow

have been noted for some time, having been found in observations (e.g. Karoly, 1990;

Hartmann and Lo, 1998; Feldstein and Lee, 1998) and reproduced in model simula-

tions (e.g. Yu and Hartmann, 1993; Robinson, 1994, 1996; Lee and Feldstein, 1996;

Feldstein and Lee, 1996). Limpasuvan and Hartmann (2000) examined both the

NCEP-NCAR reanalysis data and a GFDL model run, and found in each case the

extrema of anomalous eddy momentum flux convergence were very nearly co-located

with the latitudes of anomalous zonal wind related to the annular modes.

An additional question regarding the eddies is whether their role goes beyond

impulsive forcing of the annular mode patterns, and instead constitutes maintenance

by a feedback process. Robinson (2000) proposed a baroclinic mechanism by which

the annular modes and eddy fluxes could be associated in a feedback loop. He noted

that while the eddies initially seek to reduce local baroclinicity, their equatorward

propagation results in westerly momentum transport into the eddy source region. He

additionally hypothesized that surface friction could reduce the westerly anomalies at



the surface, resulting in increased baroclinicity and conditions favorable for increased

eddy generation.

Several authors have found evidence for an eddy-zonal flow feedback, although

the details of the relationship differ among the studies. Feldstein and Lee (1998),

for example, found an eddy feedback for the zonal-mean flow anomalies with high-

frequency eddies, but dissipative tendencies for cross-frequency and low-frequency

eddies. DeWeaver and Nigam (2000), taking an NAO perspective of the variability in

the NH, discerned a positive feedback between stationary waves and the NAO-related

wind anomalies. Lorenz and Hartmann (2001, 2003) further addressed this issue

from an annular mode perspective and found a positive feedback between the eddy

momentum fluxes and the zonal-mean flow anomalies in both hemispheres. Unlike

DeWeaver and Nigam (2000), however, they found that the synoptic-scale eddies

are the most important contributors to the feedback in both hemispheres, with the

stationary waves contributing more to poleward propagation of anomalies in the NH.

While the nature of the disturbances providing the feedback differs from study

to study, there is evidence of an eddy feedback which sustains the annular modes.

Hence, any study of the annular modes must also closely scrutinize eddy fluxes to

understand further the nature of the zonal anomalies.

1.3 Links to Other Climate Problems

Much of the recent interest in the annular modes has stemmed from their appearance

in relation to a number of other problems in weather and climate. The annular

modes' linkage to other meteorological phenomena suggests that the modes are a

preferred response of the atmospheric circulation, and that an understanding of the

other problems will necessitate a better knowledge of the annular modes themselves.

No problem in weather and climate has received more attention in the past two

decades than global warming. It is well-known that the concentration of the green-

house gas carbon dioxide has risen by about 30 percent since the beginning of the

Industrial Revolution, and the concentrations of other greenhouse gases have risen as



well. It has also been observed that the global mean surface air temperature of Earth

has risen by 0.60 C since the beginning of the twentieth century (IPCC, 2001b).

Should future warming continue to occur, it is important to understand what im-

pacts the higher temperatures and other associated changes will have on weather and

climate.

In addition to the short-term behavior of the annular modes, decadal trends in

the patterns may be observed as well. Thompson et al. (2000) noted a trend toward

positive indices in the last few decades of the twentieth century. The authors found

the trends in each hemisphere. The trend for the AO during winter was particu-

larly strong over the authors' 1968-1997 dataset; in January and February the linear

trend exceeded two standard deviations for the 30-year period. The authors' Fig-

ure 1, showing AO-related trends in sea-level pressure, surface air temperature, and

precipitation, is reproduced here as Figure 1-4.

Feldstein (2002), motivated by a concomitant increase in variance in the AO time-

series in the late twentieth century, also examined the trend of the index. Though

he found that the behavior of the NH annular mode index throughout the first sixty

years of the twentieth century could be accounted for by internal variability, he ar-

gued external forcing of the climate system or coupling to the ocean or cryosphere

was needed to explain more recent behavior.

The annular modes, as they are represented in modeling studies, tend to respond

to the greenhouse warming simulated in computer runs (e.g. Shindell et al., 1999;

Fyfe et al., 1999; Kushner et al., 2001; Shindell et al., 2001; Rind et al., 2002; Gillett

et al., 2002), usually by shifting to the positive phase of the annular mode (Rind et al.,

2005). For example, Kushner et al. (2001), in examining the response of the SH to

greenhouse warming in their model, found a poleward shift of the jet which projected

strongly on their model's SAM. Shindell et al. (1999), Fyfe et al. (1999), and Gillett

et al. (2002) found similar behavior in the NH, with a strong positive projection

on the AO, though some authors (Osborn et al., 1999; Zorita and Gonzales-Rouco,

2000) obtained a negative projection, and Rind et al. (2002) found strong positive

projections in some of their runs but strong negative projections in others. In any



case, the existence of decade-long trends in the annular mode timeseries, and the

appearance of the annular modes as a preferred response to greenhouse warming

in modeling studies, suggest it is important to consider the climate impacts of the

annular modes when considering future climate change.

1900 1920 1940 1960 1980 2000
Fo. I. Standardied .PM przxy AO dices based on SAT, pre-

cipitation. and SLP Correlation statistics are presented in Table 1.
Light lines indicate JFM seasonal eans; heavy lnes indicate 5-yr
runnming means. The miterval betmween tick maks ona the vertical axis
is one standard deviation.

Figure 1-4: Wintertime AO trends in the surface air temperature, precipitation, and
sea-level pressure fields. Reproduced from Thompson et al. (2000).

Another active area of research in the atmospheric sciences is the interaction

between the stratosphere and the troposphere. The annular modes may be an impor-

tant intermediary in a suspected downward influence of the middle atmosphere on

the lower atmosphere.

For much of the year there is little dynamical connection between the stratosphere

and the troposphere; upward-propagating Rossby waves become evanescent in the

weak easterlies which dominate for much of the year in the stratosphere (Charney

and Drazin, 1961). During "active seasons", however, when westerly winds (which are

not so strong as to also exclude the waves) predominate, a dynamical linkage between



troposphere and stratosphere may be accomplished through the upward propagating

planetary-scale waves, and the dipolar annular mode patterns of geopotential height

may be found in the middle atmosphere (Thompson and Wallace, 2000).

Observations of a downward propagation of zonal wind anomalies from the strato-

sphere to the troposphere have been noted before the recent focus on the annular

modes. Kodera et al. (1990) found that upper-stratospheric westerly anomalies, early

in the NH winter, tended to precede tropospheric westerly anomalies in middle to late

winter. Kodera and Koide (1997) found that, at least in the Atlantic sector, decadal

climate trends could be related to variability of the stratospheric polar night jet.

Kuroda and Kodera (1999) found that Eliassen-Palm flux convergence propagated

downward in concert with zonal-mean zonal wind anomalies.

Using the AO perspective, Baldwin and Dunkerton (1999) noted the downward

propagation of anomalies in geopotential height associated with the AO from the

stratosphere to the troposphere, with an average downward propagation time of about

three weeks. The anomalies typically occurred once or twice each northern winter.

Figure 1-5, reproduced here from Figure 2 of Baldwin and Dunkerton (2001), is a

composite of both the positive and negative AO events. Investigating the effects of

these downward-propagating anomalies on surface climate, Baldwin and Dunkerton

(2001) found an effect on storm tracks up to 60 days after the onset of the stratospheric

anomalies, with the Atlantic storm track shifting northward under the influence of

positive anomalies, and vice-versa. In their modeling studies, Polvani and Kushner

(2002) and Kushner and Polvani (2004) found an annular-mode like response in the

troposphere in response to stratospheric cooling. Thompson et al. (2006) obtained

both observational and model results showing the balanced response to stratospheric

wave drag and radiative anomalies could account for annular mode-like changes in

the troposphere.

The mechanism by which the downward propagation of anomalies from strato-

sphere to troposphere occurs is still a matter of dispute. Hartley et al. (1998) and

Black (2002) cited the remote effects of stratospheric potential vorticity anomalies

on circulation in the troposphere. Perlwitz and Harnik (2003) instead invoked the
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Figure 1-5: Composites of 18 events featuring a weak polar vortex and 30 events
featuring a strong polar vortex, showing the downward propagation of AO anomalies.
Contour interval is 0.25 of nondimensional AO index for each color; values less than
0.25 are not shaded. White contours feature contour interval of 0.5. From Baldwin,
M. P. and T. J. Dunkerton, 2001: "Stratospheric harbingers of anomalous weather
regimes." Science, 294, 581-584. Reprinted with permission from AAAS.

reflection of planetary waves. Plumb and Semeniuk (2003) argued the downward

propagation occurs through local wave-mean flow interaction. Song and Robinson

(2004) tested the theory of "downward control" (Haynes et al., 1991) with eddy forc-

ing as a potential mechanism, but rejected it based on their model runs. Controversy

also remains about whether internal tropospheric dynamics are needed to amplify a

response from the stratosphere (Kushner and Polvani, 2004; Song and Robinson, 2004;

Thompson et al., 2006). Throughout the different mechanisms proposed, however,
the annular modes appear in the stratosphere-troposphere coupling.

Another problem in atmospheric science for which the annular modes appear to

be a preferred response is ozone depletion. This behavior is somewhat related to the

response to the stratospheric cooling investigated by Kushner and Polvani (2004),
as the depletion of ozone is associated with stratospheric cooling. Thompson and
Wallace (2000) found the annular mode signature by examining Dobson units of
column ozone, and Thompson and Solomon (2002) found tropospheric trends in the
SH are associated with changes to the polar vortex in the lower stratosphere, which



they further noted has been affected by ozone loss. Gillett and Thompson (2003)

were able to reproduce high-latitude SH climate trends using only stratospheric ozone

depletion as a model forcing.

The annular modes appear in the discussion of a number of other atmospheric

phenomena, occurring in both reanalysis data and modeling studies. Their promi-

nence in these studies suggests they are a preferred means of response to atmospheric

perturbations. That is the essence of what is tested in this thesis, as I outline below.

1.4 Motivation

As discussed above, the annular modes are large components of variability in the

atmosphere, explaining more variability in the extratropics of each hemisphere as

compared to any other pattern. Less clear from such reanalysis studies, however, is

whether the annular modes are truly "mode-like", in that they appear not only in the

climatological variability, but also as a preferred response of the general circulation

to a given perturbation.

Modeling studies suggest that the annular modes are, indeed, a preferred response.

Kushner and Polvani (2004), for example, altered the reference temperature profile of

the stratosphere in their model, yet they produced changes in tropospheric westerlies

which reflected annular mode-like patterns. The SH warming considered by Kushner

et al. (2001) projected well on their model's annular mode, while Rind et al. (2002)

found annular mode-like responses as well for simulated carbon dioxide increases and

changes in solar forcing related to the quasi-biennial oscillation. Song and Robinson

(2004) used artificial torques placed in the stratosphere to force their model, yet the

responses they produced were similar to their model's annular mode.

While examples of studies in which the annular modes respond to an atmospheric

forcing are scattered throughout the literature, there is no systemic study of whether,

in fact, the response of a model to a suite of generic forcings is expressed in terms of the

annular mode patterns. That is the question I seek to answer here: Are the annular

modes a preferred response of the atmospheric circulation to a generic forcing?, or,



put more simply, Are the annular modes truly "mode-like?" If the phenomena are

preferred responses, then they should arise for myriad types of perturbations. I will

test this contention using a simple general circulation model, inserting forcings into

the model and comparing the results of the forced trials to those of a control run,

with no external forcing applied. I will choose both artificial momentum torques

and perturbations to the model's reference temperature and see if the changes in

climatology under the influence of these forcings resemble the model's annular modes.

Should the annular modes prove to be a preferred response of the atmosphere to

a given forcing, it is also worthwhile to consider why they are, in fact, the selected

pattern. As noted above, a number of studies have found that eddies play an impor-

tant role in the maintenance of the annular modes. In fact, Lorenz and Hartmann

(2001, 2003) found a feedback between the eddy forcing and zonal wind anomalies.

Given the large amount of evidence suggesting an important role for the eddies in

relation to the zonal wind, I will pay special attention to whether an eddy feedback

is responsible for the patterns by using a zonally symmetric model. This will allow

for the separation of the directly applied forcing and the changes in eddy fluxes, and

allow comparisons for the effects of each.

In Chapter 2 of this thesis, I discuss the setup of the model used. The climatology

of the control model run is presented in Chapter 3. Chapter 4 examines the results

of trials under the influence of the artificial torques, while the results of the trials

with reference temperature perturbations are shown in Chapter 5. In Chapter 6,

I discuss the results using the zonally symmetric version of the model. Chapter 7

contains further discussion on the similarities and differences of the responses between

the mechanically and thermally forced cases, using a fluctuation-dissipation theory

framework. Finally, conclusions are presented in Chapter 8.



Chapter 2

Model Setup

2.1 Introduction

The approach of this thesis is to use a simple general circulation model to discern

whether the model's annular modes are preferred responses to generic forcings. Specif-

ically, I use the dynamical core of the GFDL atmospheric general circulation model

in this study. This model has been used by a number of other authors (e.g. Kushner

and Polvani, 2004; Song and Robinson, 2004; Chen et al., 2007) in their studies of

the annular modes or related phenomena.

The GFDL dynamical core is a dry, primitive-equation, hydrostatic model. The

prognostic variables are vorticity and the divergence of the horizontal flow, tempera-

ture, and the logarithm of surface pressure. The techniques of solution are spectral

transforms in the horizontal, and Simmons and Burridge (1981) differencing in the

vertical. Sigma is used as the vertical coordinate.

The model includes Rayleigh friction and Newtonian cooling to a specified ref-

erence temperature (which here is perpetually solstitial) as its dissipative schemes.

Hyperdiffusion is also applied. A zonally symmetric setup is chosen here as no topog-

raphy is imposed upon the model and a longitudinally symmetric reference tempera-

ture is chosen.

In the rest of the chapter, I will discuss more extensively several aspects of the

setup used in the model.



2.2 Resolution

For the model runs presented later in this thesis, a T30 spectral resolution is selected.

This results in an equivalent grid spacing of 3.750 in the horizontal. Twenty vertical

levels, equally spaced from a = 0.025 to a = 0.975, are employed.

As with all computer modeling studies, there is a trade-off between the resolution

employed and the length of time needed to compile model runs. For the system used

here, it took about eight hours to complete a model run of 500 days at T30 resolution.

Given the tendency of the annular modes in the model to have an unrealistically

large temporal persistence (which is discussed by Gerber et al. (2007) and will be

shown for the runs here in the subsequent chapters), it was necessary to compile long

climatologies, with 5,000 days being the usual choice of length here. This naturally

placed a premium on minimizing computing time.

The model resolution was tested by comparing the control model run compiled

at T30 resolution with runs employing T42 and T63 resolution. Fortunately, the

runs conducted at higher resolution were very similar to that at T30 resolution. An

illustration of the similarity may be found by comparing Figure 2-1 below and the

control climatology in Chapter 3.
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Figure 2-1: Zonal- and time-mean zonal wind for the T42 test run. Contour interval
is 5 m s-l; zero contour is dashed.
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Figure 2-1 shows the zonal-mean zonal wind, for a 5,000-day climatology, sampled

once daily. The resolution here is T42, but the other parameters are the same as those

discussed below (and used for the T30 climatology shown in Chapter 3). Here the

westerly jet peaks at 41 m s - 1 strength at 360 S latitude; this compares favorably to

the coordinates in the climatology shown in Figure 3-1 (43 m s- 1 strength at 370 S).

The magnitudes and positions of the jets in the NH are similar as well (31 m s - 1

at 410 here versus 32 m s - 1 at 410 in the T30 climatology).

As an additional test, the EOFs of zonal-mean zonal wind were computed for the

T42 run and compared to the EOFs found in the T30 run (shown in Chapter 3). The

former are shown in Figure 2-2; the latter are shown in Figure 3-11. The time-mean

values are removed and the data weighted by the square root of cosine of latitude

(North et al., 1982) before computing the EOFs. The EOFs are computed on the

global domain; however with no spatial overlap between the two leading patterns they

are shown here on the same plot. In both cases, each EOF forms a vertically coherent

dipole of wind about the jet's time-mean position. The strongest EOF is found in

the SH, with the second-strongest EOF found in the NH.

EMF 1 nd 2 of Zon-Me3 Zonhl WInd -T42 Run

I
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Figure 2-2: First and second EOFs of zonal-mean zonal wind anomalies in the T42
test run. Solid lines are contours of the leading EOF; dashed lines are contours of
the second EOF. Contours are in units of 1 m s- 1; vertical lines indicate positions of
time-mean jets.



Other climatological fields in the T42 run were similar to those of the T30 run.

Additionally, there was little difference among the run conducted at T63 resolution

(not shown) and the runs at T42 and T30 resolution. Since the climatology at T30

resolution is similar to those produced at higher resolution, the T30 truncation will

be chosen for the model runs here.

2.3 Radiation

The model uses Newtonian cooling as its parameterization for thermodynamic pro-

cesses. This is a linear relaxation to a prescribed reference temperature profile. The

results shown here use a damping coefficient of -- day-' above a = 0.7, linearly

increasing to 1 day-1 at the surface. With many of Earth's radiative processes oc-

curring at the surface, the more rapid relaxation time there is a sensible choice. The

vertical variation of the coefficient is similar to that used by Held and Suarez (1994),

although they employ a variation with latitude of the relaxation parameter within

the boundary layer below u = 0.7 that is not used here. Removal of this variation

was found to improve slightly the decay time of the annular mode patterns' autocor-

relation while not otherwise altering their magnitude or structure, so the meridional

variation was not employed here.

The reference temperature profile to which the model is relaxed is similar to that

used by Held and Suarez (1994), although some modifications are made. The exact

formula of the reference profile will be shown in the Appendix; the profile is displayed

in Figure 2-3. A solstitial pattern is imparted to the reference temperature profile

by two means. First, the point of maximum reference temperature is displaced off-

equator slightly. Second, a sinusoidal term, equal at the surface to 10 K multiplied

by the sine of latitude, is added to the profile. The profile decays away from the point

of maximum reference temperature following the fourth power of cosine of latitude.

As seen in Figure 2-3, the point of maximum equilibrium temperature of 315 K

occurs on the NH side of the equator. The equator-pole reference temperature gradi-

ent is 50 K in the NH but 70 K in the SH. Hence the SH will be the winter hemisphere
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Figure 2-3: Reference temperature for the unforced model run. Contour interval is
10 K.

in these runs, while the NH is the summer hemisphere.

As a consequence of this reference temperature profile, the strengths of the annular

modes will be different between the two hemispheres. This has already been seen in

Figure 2-2 for the T42 test run, and it will hold as well in the T30 model runs discussed

later in this thesis. The stronger annular mode occurs in the winter hemisphere, but

the summer hemisphere also features an annular mode which represents the largest

amount of variability in that hemisphere. This is also consistent with observations of

the annular modes in Earth's atmosphere (e.g. Thompson and Wallace, 2000).

2.4 Friction and Hyperdiffusion

A linear drag below a = 0.7 is the model's representation of surface friction. The

coefficient of friction, which is zero above this level, increases linearly to 2 day- 1 at

the surface.

The damping coefficient used here is twice the value used by Held and Suarez

(1994). The increase of friction improves the decorrelation times of the patterns, as

will be discussed below. Several checks were conducted to insure that the change in



parameter value did not significantly alter the behavior of the jets and their annular

modes. Fortunately, the changes brought about by the increased mechanical damping

were minor.
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Figure 2-4: Zonal- and time-mean zonal wind for the test run using maximum me-
chanical damping rate of 1 day- '. Contour interval is 5 m s-l; zero contour is dashed.

The climatological zonal-mean zonal wind using a damping coefficient of 1 day-'

at the surface (in other words, the strength used by Held and Suarez (1994) and half

the strength of the friction used in the model runs in the rest of the thesis) is shown

in Figure 2-4. Comparing with a run using the higher coefficient of friction shown
in Chapter 3 (Figure 3-1), the increase of the damping coefficient results in the jets
moving equatorward by several degrees. This behavior is also noted in the GFDL
model by Chen et al. (2007), who analyze the latitudinal movement extensively. The
behavior was also found by Robinson (1996) in his two-layer model.

The SH jet is centered at 410 here, and the NH jet at 43o . Their positions in the
control trial shown in Chapter 3 with 2 day-' friction at the surface are 370 S and
410 N. The jets shown in Figure 2-4 also display more prominent "kinks" in the wind
contours on the jets' equatorward flanks as compared to the profiles in Figure 3-1.
This is indicative of a greater separation in this trial of the mid-latitude westerlies
generated by eddy momentum flux convergence, and the subtropical westerlies gen-
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EOFs 1 and 2 of Zonal-Mean Zonal Wind - 1 Day Friction
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Figure 2-5: First and second EOFs of zonal-mean zonal wind anomalies in the test
run using maximum mechanical damping rate of 1 day-'. Solid lines are contours of
the leading EOF; dashed lines are contours of the second EOF. Contours are in units
of 1 m s-

erated by Coriolis deflection of the meridional circulation.

As should be expected, the magnitude of the surface westerlies is reduced by the

increased friction. The peak value at the surface is 3.7 m s- 1 as compared to 2.3 m s- 1

for the control trial in Chapter 3. However, westerlies still occur at the surface and

throughout the jet column, and the peak strength of the jet at tropopause level is

unaffected by the increased boundary layer friction.

In cases using both lower and higher rates of friction, the leading EOF of the zonal-

mean zonal wind anomalies is a dipole of opposite-signed centers of wind anomalies,

one on each side of the jet's time-mean position. The leading patterns for the case

with weaker mechanical damping are shown in Figure 2-5; they are similar to the

patterns for the case in Figure 3-11 with stronger friction. While the EOF patterns

are similar in each case, the autocorrelation of the timeseries decayed more rapidly

using the higher mechanical damping. Therefore, the 2 day-' rate at the surface is

used in the runs to follow.

A V6 hyperdiffusion is chosen in the model runs. Here the smallest wavenumber

is damped on a timescale of -I day; when runs of higher resolution were employed to



test model resolution, this parameter was appropriately scaled. The model was also

tested by varying this timescale by a factor of two; the climatology produced was not

significantly different.

2.5 A Note on Zonal Symmetry

As stated in the Introduction, there is considerable debate over whether the dominant

patterns of anomalous pressure and wind in the NH constitute a hemisphere-scale

phenomenon (e.g. Thompson and Wallace, 2000), or a regional pattern focused on

the North Atlantic Basin (e.g. Ambaum et al., 2001).

The model runs employed here use a zonally symmetric reference temperature

profile, and no topography is imposed upon the surface. As such, to the extent that

one is interested in the behavior of the NH, the perspective taken in this thesis is

more reflective of that of the former authors than that of the latter. However, while

arguing the variability in the NH is best understood on a regional basis, Ambaum

et al. (2001) do not reject the annular mode paradigm in the SH. They additionally

note that many of the mechanisms used to explain the Arctic Oscillation may be

equally valid for the North Atlantic Oscillation.

The zonally symmetric approach is also more appealing since it allows use of a

body of theory on the interactions between the zonal mean state and the eddies.

Within the context of the annular modes, such work has been conducted by Limpa-

suvan and Hartmann (2000) and Lorenz and Hartmann (2001, 2003), for example.

In Chapter 6 of this thesis, I will use a zonally symmetric version of the model to

separate the direct effects of the applied forcing from those caused by the changes in

eddy fluxes. The partition could not be accomplished if a zonally asymmetric system

were considered.

Since the runs to follow are zonally symmetric, the importance of non-zonality to

the flow anomalies in the NH cannot be addressed here. However, even if one views

the zonal inhomogeneity as critical to processes to the NH, the runs conducted in this

model will still prove to be a reasonable analog for the behavior of Earth's annular



mode in the SH, and should prove interesting from a theoretical standpoint as well.

2.6 Summary

In this chapter, I have discussed the setup of the GCM dynamical core used here

and explained the damping parameters chosen. Test runs using higher resolutions

or perturbed damping coefficients were found to produce climatologies similar to the

one to follow in the next chapter, with the annular modes in each case being the most

prominent expression of variability in each hemisphere. The climatology of the control

model run produced under the selected parameters will be discussed extensively in

the next chapter.

In later chapters, I will present trials in which the model is subjected to an external

torque, or trials which use an altered relaxation temperature profile. Hence these runs

are used to study the behavior of the model in response to mechanical and thermal

forcings, respectively, to determine whether the annular modes are indeed a mode-

like response. The nature of the forcing for the mechanically forced trials will be

discussed at the beginning of Chapter 4, while the nature of the thermal forcing will

be discussed at the beginning of Chapter 5.





Chapter 3

Climatology of the Control Run

3.1 Introduction

Before beginning the suite of trials in which the model is subjected to an external

forcing, I first compile a climatology of the model with no applied external forcing.

This climatology, consisting of 7,200 days of model data, sampled once daily after

the model had spun up from rest, is presented in this chapter. The climatology

shown below is robust and reproducible from smaller segments of the model dataset.

As may be expected from the given conditions, the model's climatology is highly

longitudinally symmetric. It also contains annular modes similar to those observed

in the real atmosphere.

3.2 Zonal- and Time-Mean Climatological Fields

The time-mean, zonal-mean zonal wind is shown in Figure 3-1. The most prominent

features are the two westerly jets, one in each hemisphere, associated primarily with

the convergence of eddy momentum flux. The SH (winter) jet occurs at about 370

latitude, reaching a peak amplitude of 43 m s - 1 at 250 hPa. The NH (summer) jet's

peak magnitude of 32 m s - 1 occurs at 410 latitude and 250 hPa.

In both hemispheres the peak westerly surface wind speed is slightly more than 2

meters per second, occurring at about the same latitude as the upper jet. Easterly
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Figure 3-1: Zonal- and time-mean zonal wind for the unforced model run. Contour
interval is 5 m s-l; zero contour is dashed.

surface flow is found equatorward of 300 in each hemisphere.

The model output also contains westerlies associated with the tropical meridional

overturning circulation, although these winds are less prominent than those produced

by the eddy fluxes. However, they can be discerned on many days of the individual

climatology as a bulge on the equatorward side of the jet. On some days of the

climatology, a distinct double jet may be noted, as shown in Figure 3-2.

The climatological meridional streamfunction is shown in Figure 3-3. The strongest

overturning cell extends from the tropical NH across the equator into the SH, as ex-

pected from the model's relaxation temperature profile. The winter Ferrel cell may

also be noted, as well as weaker overturning circulations in the summer hemisphere.

Consistent with the streamfunction shown in Figure 3-3, the strongest upward veloc-

ities are found north of the equator, with the strongest sinking motion in the sub-

tropical SH. Strong cross-equatorial northerlies are found at tropopause level, with

vigorous cross-equatorial southerlies at the surface.

The climatological zonal-mean temperature profile is displayed in Figure 3-4. The

warmest point is naturally in the tropics, although the temperature is cooler than

the prescribed reference temperature (Figure 2-3). The meridional gradient of the
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Zonal-Mean Zonal Wind - Day 5440 of Control Run

Figure 3-2: Zonal-mean zonal wind from a selected day of model climatology, showing
the double-jet structure. Contouring as in Figure 3-1.
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Figure 3-3: Climatological streamfunction for the unforced model run. Contour in-
terval is 3 x 1010kg s- 1; zero contour is omitted.
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temperature in the tropics is nearly zero, while strong temperature gradients occur

in mid-latitudes. The South Pole is 20 K cooler than the North Pole, reflecting the

seasonality imparted in the reference profile.
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Figure 3-4: Climatological temperature for the unforced model run. Contour interval
is 10 K.

Figure 3-5 illustrates the climatological Eliassen-Palm flux and divergence. The

E-P flux vectors are plotted according to the conventions in Edmon et al. (1980).

The divergence is weighted by (a cos )-1 so as to represent units of acceleration of

zonal wind. As expected, the dominant pattern in this field is divergence near the
surface and convergence at upper levels, indicating the generation of eddies at low
levels, upward propagation, and dissipation at upper levels.

The components of the Eliassen-Palm flux in the meridional and vertical directions

may be written, respectively, as

F. = acos -u'v'+ v'O' (3.1)ap 9po -u/ (3.2)

F, = acos¢ (( f v'O' - uw) , (3.2)

where the overbars indicate zonal means, the primes departures from the zonal mean,

i Ei
i __O'
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and the notation of meteorological variables is standard.

Most of the divergence shown in Figure 3-5 is "baroclinic" (that is, stemming from

the component of the divergence associated with Equation 3.2), but the "barotropic"

divergence (or, that associated with Equation 3.1) is important as well, particularly in

the upper troposphere. Indeed, when considering the integrated angular momentum

budget, the surface baroclinic divergence will be cancelled by baroclinic convergence

in the free troposphere. The barotropic component of the divergence, and not the

baroclinic part, affects the integrated angular momentum budget.

E-P Fluxes and Divergence - Control Run

100

200

300

400

0.

oo00
0

700

800

900

4 ri
-80 -80 -40 -20 0 20 40 s0 80

Latitude (degrees)

Figure 3-5: Time-mean E-P fluxes and divergence from control run with vectors
plotted according to the scaling in Edmon et al. (1980). Divergence is contoured;
interval is 4 m s - 1 day-' acceleration of zonal wind until 20 m s - 1 day-' and
20 m s - 1 day-' thereafter. Arrows represent E-P flux; sample arrow at bottom
left represents 5 x 1020 m3 Pa of upward flux; an equivalent length in the horizontal
represents 6.47 x 1015 m 3 of meridional flux.

The barotropic portion of the divergence (weighted by (a cos )- 1 ) is displayed
in Figure 3-6. Note that, in each hemisphere, the maximum of the barotropic E-P
flux divergence's contribution to acceleration occurs at the jet center in the upper
troposphere, again suggesting the jets seen in Figure 3-1 are driven primarily by eddy
activity.
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Figure 3-6: Time-mean barotropic E-P flux divergence. Contour interval is
1 m s- 1 day- 1 acceleration of zonal wind. Solid lines are positions of time-mean
jets.

3.3 Zonal Variations in the Unforced Run

In the above discussion, I have focused on the zonal-mean climatology of the model.

As the model contains no topography or land-sea contrast, and there is no longi-

tudinal variation in the reference temperature profile, little variation in the model's

climatology with latitude should be expected. Indeed, that is the case, as shown by

the next two figures. Figure 3-7 displays the cross-section of time-mean zonal wind

at 250 hPa, while Figure 3-8 displays the cross-section of time-mean temperature at

750 hPa. Both fields are highly zonal with very little variation in the longitudinal

direction. These results are typical of those found at other pressure levels.

While the time-mean climatological fields are highly zonal, longitudinal variation

of course exists on individual days of the run. To diagnose this variation, Fourier

analysis is performed on each day of the flow, and the absolute values of the Fourier

coefficients of u found on each day are averaged. Figure 3-9 is a bar graph of these av-

erage Fourier coefficients for the flow at the center of the climatological jet (370 S and

250 hPa). The largest coefficients are found for large synoptic-scale eddies (wavenum-

bers 5 and 6), with the planetary-scale eddies (wavenumbers 1 through 4) contributing
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250 hPa Time-Mean Zonal Wind of Control Run
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Figure 3-7: Time-mean zonal wind at 250 hPa. Contour interval is 5 m s - 1

750 hPa Time-Mean Temperature of Control Run
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Figure 3-8: As in Figure 3-7, but for the time-mean temperature at 750 hPa. Contour
interval is 5 K.
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as well. This distribution is typical of those found in the model's climatology at up-

per levels at and near the jet centers, although at lower altitudes on the flanks of the

jets, the coefficients associated with the planetary scale eddies are larger than those

associated with the large synoptic eddies.

Fourier Analysis of Flow at Jet Center
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Figure 3-9: Fourier coefficients for the zonal wind at SH jet center (370 S and
250 hPa). The coefficients are computed daily, and the mean of their absolute value
for each wavenumber is plotted.

Having examined the climatological means produced by the control run of the

model, I now discuss the variability found in the unforced model's climatology.

3.4 Variability of the Unforced Run

In this section, the variability of the model's climatology is examined through the use

of empirical orthogonal functions (EOFs).

First, I examine the first EOF of the surface pressure anomalies in each hemi-

sphere. The patterns in Figure 3-10 have been regressed against the pressure field.

The time-mean field is subtracted before computing the anomalies, and the data are

weighted by the square root of cosine of latitude (North et al. (1982)). Both the SH

and NH feature a pattern which is similar to that of the observed annular mode (Fig-

ure 3-10). Each domain contains two belts of anomalous pressure encircling the globe:
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a ring of lower pressure closer to the pole and a ring of higher pressure nearer the

equator. The belts show a high degree of longitudinal symmetry and no longitudinal

structure is evident. Similar results may be obtained for EOFs of the geopotential

height field at various levels of the model atmosphere. The longitudinal symmetry

of these pressure EOFs reinforces the choice of a zonal-mean perspective, and I so

choose below in the examination of the wind field.
Leading EOFs of Surface Pressure in Each Hemisphere

" 70

30

040

30

3 20
10
0o

-10 - 1

S-20

-30 200-'0-40---- = = = =-- = - 5------ 70----1D-----
--3-- - ---Z------- ----------- - - - - - - - - - - - - --
_3--70---- - -- -- -- - - - - --------80 --- -- ---------- ---- _-- - - 100--. - r•50 - -- .--. .- - . .- -. .- -. .- -. -

0 50 100 150 200 250 300 350
Longitude (degrees)

Figure 3-10: (Top) First EOF of surface pressure anomalies in the NH. Contour
interval is 50 Pa; negative contours are dashed. (Bottom) As in the top panel, but
for the SH.

Figure 3-11 displays the leading EOFs in the zonal-mean zonal wind field. The

patterns in Figure 3-11 have been regressed against the zonal-mean zonal wind. As

done with the pressure field, the wind data were weighted, and their means subtracted,

before computing the EOFs. Unlike the pressure EOFs shown above (which were

calculated separately in each hemisphere), the wind EOFs are computed on the global

domain; however with no spatial overlap between the two leading patterns they are

shown here on the same plot. These EOFs may also be reproduced using smaller

segments of the control climatology.

EOF1, which explains 53 percent of the variability, is confined to the SH, while

EOF2, which explains 17 percent of the variability, appears only in the NH. The

structure of each pattern is clearly dipolar, with a positive lobe to the poleward
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EOFs 1 and 2 of Zonal-Mean Zonal Wind
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Figure 3-11: First and second EOFs of zonal-mean zonal wind anomalies. Solid
lines are contours of the leading EOF; dashed lines are contours of the second EOF.
Contours are in units of 1 m s-1; vertical lines indicate positions of time-mean jets.

side of the jet's time-mean position in each hemisphere and a negative lobe to the

equatorward side. This is the "wobble" of the jet described by Lorenz and Hartmann

(2001, 2003) as the signature of the annular mode in the zonal wind field. While the

strongest amplitudes occur at the jet level, the dipoles extend from the surface to the

top of the model atmosphere. The patterns obtained from global data shown here

are very similar to those obtained by examining each hemisphere separately.

The third and fourth EOFs of the zonal-mean zonal wind are shown in Figure

3-12. As above, these patterns are similar to those obtained examining each hemi-

sphere separately. EOF3 is limited to the austral hemisphere and EOF4 to the boreal

hemisphere, so I again display them on one plot. These patterns are not dipolar

but tripolar, featuring a positive lobe at the jet centers and negative lobes on their

poleward and equatorward flanks. These two patterns represent what Lorenz and

Hartmann (2001, 2003) described as a strengthening and tightening of the jet. Here

EOF3 explains 10 percent of the variability and EOF4 4 percent of the variability, so

the amount of variability explained by these patterns has been significantly reduced

as compared to the two leading patterns. Hence my focus will be on the two leading

patterns.



EOFs 3 and 4 of Zonal-Mean Zonal Wind
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Figure 3-12: As in Figure 3-11, but for EOFs 3 and 4 of the zonal-mean zonal wind
anomalies. Solid lines are contours of EOF3; dashed lines are contours of EOF4.
Contours are in units of 0.5 m s-l; vertical lines indicate positions of time-mean jets.

In addition to the spatial patterns shown above, I examine the temporal structure

of the variability. Figure 3-13 shows the principal component timeseries associated

with each of the four EOFs. The first two patterns are clearly more slowly varying

than the third and fourth patterns. I further investigate this by examining the au-

tocorrelation of the first four patterns (Figure 3-14). EOFs 1 and 2 decay slowly,

with the decorrelation of EOF1 being about 58 days and EOF2 48 days. Their decor-

relations follow approximately exponential curves. EOFs 3 and 4 decorrelate much

more rapidly - their e-folding times are 7 days and 6 days, respectively. These two

curves are less exponential than the former two - each features a plateau in the

decorrelation at about 20 days.

The long decorrelation timescale is one area where the model deviates significantly

from observations (Gerber et al., 2007). Feldstein (2000) found that the decorrelation

time of the northern annular mode at the surface was about 10 days. Similarly, Bald-

win et al. (2003) found decorrelation values for the annular mode in the troposphere

to range from 10 to 20 days, depending on season and atmospheric level. In any case,

the timescales obtained here are about four to six times too long as compared to

observations. This finding in the model data has necessitated the long model runs.
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Figure 3-13: Principal component timeseries associated with first four EOFs. Mag-
nitude is non-dimensional.

Figure 3-14: Autocorrelation of first four principal component timeseries.



However, the distribution of positive and negative events in the model's annular

modes more closely resembles those found in real life. Figure 3-15 are histograms,

showing the number of days in the 7,200 day model run for which the value of the

principal component timeseries associated with EOF1 and EOF2, respectively, was

of a certain value. They are similar to the distributions of the AO maintained by

Baldwin, and the SAM maintained by the NCDC (Figure 3-16). The figure containing

the observed data is provided courtesy of R. A. Plumb.

The distribution of events is unimodal in each hemisphere. Both EOFs of the

model data have a median value tilted toward the positive phase, and this tendency

is stronger in EOF1 than EOF2. While the distributions are skewed, they show

no evidence of a bimodal probability distribution where the patterns favor either a

strongly positive or negative phase.
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Figure 3-15: Histograms indicating number of days for which the value of PC1 (top)
and PC2 (bottom) fell between the indicated values.

Next, I examine the variability found in the eddies. The leading EOFs of the E-P

flux divergence are dipolar with height in each hemisphere, showing increased eddy

generation at lower altitudes and dissipation at upper altitudes. These results are

not particularly elucidating for understanding the variability of the annular modes,

so instead I will examine the cross-covariance of zonal wind and E-P flux divergence.
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Figure 3-16: (Left) Histogram of the daily PC value of NAM at 500 hPa, as compiled
by Baldwin. (Right) Histogram of monthly mean value of SAM at surface, as compiled
by NCDC. Figure courtesy of R. A. Plumb.

A singular value decomposition (SVD) of the cross-covariance matrix between

the zonal wind and E-P flux divergence anomalies is computed, according to the

procedure in Bretherton et al. (1992). As shown by those authors, the left singular

vectors found from this analysis will contain information on one of the variables (here,

the zonal-mean zonal wind) and the right singular vectors will contain information on

the other (here, the E-P flux divergence). The zonal wind patterns contained in the

first few left singular vectors are virtually identical to the EOFs of the zonal wind, but

the E-P flux divergence patterns obtained from the right singular vectors are quite

different than those found through the EOF analysis of that field.

The first and second patterns of E-P flux divergence obtained from the SVD

analysis are shown in Figure 3-17. The patterns are multiplied by (a cos )-1, so

they reflect the acceleration of zonal wind suggested by the divergence. Again, the

first pattern occurs in the SH, the second pattern in the NH, and the two patterns

are displayed on the same plot. In each hemisphere, the leading pattern shows a

strong dipole near the surface, in the region of eddy generation, suggesting the eddy

generation migrates with the zonal jet. On the poleward side of the jet's time-mean

position, there are positive E-P flux divergence anomalies, suggesting increased eddy
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generation and a westerly torque on the zonal flow there. On the other side of the jet

is anomalous convergence, and hence, an easterly forcing of the zonal flow. There is

evidence of a similar dipole at the tropopause level as well, though the structure of

the patterns in the middle troposphere is more complex.

SVD Patterns 1 and 2 of E-P Flux Divergence
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Figure 3-17: Leading spatial patterns of E-P flux divergence anomalies derived from
SVD analysis with the zonal wind anomalies. Solid lines indicate the leading pat-
tern; dashed lines indicate the second pattern. Contour interval is 0.5 m s - 1 day-'
acceleration of zonal wind until 5 m s- 1 day-' and 5 m s - 1 day-' thereafter.

To better understand the effects of the E-P flux divergence anomalies, the patterns

shown in Figure 3-17 are added to (Figure 3-18) and subtracted from (Figure 3-19)

the climatological E-P flux divergence shown in Figure 3-5. Addition of the SVD

anomalies to the climatological divergence causes the region of maximum baroclinic

eddy generation to shift poleward with the wind. In each hemisphere, for example,

the 60 m s - 1 day-1 contour spans the the 400-60' range at the surface when the SVD

patterns are added. Upon subtraction of the pattern, however, this contour does not

reach 600 in either hemisphere but dips well equatorward of 40' in both hemispheres.

The migration of regions of E-P flux convergence may be noted in the upper

troposphere. The regions of convergence between 20' and 30' and 500 hPa and

200 hPa are much stronger when the anomalies are added rather than subtracted.

On the other hand, the regions of convergence exceeding 12 m s - 1 day-', which occur



in the mid-latitudes, are more expansive when the SVD anomalies are subtracted

rather than added. This is especially noticeable in the SH, and indicates that when

the zonal wind shifts poleward, E-P flux convergence in the upper troposphere shifts

equatorward, and vice-versa. Hence, when the annular mode is in its positive phase,

there is anomalous E-P flux divergence in the mid-latitudes. When the annular mode

is in its negative phase, this anomalous divergence is found in the subtropics. Both

the surface baroclinic zone and the regions of anomalous E-P flux divergence in the

upper troposphere are seen to move in conjunction with the shifts of the jet described

by the annular modes.

E-P Flux Divergence: Control + SVD Pattern
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Figure 3-18: Anomalous E-P flux divergence found in SVD patterns 1 and 2 added to
the climatological E-P flux divergence. Contour interval 4 m s -1 day-' acceleration
of zonal wind until 20 m s- 1 day- ' and 20 m s-1 day-1 thereafter.

As an additional check on the behavior in the upper troposphere, I perform SVD

analysis on the cross-covariance between the zonal wind and the barotropic diver-

gence. The leading barotropic divergence patterns found through this analysis are

shown in Figure 3-20. Near the level at which the jet is strongest, anomalous diver-

gence is found poleward of the jet center, and anomalous convergence equatorward

of the jet center. The dipoles of barotropic divergence tilt toward the equator as one

approaches the ground, but at middle and lower levels of the model atmosphere the

contribution from the baroclinic divergence is larger.
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Figure 3-19: As in Figure 3-18, but for the patterns found in SVD patterns 1
and 2 subtracted from the climatological E-P flux divergence. Contour interval
4 m s - 1 day- 1 acceleration of zonal wind until 20 m s-' day-' and 20 m s - 1 day-'
thereafter.

SVD Patterns 1 and 2 of Barotropic E-P Flux Divergence
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Figure 3-20: Leading spatial patterns of barotropic E-P flux divergence anomalies
derived from SVD analysis with the zonal wind anomalies. Solid lines indicate
the leading pattern; dashed lines indicate the second pattern. Contour interval is
0.5 m s-1 day-'; solid vertical lines are positions of the time-mean jets.



The graphs in Figure 3-21 show the E-P flux divergence found from the SVD

patterns, averaged over all pressure levels for each latitude. The anomalies are again

weighted by (a cos 0)-1 so as to show the zonal wind tendency. The results in Figure 3-

21 again emphasize that the eddy forcing which seeks to accelerate the zonal wind

migrates along with the zonal wind. These results demonstrate a positive correlation

between the zonal wind and E-P flux divergence.

Column Integral of SVD1 of E-P Flux Divergence at Each Latitude
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Figure 3-21: (Top) E-P flux divergence anomalies from SVD1 pattern averaged over
all pressure levels for each latitude. Vertical black line is position of time-mean SH
jet. (Bottom) As in top panel, except for SVD2 pattern and NH.

Finally, I examine the timescales associated with the E-P flux divergence. In

Figure 3-22, the cross-correlations of the timeseries associated with the left singular

vectors (wind patterns) and right singular vectors (E-P flux divergence patterns) are

shown. In both hemispheres there is a remarkable persistence, with the anomalies

decaying much more slowly than would be expected by considering Earth's annular

modes. These results, as do those shown in Figure 3-14, reinforce the need for long

model runs to compensate for the persistence of the annular mode patterns.

1
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Figure 3-22: Cross-correlation of timeseries associated with the first (solid line) and
second (dashed line) singular vectors of wind and E-P flux divergence.

3.5 Summary

In this chapter, I have examined the climatology of a model run with no external

forcing applied. The model produces a climatology similar to that of Earth, although

differences of course do exist. The means shown here are highly zonal and reproducible

from smaller segments of the model climatology. The most prominent features in each

hemisphere are the westerly jets, each associated with E-P flux divergence.

Next I examine the variability in each hemisphere, using EOF and SVD analysis.

The model produces EOF patterns similar to those observed on Earth in the various

meteorological fields. The two strongest EOFs are the dipoles - one in the winter

hemisphere and one in the summer hemisphere - associated with the wobble of the

jet about its time-mean position. Through SVD analysis, it is shown that both the

surface baroclinic zone and a region of anomalous E-P flux divergence in the upper

troposphere shift along with the wind.

The most crucial difference between the model's annular modes and those of the

real atmosphere is that the decay timescales of the former are much longer than those

of the latter. Hence, here and in the upcoming forced trials, long climatologies will

be necessary to compensate for the unrealistically long annular mode timescales.



With the discussion of the control climatology complete, I will examine in the next

chapter a suite of trials under which the model is subjected to an applied angular

momentum forcing.



Chapter 4

Mechanically Forced Trials

4.1 Introduction

In this chapter, I present the results of a number of trials under which the model

is subjected to an imposed, external momentum forcing. The differences between

the climatologies here and that of the control run are generally annular mode-like,

suggesting the patterns are preferred responses of the model to a generic perturbation.

The first section of this chapter discusses the torques applied in these cases. I next

illustrate extensively the climatology of a single run which is typical of the broader

group. Then I examine the changes between the forced trial and control run found

in all the trials performed.

4.2 Nature of the Applied Forcing

I choose a forcing which is designed not to mimic the nature of the annular modes.

Specifically, while the annular modes are dipolar in each hemisphere, the applied

torque is monopolar in each hemisphere. For each trial, a torque is added to the

SH and a torque of equal strength but opposite polarity added to the NH, so no net

angular momentum is added globally to the model.

A number of trials are conducted for which the applied torque looks like a bullseye.

These forcings are similar to those used by Song and Robinson (2004). For these trials,
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Figure 4-1: Torque applied in Trial L1. Forcing contours are in m s-1 day-1 tendency
of angular momentum, divided by Earth's radius. Dotted lines are leading EOFs of

zonal-mean zonal wind.

the torque applied is independent of longitude, and Gaussian in latitude and pressure.

The forcing magnitude decays to 1/e of its maximum value over about 110 of latitude

and 150 hPa in the vertical. Illustrations of the torques in two of these trials are

shown in Figures 4-1 and 4-2, respectively.

In the first suite of trials, the strength of the torque, in terms of rate of change

of angular momentum, is held fixed, and the placement of the torque is varied. The

westerly torque is added to the SH and the easterly torque to the NH. I choose trials

with the torques in both the lower and upper atmosphere, at the centers of the jets

and on the poleward and equatorward flanks of the jets. These trials are summarized

in Table 4.1, found in Section 4.4 below.

I examine a second set of model runs with a different shape of torque. Specifically,

these trials use barotropic forcing, in which the strength of the torque is held fixed

with height. The forcings in these trials retain the Gaussian decay of strength with

latitude. The total amount of torque, integrated over the pressure column, applied

in these trials is equal to that of the analogous trials with bullseye-shaped forcings.

Table 4.2, in Section 4.5 below, lists these trials.

Finally, the third set of trials in this chapter examines a set of runs for which the

Applied Torques for Trial L1
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r
.0

0u,
0

-80 -60 -40 -20 0 20 40 W
Latitude (degrees)

Figure 4-2: As in Figure 4-1, but for Trial L3.

position of the torque is held fixed (at the location of the forcing in Figure 4-2) but

the magnitude of the torque is changed for each model run. A list of these trials is

presented in Table 4.3 in Section 4.6.

In all of the aforementioned trials, the forcing is switched on smoothly over a

period of 20 days, then held fixed. A climatology of the model is then compiled after

granting a sufficient time to allow the model to spin up. In most of the trials presented

below, this period for which the climatology is compiled is 5,000 days, but for several

trials (which will be noted below) a 7,000 day climatology is used. Selected trials

were repeated using a lengthened period over which the forcing was turned on, but

this change did not result in climatologies statistically different from those obtained

using the 20-day switch-on period.

4.3 Climatology of an Example Run

I examine in detail the climatology of the case which was forced with torques centered

in the lower troposphere, on the jet's poleward flank (Trial L3). The climatology of

this trial is typical of the other forced cases. The climatology produced by the model

under the influence of the forcing is similar to that of the control run; hence the effect



of the applied torque is a modification, but not a drastic shift, of the fields produced

in the control trial.

The time-mean zonal-mean zonal wind found in Trial L3 is shown in Figure 4-3.

The wind profile is similar to that of the control trial (Figure 3-1). As in the control

case, the most prominent features are the westerly jets in each hemisphere, associated

with the eddy momentum fluxes. The SH jet is slightly stronger and appears several

degrees poleward of its position in the unforced climatology. The NH jet, in contrast,

appears a few degrees equatorward of its' former position. Similarly, the surface

midlatitude westerlies in the SH here are stronger than in the control case, while the

NH surface westerlies are weaker than those in the control run.

Time-Mean Zonal-Mean Zonal Wind in Trial L3
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Figure 4-3: Zonal- and time-mean zonal wind for Trial L3. Contour interval is 5 m s-l;
zero contour is dashed.

The climatological meridional streamfunction for Trial L3 is shown in Figure 4-4.

The overturning circulation is similar to that found in the control trial (Figure 3-3).

The largest upward flow still occurs in the tropical NH, with the strongest sinking

motion in the subtropical SH.

The zonal-mean, time-mean temperature found in Trial L3 is shown in Figure 4-5.

As with the previous two figures, the climatology displayed is similar to that found in

the control model run (Figure 3-4). The warmest point in the model atmosphere is
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Time-Mean Streamfunction in Trial L3
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Figure 4-4: Climatological streamfunction for Trial L3. Contour interval is 3 x
1010 kg s-1; zero contour is omitted.

still found in the NH. The nearly flat tropical meridional temperature gradients and

the 20 K difference between the North and South Poles are noted here, as they were

in the control.

The time-mean E-P flux and divergence produced in Trial L3 are shown in Fig-

ure 4-6 (compare to the unforced run in Figure 3-5). Again, strong divergence at the

surface in the mid-latitudes is prominent, with upward and equatorward propagation

of eddies and the strongest convergence in the upper troposphere. The barotropic

portion of this divergence (Figure 4-7) comprises a pattern similar to that of the

unforced model run (Figure 3-6), with somewhat larger extrema of divergence in the

SH, and somewhat smaller extrema in the NH.

The zonal-mean fields produced by the model under the influence of the torque are

similar to those of the control climatology. Examination of cross-sections in longitude

and latitude indicate that, as in the control run, the time-mean flow in Trial L3 is

highly zonal. Figures 4-8 and 4-9 display the time-mean zonal wind at 250 hPa and

temperature at 750 hPa, respectively. As in the control run (Figures 3-7 and 3-8),
there is no discernible longitudinal structure in the fields. A Fourier analysis of the

time-mean zonal wind field at 250 hPa and 370 S (Figure 4-10) is similar to that of
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Time-Mean Zonal-Mean Temperature in Trial L3
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Figure 4-5: Climatological temperature for Trial L3. Contour interval is 10 K.

E-P Fluxes and Divergence - Trial L3
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Figure 4-6: Time-mean E-P fluxes and divergence from Trial L3 with vectors plotted
according to the scaling in Edmon et al. (1980). Divergence is contoured; interval is
4 m 8-1 day-l acceleration of zonal wind until 20 m 8-1 day-l and 20 m 8-1 day-l
thereafter. Negative contours are dashed and zero contour is omitted. Arrows repre
sent E-P flux; sample arrow at· bottom left represents 5 x 1020 m3 Pa of upward flux;
an equivalent length in the horizontal represents 6.47 x 1015 m3 of meridional flux.
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Figure 4-7: Time-mean barotropic E-P flux divergence for Trial L3. Contour interval

is 1 m s - 1 day-' acceleration of zonal wind. Zero contour is omitted.

the control run as well (Figure 3-9).

Having shown that the nature of the time-mean fields in the forced case is similar

to that of the control run, I next examine the variability found in Trial L3, using the

same procedures outlined in Chapter 3. As in the control trial, the variability of Trial

L3 is composed primarily of the annular modes.

Figure 4-11 displays the first two EOFs of zonal-mean zonal wind anomalies for

the data in Trial L3. As with the patterns in the control run (Figure 3-11), the

means are removed and the data weighted by the square root of the cosine of latitude

before computing the EOFs. The leading EOFs are dipoles, indicating the wobble

about the jet's time-mean position as in the control case. The amount of variability

explained by each pattern (49 percent for EOF1 and 18 percent for EOF2) is very

close to that of the control case. EOFs 3 and 4 (explaining 12 percent and 4 percent of

the variability, respectively) also have the expected tripole shape in each hemisphere

(Figure 4-12).

The decorrelation times of the wind patterns in Trial L3 are longer than those of

the observed annular modes, as seen in Figure 4-13. Here the first principal component

of zonal wind has an e-folding timescale of about 55 days, while the second principal
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Figure 4-8: Time-mean zonal wind at 250 hPa from Trial L3. Contour interval is

5m s-1
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Figure 4-9: As in Figure 4-8, but for the time-mean temperature at 750 hPa. Contour
interval is 5 K.
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Fourier Analysis of Flow at 371/250 hPa - Trial L3
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Figure 4-10: Fourier coefficients for the zonal wind at 370 S and 250 hPa for Trial
L3. The coefficients are computed daily, and the mean of their absolute value for
each wavenumber is plotted.
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Figure 4-11: First and second EOFs of zonal-mean zonal wind anomalies in Trial L3.
Solid lines are contours of the leading EOF; dashed lines are contours of the second
EOF. Contours are in units of 1 m s-1; vertical lines indicate positions of time-mean
jets.
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EOFs 3 and 4 of Zonal-Mean Zonal Wind - Run L3
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Figure 4-12: As in Figure 4-11, but for EOFs 3 and 4 of the zonal-mean zonal wind
anomalies. Solid lines are contours of EOF3; dashed lines are contours of EOF4.
Contours are in units of 0.5 m s-1; vertical lines indicate positions of time-mean jets.

component features a timescale of about 45 days. These timescales are similar to

those computed for the control run (Figure 3-14).

The singular value decomposition of the cross-covariance matrix between the

zonal-mean zonal wind anomalies and E-P flux divergence anomalies (Figure 4-14)

reveals patterns similar to those seen in the control run (Figure 3-17). The shift of E-

P flux divergence at the surface, as well as a similar pattern in the upper troposphere

associated with the barotropic component of the divergence, are again both present.

In summary, the climatology produced in Trial L3 is similar to that of the con-

trol. Westerly jets associated primarily with the convergence of eddy fluxes are the

dominant feature in each hemisphere. The time-mean flow is highly zonal, and most

of the variability in the climatology is expressed by the annular modes, now centered

about the new positions of the time-mean jets. These results are typical of those for

the other model runs.
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Figure 4-13: Autocorrelation of first four principal component timeseries from Trial

L3.
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Figure 4-14: Leading spatial patterns of E-P flux divergence
from SVD analysis with the zonal wind anomalies in Trial L3.
the leading pattern; dashed lines indicate the second pattern.
0.5 m s - 1 day-1 acceleration of zonal wind until 5 m s - 1 day-'
thereafter.
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Trial Number Latitude of Forcing Center Level of Forcing Center
L1 jet center 750 hPa
L2 jet center 250 hPa
L3 110 poleward of jet center 750 hPa
L4 11' poleward of jet center 250 hPa
L5 110 equatorward of jet center 750 hPa
L6 11' equatorward of jet center 250 hPa
L7 5.50 poleward of jet center 750 hPa
L8 16.50 poleward of jet center 750 hPa

Table 4.1: Summary of trials with imposed vertically localized angular momentum
forcings of peak magnitude 1 m s-1 day- '.

4.4 Differences in Climatologies for Variation of

Forcing Location

Having discussed the climatology of a typical forced model run, I now turn attention

to the differences between the forced model runs and the control trial. For most

trials, the differences in the climatologies are expressed as the annular mode patterns,

indicating that the annular modes are indeed a preferred response of the model to

the forcing. The trials in this section use the Gaussian-bullseye forcing, and while the

forcing magnitude is held fixed among the trials, the location of the forcing is varied,

as summarized in Table 4.1. A 5,000 day climatology is obtained for most trials; Trial

L6 uses a 7,000 day climatology.

Before beginning the discussion of changes to the zonal-mean fields, I note that

the changes in the climatologies between the forced runs and the control run display

a high degree of zonality. As an example, I plot the difference in time-mean zonal

wind at 250 hPa between Trial L3 and the control in Figure 4-15. The belts of

anomalous zonal wind circle the globe, and the zonal variation seen in the anomalous

belts is much weaker than the mean values in those regions. As noted before, these

results should not be surprising given the zonally symmetric setup of the model and

the longitudinal symmetry of the forcing applied. Confirming the symmetry in the

difference fields allows for a zonal-mean perspective to be taken, as shall be done in
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Figure 4-15: Change in time-mean zonal wind at 250 hPa for Trial L3 versus the

control. Contour interval is 1 m s - 1.

the rest of this section.

The changes in zonal-mean zonal wind between the forced and control model runs

are shown in Figures 4-16 (for Trials L1 through L4) and 4-17 (for Trials L5 through

L8). Six of the eight trials with the bullseye forcing varying by location feature

anomalous wind responses which look like the annular modes.

In Trials L3 through L8, the differences in the time-mean, zonal-mean zonal wind

as compared to the control run are annular mode-like. These trials feature dipoles

of anomalous wind in each hemisphere arising in response to the monopolar forcing.

The magnitude of the response varies from trial to trial, with responses as high as

10 m s- 1 (Trial L4) but weaker (2 - 4 m s- 1) in other trials (L5 and L6). Still, the

responses of the six forced runs all contain the essential features of the annular mode

signature of the wind field - dipolar anomalies of zonal wind, extending through the

model atmosphere, with a positive anomaly on one side of the unforced jet's time-

mean position, a negative anomaly on the other side, and a node at the latitudinal

position of the unforced jet. In these six trials, the annular mode patterns may also

be found by comparing a smaller segment of the forced model's climatology to that

of the control, suggesting these patterns are robust.
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Figure 4-16: Change in time-mean zonal-mean zonal wind for the indicated trials
versus the control. Contour interval is 1 m s- 1 in the upper two panels and 2 m s- 1

in the lower two panels.
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Figure 4-17: Change in time-mean zonal-mean zonal wind for the indicated trials

versus the control. Contour interval is 1 m s - 1 for all panels.
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In contrast, the zonal wind anomalies of Trials L1 and L2 do not display annular

mode-like behavior. The closest analog among the results of the two trials may

be found in the SH of Trial L2, where there is a dipolar structure in the upper

troposphere. However, unlike the annular modes, this dipole does not extend all

the way to the surface - the wind change in the lowest layers of the atmosphere is

monopolar. Additionally, the responses found in the NH for Trial L2, and in both

hemispheres for Trial L1, are monopolar and weaker in magnitude than those derived

from the other six trials.

The next two figures examine the changes in streamfunction between the eight

trials and the control. As may be expected from the wind changes displayed in

Figures 4-16 and 4-17, there is a difference in the changes found for Trials L3 through

L8 versus Trials L1 and L2.

In the six trials which feature the annular-mode like response, the change in

streamfunction, is, at least to some extent, dipolar within each hemisphere. In some

trials (L3 and L4) this behavior is very clear, while in other trials (L5 and L6) the

picture is more muddied (in Trial L6, for example, the midlatitude response in the

SH is weaker than 5 x 109 kg s-1 ). However, common features may be observed in

the plots. A strongly anomalous cell is centered in the subtropics of each hemisphere,

with another anomalous cell of opposite sign found in the mid-latitudes for each case.

These anomalies in the overturning circulation are associated with shifts in the

locations of the overturning cells. Comparing the locations of the anomalies in Fig-

ures 4-18 and 4-19 with the control streamfunction in Figure 3-3 indicates the anoma-

lies are large at nodal lines in the control streamfunction. In Trial L3, for example,

the sinking in between the SH Hadley and Ferrel cells has shifted poleward of its po-

sitions in the unforced run, while the similar sinking in the NH has slid a few degrees

equatorward.

The streamfunction changes for Trials L1 and L2, as shown in Figure 4-18, are

different than those in the other six cases. The change in the SH of Trial L2 is dipolar

but much weaker than many of the other examples considered, while the change in the

NH is weak and strictly monopolar, as is the case for both hemispheres in Trial L1.
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Figure 4-18: As in Figure 4-16, but for the change in streamfunction. Contour interval
is 1 x 109 kg s - 1 in the upper left panel and 5 x 109 kg s- 1 in the other panels.
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Next, I consider the changes in zonal-mean temperature between each of the eight

forced trials and the control run. These results are plotted in Figures 4-20 and 4-21.

When the annular mode-like response is present, the most prominent feature in the

temperature difference fields is a ribbon of anomalously warm or cold air centered at

about 350 latitude, extending from the tropopause level to the surface. The anomaly

reaches above 2 K in the trials with the strongest responses. This temperature

anomaly is associated with dynamic warming or cooling resulting from the changes

in pressure velocity associated with the overturning circulations. Generally, this is

accompanied by a region of opposite-signed temperature anomalies on the poleward

side of the ribbon, although this feature may be weak (Trials L5 and L6). As is

typical of the other climatological fields, the differences in temperature between Trial

L2 and the control bear some resemblance to that of the other trials in the SH but

not in the NH. Trial L1 shows no evidence of the pattern in either hemisphere.

[T] Diff. - Trial L1 [T] Diff. - Trial L2

200 200

a 400 " 400

S600 600

800 800

4 nn n 1 inn

-60 -30 0 30 60 -60 -30 0 30 60

[T] Diff. - Trial L3 [T] Diff. - Trial L4

200

" 400

600

800

1 nn

-60 -30 0 30 60 -60 -30 0 30 60
Latitude (degrees) Latitude (degrees)

Figure 4-20: As in Figure 4-16, but for the change in temperature. Contour interval
is .25 K in all panels.
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Figure 4-21: As in Figure 4-17, but for the change in temperature. Contour interval
is .25 K in all panels.
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The differences between the time-mean E-P flux divergence in each of the forced

trials and the control trial are shown in Figures 4-22 and 4-23. Again, differences

may be seen between trials with strong annular mode-like responses and those with-

out. The changes in E-P flux divergence replicate the patterns found in the SVD

analysis performed for the control run (Figure 3-17) if an annular mode-like response

is present. A dipole of anomalous eddy generation is present at the ground, which

may be observed in all trials L3 through L8, inclusive. Additionally, the structure

of the divergence patterns in the upper troposphere is similar to those found in the

SVD analysis, with a maximum of anomalous divergence at the same latitude as the

spike in divergence at the ground, and an area of convergence co-located at the same

latitude as the feature of same polarity at the ground. These features in the up-

per troposphere are weaker, but may be observed in most of the trials at the shown

contour interval, at least for the SH, although the differences from Trial L6 are less

faithful in this regard.

In contrast, the changes in E-P flux divergence in Trials L1 and L2 do not re-

semble this pattern. Most notably, the changes in E-P flux at the surface tend to be

monopolar and not dipolar as seen in the other trials.

The changes in the E-P flux divergence in the upper troposphere may be better

illustrated by considering only the meridional part of the divergence, as is done in

Figures 4-24 and 4-25. The dipole of barotropic divergence, which was evident from

the SVD analysis of that quantity with zonal wind, appears in the difference fields,

with the stronger divergence patterns occurring for the cases with the stronger zonal

wind patterns. The first two trials again show changes which are weaker and less

annular mode-like than the other trials; the changes in Trial L1 are particularly

weak.

In this subsection, I have found that in most trials, the change in zonal-mean

zonal wind is annular mode-like. Two trials (Trials L1 and L2) did not fit this

pattern, however. These two trials featured an applied torque placed at the time-

mean position of the jet in the unforced model run (see Figure 4-1 for Trial Li).

This placement also meant that the forcings were placed along the nodal line of the
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Figure 4-22: As in Figure 4-16, but for the change in E-P flux divergence. Contour
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Figure 4-23: As in Figure 4-17, but for the change in E-P flux divergence. Contour
interval is 0.5 m s-2 acceleration of zonal wind until 2.5 m s- 2 and 2.5 m s - 2 thereafter
in all panels except bottom right, where contour interval is 1 m s - 2 acceleration of
zonal wind until 5 m s - 2 and 5 m s- 2 thereafter.
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Figure 4-24: As in Figure 4-16, but for the change in meridional E-P flux divergence.
Contour interval is 0.1 m s - 2 zonal wind tendency in top left panel, 0.5 m s - 2 tendency
in bottom right panel, and 0.25 m s - 2 in other panels.
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Figure 4-25: As in Figure 4-17, but for the change in meridional E-P flux divergence.
Contour interval is 0.25 m s - 2 in all panels.
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EOF of the control run's annular mode. Hence, in each case, a portion of the torque

projected upon the positive lobe of the EOF but a similar portion projected upon the

negative lobe, and the total projection of the forcing on the EOF was small.

The other six cases feature torques displaced from the nodal line of the EOF.

These cases, which all have non-zero projections on the unforced modes, feature the

annular mode-like response. From these trials, it appears that a non-zero projection

on the EOFs of the unforced model run will dictate a response in the EOFs' shape.

The strengths of the responses among the six trials are also different. Trial L4

consistently produced the strongest anomalies in the various climatological fields ex-

amined. This case featured forcings centered 110 poleward of the jet and at 250 hPa.

As may be discerned from Figure 4-2, this location is also a center of one of the lobes

of the EOF. Hence, a case with a very strong projection of forcing on the annular

mode produces a strong annular mode-like response.

However, one of the weaker responses among the six cases was seen in Trial L6,

which used forcings centered 110 equatorward of the jet and at 250 hPa. This similarly

offered a strong projection upon the annular mode, but the response was not as strong.

As an additional check this trial was run for 7,000 days, but the additional data did

not greatly affect the climatological means. I hypothesize that the response to this

forcing, placed in the subtropics, retained more of a tropical flavor which complicated

the response as compared to trials such as L4, which were purely extratropical. In

Section 4.5 below, I will consider two cases with barotropic forcings placed on the

equatorward side of the jet and find a similar discrepancy.

I especially wish to note, from the changes in E-P flux divergence shown in Fig-

ures 4-22 and 4-23, that changes in zonal wind which are annular mode-like are

accompanied by changes in the E-P flux divergence which mimic the SVD pattern

obtained from the cross-covariance of the divergence and zonal wind anomalies.

Numerous authors (e.g. Limpasuvan and Hartmann, 2000) have noted the relation-

ship between the eddy divergences and the zonal wind anomalies associated with the

annular modes. Lorenz and Hartmann (2001, 2003) postulated a positive feedback

between the eddies and the zonal-mean flow. The presentation of similar patterns
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Trial Number Latitude of Forcing Center Polarity of SH Forcing
B1 110 poleward of jet center positive
B2 110 poleward of jet center negative
B3 11' equatorward of jet center positive
B4 110 equatorward of jet center negative

Table 4.2: Summary of trials with imposed barotropic angular momentum forcings.

between the forced climatologies and SVD analysis indicates there is a relationship

here, although the mere similarity of the patterns does not in itself constitute a feed-

back. Still, the similarity encourages a closer look at the role of eddies in creating

the model's zonal wind anomalies. In Chapter 6 of this thesis, I will discuss results

using a zonally symmetric model, in which the eddy fluxes may be held fixed, to

determine the response obtained from direct forcing alone versus that including the

changes to the eddy fluxes. There I will show that the changes in eddy fluxes are

indeed necessary to capture both the strength and the shape of the annular mode

patterns.

4.5 Differences in Climatologies of Barotropically

Forced Trials

The preceding section discussed trials in which the forcing was localized in both

latitude and pressure. Here I will show results from four trials using forcing whose

magnitude did not vary with height. The torques are presented in Table 4.2. To

review, there are four trials - two trials with forcing on the equatorward side of the

jet and two with forcing on the poleward side, each set having one run with westerly

torque in the SH and easterly torque in the NH, and vice versa. The integrated

amount of forcing added in these trials is the same as that in the similar bullseye

trials, so the magnitude of maximum forcing here is reduced by approximately a

factor of four.

The difference in time-mean, zonal-mean zonal wind between the four trials and

the control is shown in Figure 4-26. In Trials B1 and B2, the zonal wind response is
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annular mode-like, with a prominent dipolar structure extending from the surface to

the top of the model atmosphere, visible in each model run.

The latter two trials, featuring the equatorward-flank forcing, present a differ-

ent picture, however. The response in Trial B3 is reminiscent of that in Trial L6.

While bands of anomalous westerlies and easterlies are found in each hemisphere, the

response is weak (the 1 m s - 1 easterly anomaly in the SH is not statistically signifi-

cant). Trial B4 features an annular mode response in only the SH, with an extremely

weak (less than 1 m s- 1) monopolar response in the NH. The behavior of the model

in response to the poleward-flank forcings is different than that in response to the

equatorward-flank forcings. As an additional check on the behavior, the climatolo-

gies for Trials B3 and B4 were extended to 7,000 days, but the climatologies were not

affected by the additional data.
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-60 -30 0 30 60

[u] Diff. - Trial B3

-60 -30 0 30 60
Latitude (degrees)

[u] Diff. - Trial B2
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[u] Diff. - Trial B4

-60 -30 0 30 60
Latitude (degrees)

Figure 4-26: Change in time-mean zonal-mean zonal wind for the indicated trials
versus the control. Contour interval is 2 m s - 1 in the upper two panels and 1 m s- '
in the lower two panels.
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The changes in streamfunction for the four barotropic trials are shown in Fig-

ure 4-27. While all four trials feature extrema of anomalous streamfunction in the

subtropics, the extratropical anomalies are strong only in Trials B1 and B2. Also

notably, the subtropical extrema for the two runs with extratropical forcing are of a

larger magnitude, particularly for the SH.
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Figure 4-27: As in Figure 4-26, but for the change in
is 5 x 109 kg s -1 in all panels.
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The behavior of the temperature anomalies versus the control, as shown in Fig-

ure 4-28, is as expected based on the data previously shown. The changes in Trials B1

and B2 are strong (exceeding 2 K in the regions of dynamic cooling or warming near

350), with opposite-signed anomalies on the poleward side. The changes in Trials B3

and B4 are weaker and do not include the anomalies closer to the pole. In fact, the
changes in the lower troposphere of the NH in Trial B4 do not even reach .25 K.

Finally, I examine the changes in E-P fluxes and divergence among the four trials
with barotropic forcing versus the control. The results are again consistent with those
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Figure 4-28: As in Figure 4-26, but for the change
is .25 K in all panels.
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shown for the other meteorological fields (Figure 4-29). The former two trials show

a dipole of anomalous convergence and divergence at the surface, and a structure

in the upper atmosphere similar to that found through SVD analysis. The surface

dipoles are present in the latter two trials, but they are weaker, as are the extrema of

divergence and convergence in the upper layers of the model atmosphere. This final

point is confirmed by looking at the barotropic portion of the divergence (Figure 4-30),

which is much stronger in the former two trials than in the latter two.
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Figure 4-29: As in Figure 4-26, but for the change in E-P flux divergence. Contour
interval is 1 m s - 2 acceleration of zonal wind until 5 m s - 2 and 5 m s-2 thereafter
in top panels and 0.5 m s-2 acceleration of zonal wind until 2.5 m s-2 and 2.5 m s-2
thereafter in bottom panels.

The results found in this section are similar to those for analogous trials with

torques in the shape of Gaussian bullseyes. Both Trials B1 and B2, which use forcing

placed on the poleward flank of the jet, produce robust annular mode patterns, as do
the trials with vertically localized forcing placed in the same location. The trials with
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Figure 4-30: As in Figure 4-26, but for the change in the meridional portion of E-P
flux divergence. Contour interval is 0.5 m s - 2 acceleration of zonal wind in top two
panels and 0.25 m s - 2 acceleration of zonal wind in bottom two panels.
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forcing placed on the equatorward flank feature weaker dipolar responses. However,

this result is consistent with those from the bullseye-forcing cases as well - the

responses in Trial L6 were the weakest amongst the six trials with a Gaussian forcing

offset from the jet's center. There is a difference in the response of the model to

forcings placed on the poleward flank and forcings placed on the equatorward flank.

I will explore this discrepancy further through use of the zonally symmetric model in

Chapter 6.

4.6 Differences in Climatologies of Trials Using Dif-

ferent Forcing Magnitudes

In this section, I present the results of a series of trials where the magnitude of the

forcing is changed from run to run. In all these cases, the forcing is of the shape

used in Trial L3 - a Gaussian bullseye, centered in the lower troposphere and on the

poleward flank of the jet (which, as seen earlier, projects very well onto the annular

mode pattern). However, as shown in Table 4.3, the strength of the applied torque is

allowed to vary. Here I consider runs using forcing as weak as 25 percent of that used

in Trial L3, and runs with forcing as strong as 150 percent. Additionally, I choose a

trial with the same strength of forcing, but opposite sign as that used in Trial L3, as

an additional check on the effects of polarity in the model response.

As the anomalies in the various climatological fields arising in response to the

torques have already been extensively discussed, and it has been shown that the

structure of the responses in fields such as temperature, streamfunction, and E-P

flux divergence are all similar for trials which produce annular mode-like anomalies,

I will focus on a single field here, presenting the difference in time-mean zonal mean

zonal wind for each trial versus the control. The structures of the other climatological

fields were similar in these trials to those presented in the former two sections, and

the strengths of the responses of other fields in these trials varied similarly to the

variation in the zonal mean wind response.
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Trial Number Relative Strength of Forcing Center
L3 1
S1 1/4
S2 3/8
S3 7/16
S4 15/32
S5 1/2
S6 17/32
S7 3/4
S8 -1
S9 5/4
S10 3/2

Table 4.3: Summary of trials with forcing of same shape as that in Trial L3, but of
different magnitudes.
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Figure 4-31: Change in time-mean zonal-mean zonal wind for the indicated trials
versus the control. Contour interval is 0.5 m s- 1 in all panels.
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The zonal wind responses found for Trials S1 through S4 are shown in Figure 4-

31. The responses in the SH mimic the pattern of the annular mode. As may be

expected, the weakest response is for Trial S1, which uses the weakest forcing, with

the changes in time-mean zonal mean zonal wind becoming larger as the forcing

magnitude grows. The results from the NH are different; here the changes in zonal

wind are much weaker. The negative center of the dipole is less than 1 m s - 1 in

magnitude in three of the four cases, and the positive center is less than 0.5 m s - 1

in magnitude in the same cases. In one case (Trial S3), there is an observed dipole

in the Northern Hemisphere of strength greater than 1 m s-1 in each lobe, but the

results are still too weak to be statistically significant at the 95 percent level from

those in the control run.

Figure 4-32 shows the responses of trials S5 through S8. In the NH, the responses

are getting stronger as would be expected, for the increase in forcing strength. There

is a peculiarity in the SH, however, as the response for Trial S5 (with relative forcing

magnitude 1/2) is unexpectedly strong, while the response for Trial S6 (with relative

forcing magnitude 17/32) is unexpectedly weak. Trials S5 and S6 were extended to

7,000 days, but the addition of the extra data did not alter the climatologies of the

runs. The behavior of the zonal wind response in these two trials therefore appears

robust, although the magnitudes in Trials S5 and S6 are unexpected, and there is no

obvious explanation for the unusual strengths of the anomalies.

Trial S8 is a repeat of Trial L3, except that the polarities of the forcings are

swapped. In Trial S8, the westerly torque is now in the NH, and the easterly torque

in the SH. In each hemisphere the annular mode pattern is produced, with opposite

polarity as that found for Trial L3. The results here are similar to those found in

Trials B1 and B2, for the barotropic forcing placed on the jet's poleward flank, in

that the annular mode pattern will arise for either polarity of the forcing.

Finally, Figure 4-33 displays the change in climatological zonal wind versus the

control for Trials S9 and S10. As expected, these trials feature stronger responses

than that seen in Trial L3.
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Figure 4-32: Change in time-mean
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Figure 4-33: Change in time-mean zonal-mean zonal wind for the indicated trials
versus the control. Contour interval is 2 m s-' in both panels.
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4.7 Summary

In this section, I have analyzed the response of the model to a number of different

angular momentum forcings. The annular mode pattern is found as a response in the

vast majority of these trials, suggesting that the annular modes are indeed preferred

components of the atmospheric circulation.

As noted in the Introduction to this thesis, an eddy feedback is presumed to

maintain the annular mode patterns (e.g. Lorenz and Hartmann, 2001, 2003). Conse-

quently, I have also focused on the changes to the E-P flux divergence fields and their

relationship to the zonal wind field. For the cases in which the annular mode appears,

the changes in E-P flux divergence strongly resemble the pattern found through SVD

analysis of the covariance between zonal wind and flux divergence in the control model

run. I will further explore these changes in eddy fluxes, and their relationship to the

zonal wind changes, using a zonally symmetric model in Chapter 6.

The trials which did not produce a strong annular mode pattern fall into one of

two groups. The first group includes trials with forcings placed at the center of the

unforced jet. As noted above, these forcings are centered on the nodal line of the

unforced model's annular mode and thus project poorly. The other trials with a weak

annular mode response include several cases where forcing on the equatorward flank

is used.

With the exception of the poorly-performing trials using equatorward-flank forc-

ing, the strongest responses were noted for trials with an excellent projection of

applied torque on the unforced run's annular modes. The trials with forcing strength

generally showed an increased response for increasing forcing magnitude. These re-

sults suggests that, for a given forcing, the strength of the annular mode response

may be increased either by increasing the magnitude of the forcing, or by improving

the projection of the forcing onto the annular modes of the unforced run. In Chapter

7, the relationship between forcing and response strength will be further explored.
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Chapter 5

Thermally Forced Trials

5.1 Introduction

In the previous chapter, I investigated the response of the model to the application of

artificial torques and found the annular mode patterns typically captured the differ-

ences in climatology among the forced model runs and a control run. This suggests

that the annular modes are a preferred response to atmospheric perturbations. How-

ever, if they are indeed a preferred pattern, then they should arise in response to

forcings other than the torques used in Chapter 4.

Hence, in this chapter, I will force the model thermally, rather than mechanically,

to see whether the annular modes are again a prominent pattern of response. The

forcing will be accomplished by altering the reference temperature profile among the

model runs. Below I describe the perturbations made to the equilibrium temperature

profile. Later in the chapter, I discuss the differences among the trials using the

changed reference temperature profiles and the control climatology.

As with the previous two chapters, the climatologies are examined and found

to be similar to that of the control run. The westerly jets remain the dominant

climatological features in all trials. The variability of each trial below is dominated

by the dipolar annular mode patterns - oppositely-signed lobes of wind about the

jet's new time-mean position. The climatologies of the runs below, as with the control

run, are highly zonally symmetric.
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As these properties have been discussed extensively for the control climatology in

Chapter 3, and an example run in Chapter 4, I will simply note the similarities here

rather than repeating in print the thorough climatological examination. Thus, for

the rest of this chapter, my focus will be on the differences in climatologies among

the control case and these new forced cases.

In these trials, the "forcing" of the model, as compared to the control run, is a

change in the relaxation temperature profile. The runs here fall into three categories:

trials with hemisphere-scale forcing maximized at the equator; trials with hemisphere-

scale forcing maximized at the pole, and trials where the temperature forcing is

applied only poleward of 450. The next section discusses the results of the former two

cases.

5.2 Trials with Hemisphere-Scale Thermal Forcing

The differences in relaxation temperature for two of the trials where hemisphere-

scale forcing is applied are shown in Figures 5-1 and 5-2, along with the anomalous

gradients. In each case, the difference is accomplished by changing the value of the

maximum reference temperature (and thus the value of the prescribed equator-pole

temperature gradient). This is similar to the procedure used in Son and Lee (2005,

2006).
The first profile is for a case (Trial TI) with the largest change in reference tem-

perature prescribed just north of the equator, at the point where the reference tem-

perature in the control run also happens to be largest. The temperature perturbation

declines from 5 K at this point to zero at the poles. The temperature perturbation

also declines to zero at tropopause level, with the vertical structure of the decay the

same as that used for the decline of the value of the control reference temperature

from its surface to its stratospheric value. A second trial (Trial T2) uses the inverse of

this change, with a 5 K reduction of equilibrium temperature instead of the increase.

Trials T3 and T4 instead place the largest change at the pole. In Trial T3 (shown

in Figure 5-2), there is a 5 K cooling of reference temperature at the poles, decreasing
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Figure 5-1: (Left) Difference in reference temperature versus the control for a trial
with maximum perturbation of 5 K, just off the equator. Contour interval is 1 K.
(Right) The meridional gradient of the reference temperature difference. Contour
interval is 2.5 x 10- 7 K m - 1.

to zero toward the equator. Trial T4 features the same difference pattern, but a polar

warming instead of polar cooling. Again, the temperature perturbation decays in the

vertical along with the background temperature.

While the regions of maximum reference temperature change are different among

the four trials, the regions in which the largest change in the gradient of reference

temperature occurs are similar, with the largest changes in gradient occurring in the

subtropics to mid-latitudes. The anomalous gradients for Trials T1 and T3 are shown

in Figures 5-1 and 5-2, indicating the largest changes occur in a broad swath centered

on the mid-latitudes for both trials. Since the meridional temperature gradient is

linked to the thermal wind shear, it is worthwhile to note the similarities here.

It may additionally be noted that these changes in reference temperature will alter

the static stability of the atmosphere. For Trials T1 and T2, these changes will occur

predominately at the tropical tropopause, while in Trials T3 and T4 the changes are

focused at the polar tropopause.

The four trials with hemisphere-scale alterations to the reference temperature

are summarized in Table 5.1. Note that trials T1 and T3 increase the equator-pole
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Tref Gradient Difference - Trial T3

-60 -30 0 30

100

200

300

400

500

600

700

800

900

1000

-60 -30 0 30 60
Latitude (degrees) Latitude (degrees)

Figure 5-2: As in Figure 5-1, but for a trial with maximum perturbation of -5 K at
the poles.

Trial Number Maximum Change in Teq Location of Maximum Change
T1 5 K equator
T2 -5 K equator
T3 -5 K pole
T4 5 K pole

Table 5.1: Summary of trials with hemisphere-scale changes to reference temperature.

temperature difference, while Trials T2 and T4 decrease this difference.

These trials are allowed to spin up from rest under the influence of the perturbed

reference temperature profiles. A climatology of 5,000 days, sampled once daily, is

compiled after this spin-up period, and the climatologies of the perturbed trials are

compared to that of the control.

The changes in zonal-mean, zonal wind among the four trials outlined in Table 5.1

and the control are shown in Figure 5-3. There are dipolar centers of wind anomalies

found for each trial, but the picture is not as clean as in most of the momentum

forcing trials. The first two trials, which feature the change in reference temperature

concentrated in equatorial regions, do not show a change of zonal wind with dipolar

anomalies of approximately equal strength as seen in the annular modes. While

each trial generates a region of strong wind change around 50', the centers of wind
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Figure 5-3: Change in zonal-mean, time-mean zonal wind for the indicated runs versus
the control run. Contour interval is 1 m s- 1.

anomalies located on the equatorward side of the jet are much weaker. The changes

appear as an amalgamation of a monopolar and dipolar response, rather than a

response which is purely dipolar. Nor do the nodes in the anomalous zonal-mean

wind response align with those of the unforced annular mode - the lines of zero

anomalous zonal-mean zonal wind response are too far equatorward here.

In the latter two trials, the flavor of the response is more annular mode-like,

in that the wind anomalies on the equatorward side in each hemisphere are closer

in magnitude to the poleward-side anomalies. However, they still lag behind the

strength of the poleward centers. The wind anomalies in Trial T4 are also displaced

from the location of the annular mode dipole. In the SH, the dipole in the pattern of

Trial T4 is at 310, not 370 as with the annular modes. The NH nodal line is also off

by a similar amount (350 versus 410). The nodal lines for Trial T3 are closer to the

positions of those in the unforced model's annular modes, however.
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Figure 5-4: As in Figure 5-3, but for the changes in streamfunction. Contour interval
is 5 x 109 kg s - 1.
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Figure 5-5: As in Figure 5-3, but for the changes in time-mean, zonal-mean temper-
ature. Contour interval is 0.5 K.

The changes in climatological streamfunction for the four trials versus the control

are displayed in Figure 5-4. Unlike the streamfunction changes seen in Chapter 4 (for

example, the lower panels in Figure 4-18), which were focused in the mid-latitudes, the

changes here include wider anomalies on the equatorward side, which extend further

into the deep tropics. Hence the patterns suggest a strengthening and weakening of

the existing cells. There is some shift in the position of the cells - in Trial T1, for

example, the Hadley cells expand slightly poleward while in Trial T2 they contract

slightly equatorward - but overall the change in streamfunction is more dominated

by the strengthening and weakening of patterns rather than the meridional shifts seen

in Chapter 4. Of the four trials, the anomalous streamfunction found for Trial T3 is

the closest to those found in Chapter 4.

Figure 5-5 examines the changes in temperature among the four model runs and

the control. In each case, the pattern of reference temperature differences (see Fig-
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Figure 5-6: As in Figure 5-3, but for the changes in time-mean E-P flux divergence.
Contour interval is 1 m s - 2 acceleration of zonal wind until 5 m s - 2 and 5 m s - 2

thereafter.

ure 5-1) is obvious, though the dynamic warming or cooling may also be discerned in

the mid-latitudes. As should be expected from the above figures, the changes due to

the dynamics are largest for Trial T3 and weaker for the other trials.

The differences in E-P flux divergence between each of the four trials and the con-

trol are shown in Figure 5-6. The changes here are similar to those of the other clima-

tological fields. Trial T2 has the least annular-mode like response, as the anomalous

surface convergence in the SH is not matched by a region of anomalous divergence.

Trials T1 and T4 show a divergence dipole at the surface, although in each case the

poleward lobe is stronger than the equatorward lobe. Again, the pattern in Trial T3

is the most similar to the changes found in Chapter 4.

Son and Lee (2006), using a tropical heating profile much more concentrated

than that used here (their heating was confined equatorward of 100), also noted poor
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predictability of the annular mode patterns in such runs when the tropical heating

was high. They speculated an equatorward expansion of the baroclinic zone in their

runs due to the stronger subtropical jet resulted in a more complex extratropical wind

response than the simple annular mode patterns. While the forcing chosen here is

much more broad than that of Son and Lee (2006), it appears the obfuscation of the

extratropical dynamics occurs here as well.

Generally speaking, the results here do not show as clean and unambiguous of an

annular mode pattern as those produced in Chapter 4. While some annular-mode like

traits in the responses may be found (particularly for Trial T3), the perturbations

in reference temperature produced changes which differed from the annular modes in

several ways, particularly for the first two trials.

5.3 Trials With Forcing Confined Poleward of 450

In the trials above, the response of the model to the applied reference temperature

perturbations was generally not annular mode-like. This could be noted especially

in the streamfunction anomalies (Figure 5-4), which suggested more of the response

was concentrated in the tropics as compared to the trials in Chapter 4.

It therefore might be worthwhile to consider several cases whose forcings are ex-

clusively extratropical. I do that here by presenting a suite of runs where the thermal

forcing is limited to poleward of 45' . The region of maximum perturbation to the

temperature gradient also shifts poleward, as compared to the "T" runs above. In

these cases, as will be seen below, the annular mode response is strong.

For the trials below, an additional term is added to the reference temperature

setup of the control run. At the ground, the term has the structure

Tpert=Acos(2q); I 1 > 450 (5.1)

Tpert =0; 1I1 < 450 (5.2)

where A is the amplitude of temperature perturbation at the pole. Hence equator-
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Trial Number Strength of Maximum Forcing Polarity of Forcing
P1 2 K warming
P2 4 K warming
P3 6 K warming
P4 10 K warming
P5 2 K cooling
P6 4 K cooling
P7 6 K cooling
P8 10 K cooling

Table 5.2: Summary of trials with imposed reference temperature perturbations lo-
calized poleward of 450.

ward of 450, no perturbation reference temperature is applied, and the strength of

the perturbation increases sinusoidally from 450 to the pole. The vertical structure

prescribed is the same as that for the unperturbed equilibrium temperature. Fig-

ure 5-7 shows an example for one trial; the other seven trials feature the same shape

of reference temperature perturbations, but different magnitudes or polarities. In

all cases, both the applied temperature perturbations, and anomalous gradients, are

more latitudinally confined than in the previous cases. The list of trials using this

type of reference temperature perturbation is shown in Table 5.2.

The time-mean, zonal mean zonal wind changes for these eight trials versus the

control are shown in Figure 5-8 for Trials P1 through P4, and Figure 5-9 for Trials

P5 through P8. Here, the annular mode responses are much more prominent in each

hemisphere throughout the trials. The first four trials, which feature polar warming,

generally contain easterly anomalies coinciding with the poleward lobe of the annular

mode, and westerly anomalies co-located with the equatorward lobe of the annular

mode. While the wind response in Trial P1 is weak, the other three trials all feature a

robust annular mode response. The relative magnitudes of the anomalies in each lobe

are closer than those in the "T" trials above, and the nodal lines of the anomalous

wind patterns coincide with the nodal lines of the annular modes of the unforced run.

The trials featuring polar cooling of the reference temperature display strongly

the annular mode patterns in all four trials, as seen in Figure 5-9. Here there are
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Figure 5-7: (Left) Change in relaxation temperature for the indicated run versus
the control run. Contour interval is 0.5 K. (Right) The meridional gradient of the
reference temperature difference. Contour interval is 2.5 x 10- 7 K m - 1 .
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Figure 5-8: Change in zonal-mean, time-mean zonal wind for the indicated runs
versus the control run. Contour interval is 0.5 m s - 1 in upper left panel and 1 m s - 1

otherwise.
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Figure 5-9: Change in zonal-mean, time-mean zonal wind for the indicated runs versus
the control run. Contour interval is 1 m s- 1 except 2 m s-1 for bottom right panel.
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anomalous westerlies coinciding with the poleward lobe of the annular mode and

easterly anomalies co-located with the equatorward lobe. The magnitudes of the

anomalies in each lobe are also similar, and the strength of the patterns generally

increases for stronger perturbations to the reference temperature.

The next two figures (5-10 and 5-11) show the changes in climatological stream-

function among these trials and the control. The changes are much more reminiscent

of those found in Chapter 4 than for the "T" trials shown earlier in this chapter.

Notably, there are smaller changes to the streamfunction in the deep tropics; the

equatorial lobes of anomalous streamfunction are more meridionally confined, as in

the responses in Chapter 4. Instead the largest changes in streamfunction are found

in the subtropics and mid-latitudes, suggesting changes to the indirect overturning

circulation associated with the eddy activity dominates the streamfunction field. The

changes are especially intense for Trial P8, for which the strongest wind response was

found.

The changes in temperature for the eight trials are presented in Figures 5-12 and 5-

13. As in the cases above, the changes in reference temperature are still prominent in

these difference fields. However, the mid-latitude changes in temperature associated

with dynamic warming or cooling may be detected in these plots. As should be

expected, the strength of this dynamic response is larger for the trials with larger

perturbations of reference temperature.

The changes to E-P flux divergence are examined in Figures 5-14 and 5-15. Here

it is easy to see the dipole of eddy flux divergence at the surface, which has been so

prominent for the other cases in which an annular mode-like response appears. Only

in Trial P1 does this feature not appear. In Trials P2 through P4, however, the surface

dipoles of divergence and convergence are prominent. One notable difference among

these cases and the runs shown in Chapter 4 is that the changes in surface divergence

associated with the poleward lobe of the anomalies tend to be latitudinally more

expansive, with regions of opposite polarity in the free troposphere also extending

into the polar regions. This may be understood as an effect of the imposition of

the anomalous reference temperature over a wider latitude than the torques used in
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Figure 5-10: As in Figure 5-8, but for the changes in streamfunction. Contour interval
is 5 x 109 kg s - 1.
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Figure 5-11: As in Figure 5-9, but for the changes in streamfunction. Contour interval
is 5 x 109 kg s- 1 except 1 x 1010 kg s- 1 in bottom right panel.
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Figure 5-12: As in Figure 5-8, but for the changes in temperature. Contour interval
is .25 K in top left panel, .5 K in top right and bottom left panel, and 1 K in bottom
right panel.
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Figure 5-13: As in Figure 5-9, but for the changes in temperature. Contour interval
is .25 K in top left panel, .5 K in top right and bottom left panel, and 1 K in bottom
right panel.

129

1000

[T] Diff. - Trial P5

1
wv



E-P Div. Diff. - Trial P1

200 200

n 400 -z- 400

600 600
a.

800 800

5 * *

E-P Div. Diff. - Trial P2

-60 -30 0 30 60 -60 -30 0 30 60

E-P Div. Diff. - Trial P3 E-P Div. Diff. - Trial P4

200

n 400

• 600

800

i nnn

-60 -30 0 30 60 -60 -30 0 30 60
Latitude (degrees) Latitude (degrees)

Figure 5-14: As in Figure 5-8, but for the changes in time-mean E-P flux divergence.
Contour interval is 1 m s - 2 acceleration of zonal wind until 5 m s - 2 and 5 m s - 2

thereafter.

Chapter 4, which is affecting the baroclinicity (and hence the eddy generation rates)
well into the polar region.

In Trials P5 through P8, the dipole of E-P flux divergence is prominent at the

surface in all four trials. The similarities in the upper tropospheric structure of the

anomalous E-P fluxes and the pattern found through SVD analysis is also especially

noticeable in Trial P8.

Finally, I look at the changes in the barotropic portion of the E-P flux divergence

in Figures 5-16 and 5-17. In the cases with polar warming of the reference tem-

perature, I find anomalous barotropic convergence on the poleward side of the jet's

position and divergence on the equatorward side, suggesting decreased equatorward

propagation of eddies in these cases, and a resultant weaker momentum transport

from the subtropics to the mid-latitudes. The response is again weak for Trial P1
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Figure 5-15: As in Figure 5-9, but for the
Contour interval is 1 m s- 2 acceleration
thereafter.

E-P Div. Diff. - Trial P6

2 J
.i -

• C.. .

"G. " '.::

-60 -30 0 30 60

E-P Div. Diff. - Trial P8

-60 -30 0 30 60
Latitude (degrees)

changes in time-mean E-P flux divergence.
of zonal wind until 5 m s - 2 and 5 m s - 2

131

200

- 400.-c

600
0-

800

1000

200

800

1000

fl\T

~i~ I/II'47

-, PA·

I1IIIIH .... i · 1- r I .. . . .. I



E-P BT Div. Diff. - Trial P2

-60 -30 0 30 60

E-P BT Div. Diff. - Trial P3

-05.

-60 -30 0 30 60
Latitude (degrees)

200

400

600

800

1000

-60 -30 0 30 60

E-P BT Div. Diff. - Trial P4

J ii
o oi0

S i | i |0'

0',

-60 -30 0 30
Latitude (degrees)

Figure 5-16: As in Figure 5-8, but for the changes in time-mean meridional E-P flux
divergence. Contour interval is 0.25 m s-2 acceleration of zonal wind in top panels
and 0.5 m s-2 in bottom panels.

but robust for the other trials. In Trials P5 through P8, which used polar cooling,
anomalous divergence is found to coincide with the westerly anomalies in the upper

troposphere, and convergence with the easterly anomalies. This suggests more intense

equatorward eddy propagation, and consequently a larger poleward eddy-driven west-

erly momentum transport than in the control run.

As in the previous section, the results may be compared to those of Son and

Lee (2006), who performed several trials using cooling confined to the polar regions.

With their cooling, they found wind responses which included both annular mode-like

wobbling behavior and poleward propagation, which they considered to be a blending

of the EOF1-EOF2 behavior. Examining the basic state of their setup indicates their
EOF2 (the tripole, strengthening-sharpening pattern) explains a much larger fraction

of variance as compared to their EOF1 than does the EOF2 in my basic state. The
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Figure 5-17: As in Figure 5-9, but for the changes in time-mean meridional E-P flux
divergence. Contour interval is 0.25 m s - 2 acceleration of zonal wind in top panels
and 0.5 m s - 2 in bottom panels.
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larger fraction of variance encapsulated in EOF2 in their runs accounts for its more

prominent behavior in their difference fields as compared to mine.

5.4 Summary

In this chapter, the response of the model to thermal forcings is tested, to determine

whether the annular modes are a preferred response to these forcings. The forcing is

accomplished by running the model with a reference temperature profile altered from

that of the control, and the climatologies of each run using an altered profile and the

control run are compared.

The first set of trials employed temperature forcing of a hemisphere-wide scale.

These trials did not produce clear annular-mode like patterns in the response. Trials

with the maximum temperature perturbations in the tropics did an especially poor

job in producing annular mode-like changes to climatology. The trials with forcing

maximized in the polar regions produced changes more similar to the annular mode-

like patterns, but still did not reproduce the patterns as well as the runs in Chapter 4.

Next, a suite of runs was performed where the temperature perturbations were

limited to poleward of 45', resulting in a poleward shift of the region of the maximum

perturbed reference temperature gradient as compared to the earlier runs. These trials

were successful in consistently producing the annular mode pattern, except for Trial

P1, for which the forcing was apparently too weak to produce a robust response.

In the cases featuring a strong annular mode response, the changes in eddy fluxes

are similar to the patterns emerging from SVD analysis, again suggesting a linkage

between the zonal wind and eddy anomalies that will be further explored in the next

chapter.

In Chapter 4 I showed that the annular modes appear as a response of the model

atmosphere to a number of momentum forcings. The annular modes appear here as

well in response to several temperature perturbations. From the results of these two

chapters, the annular modes do appear to be a preferred response of the atmosphere

to the applied forcings. However, the patterns can be difficult to discern for cases

134



where the forcing extends deeply into the tropics.

It is difficult to compare directly the strength of the responses among the cases

using momentum forcings and temperature forcings, as the nature of the two forcings

are quite different. But it is of course tempting to find a way to unite the results

of the two sets of trials. In Chapter 7, I will examine this problem and propose a

means of comparing the responses under the different forcings. First, however, I turn

to examine more closely the role of eddies in determining the responses through use

of a zonally symmetric model in the next chapter.
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Chapter 6

Zonally Symmetric Trials

6.1 Introduction

In most of the trials considered in the previous two chapters, the model has responded

in an annular mode-like fashion in response to a generic forcing. This suggests the

annular modes are a preferred response of the circulation to a given forcing. Ad-

ditionally, the changes in E-P flux divergence found in each trial are similar to the

patterns of E-P flux divergence found through the SVD analysis of the control run.

In observational studies of Earth's annular modes (e.g. Limpasuvan and Hart-

mann, 2000) there is a clear relationship between the wind anomalies and anomalies

in eddy flux divergence, a relationship which Lorenz and Hartmann (2001, 2003)

found constituted a positive feedback. Since the eddy feedback plays a critical role in

maintaining the annular mode patterns, it seems likely that the eddy feedback must

likewise account for the forced responses shown in the model runs here.

This hypothesis is tested in this chapter, through the use of a zonally symmetric

version of the model. By using the zonally symmetric model, I may prescribe the

eddy fluxes as fixed values. Additionally, the applied forcing may be separated from

the changes in eddy flux divergence from run to run. The direct effects of the forcing

may therefore be examined in the absence of an eddy feedback.

Below, runs in which the torques or reference temperature perturbations are ap-

plied, but the eddy fluxes held fixed at the climatological control run values, are
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considered. The changes in climatology in these cases capture neither the shape nor

the strength of the responses in the full model run properly. Instead, the changes in

eddy fluxes must be included to produce both the proper magnitude and shape of the

annular mode response.

6.2 Setup

For the results in this chapter, the model is run with a zonally symmetric setup, sup-

pressing all longitudinal variation in the climatological variables. This is accomplished

by calculating the climatological eddy fluxes from the control run and prescribing

them to the model for all points in longitude, rather than allowing the tendencies

of wind and temperature related to the eddy fluxes to be calculated anew at each

longitude and time step. The resolution and values of the damping coefficients are

identical to those used in the full model runs.

As the model is run in sigma coordinates, the form of the eddy flux tendencies

in sigma coordinates must be considered. Following the discussion in Holton (1992),

chapter 10, section 3, the eddy forcing terms are found to be

Ou 1 81S1 a (vp) os U ' C•P)') (6.1)
t eddy fore. psaCOS2 ) 9' () - ( (&PU')

T -1 _
ot eddy fore. a cos (( )T') -a,<j )T')

-(pD)' T' + r (p )'T '  (6.2)

where & is the pressure velocity analog in sigma coordinates, L, D the horizontal

divergence, p, the surface pressure, and other meteorological notation is as used

earlier.

The zonally symmetric model is first run with the climatological eddy fluxes ap-

plied and using no external forcing. The climatology produced in this run is similar

to that of the control, as will be shown below. Next, for each case shown in Chapters
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4 and 5, the zonally symmetric model is run with the applied torque or the perturbed

reference temperature, but holding the eddy fluxes from the control run fixed. These

runs measure the direct effects of the forcing on the model's climatology by suppress-

ing the effects of the eddy feedback. Finally, for each case, the model is run with both

the applied forcing and time-mean eddy fluxes calculated from the forced run in the

full model. The responses in these trials include the effects of the eddy, zonal-flow

feedback.

As the zonally symmetric runs do not permit eddy fluxes to change with time, the

climate is similarly invariant. In these runs, the model spins up until its climatology

is reached; then the meteorological fields do not vary with time. In all the model

results shown below, the results are averaged over the final 500 days of 2,000 day

model runs, though this average is identical to the climatology on any individual day

of that period.

6.3 Control Climatology of the Zonally Symmetric

Run

In this section, a climatology obtained from the zonally symmetric trial is presented.

This run is forced with the time-mean eddy fluxes calculated from the control full

model run. All of the climatological fields derived from this run feature no longitudinal

variation.

The temperature is relaxed to the control run's reference temperature profile, and

no external forcing is applied. This run is therefore the zonally symmetric analog of

the control full model run, shown in Chapter 3.

First I display the forcings of zonal wind and temperature due to the eddy fluxes

calculated from Equations 6.1 and 6.2, respectively. These forcings are shown in

Figures 6-1 and 6-2. The zonal wind forcing is strongly positive near the location of

the jet in each hemisphere, with weaker centers of negative forcing on each flank. The

temperature forcing in each hemisphere is positive through a large vertical column
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on the poleward side of each jet, with negative temperature forcings strongest at the

ground, in the subtropics of each hemisphere.

Forcing of [u] Due to Eddy Fluxes

0.1

0.2

0.3

0.4

E 0.5

0.6

0.7

0.8

0.9

I

\

-80 -60 -40 -20 0 20 40 60 80

Latitude (degrees)

Figure 6-1: Forcing of zonal wind due to eddy flux terms calculated in Equation 6.1.
Contour interval is 1 m s - 1 day-' rate of change of zonal wind. Negative contours
are dashed and zero contour is omitted.

The zonal wind found from the control run of the zonally symmetric model is

shown in Figure 6-3. In each hemisphere a westerly jet similar to that of the control

full model run has been produced in the mid-latitudes, with weak easterlies predom-

inating equatorward of 30'. The jet maxima are similar in position to their locations

in the full model run (Figure 3-1), though slightly equatorward in each hemisphere

(350 here versus 370 in the full run for the SH jet, and 370 here versus 410 in the

full run for the NH jet). The jet maxima are also somewhat stronger here (50 m s - 1

versus 43 m s- 1 in the SH; 36 m s - 1 versus 32 m s - 1 in the NH), but the profile of

surface wind is similar to that of the full model.

The streamfunction produced by the zonally symmetric model is shown in Fig-

ure 6-4. It is similar to the streamfunction produced by the full model run (Figure 3-

3). The most prominent cell is the tropical overturning cell, with its rising branch in

the NH and sinking branch in the SH. This Hadley cell features a maximum trans-

port of 23 x 1010 kg s - 1 at its center - a magnitude similar to that of the full run

in Chapter 3. The weaker NH Hadley cell and Ferrel cells are also similar to those
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Forcing of [T] Due to Eddy Fluxes
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Figure 6-2: As in Figure 6-1, but for the forcing in temperature as calculated from
Equation 6.2. Contour interval is 0.5 K day- 1 rate of change of temperature. Negative
contours are dashed and zero contour is omitted.

produced from the full model run.

The temperature calculated by the zonally symmetric model is shown in Figure 6-

5. Like the temperature profile from the full run (Figure 3-4), the warmest point

is found north of the equator, and nearly-flat meridional temperature gradients still

predominate in the tropical troposphere. The 20 K difference between temperatures

at the North Pole and South Pole is also replicated here.

The zonally symmetric model produces a control climatology similar to that of

the full model. In the next section, I will compare this climatology to those produced

using the applied mechanical torques, but leaving the eddy fluxes from the control

run fixed. These direct responses to the forcing capture neither the magnitude nor

the structure of the annular mode response.
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Zonal Wind from Symmetric Model
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Figure 6-3: Zonal wind for the control zonally symmetric run.
5 m s- 1; zero contour is dashed.

Streamfunction from Symmetric Model

Contour interval is

-80 -60 -40 -20 0 20
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Figure 6-4: Streamfunction for the control zonally symmetric run. Contour interval
is 3 x 1010 kg s-1; zero contour is omitted.
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Temperature from Symmetric Model

u)
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Figure 6-5: Temperature for the control zonally symmetric run. Contour interval is
10 K.

6.4 Results of the Zonally Symmetric Model for

Mechanically Forced Trials

In this section, zonally symmetric runs are discussed in which the torques described in

Chapter 4 are applied to the model. As stated above, for each torque two runs of the

zonally symmetric model will be conducted. The first run adds only the torque, but

none of the eddy flux changes found in the full model. These flux anomalies, along

with the torque, are incorporated into the second run. As examples I will use Trials

L3, L4, L5, and L6 to illustrate the responses of the zonally symmetric model, but

runs using forcing from other trials displayed analogous behavior in their responses.

In the next few figures, runs of the zonally symmetric model are considered where

the mechanical forcings are applied, but the eddy fluxes are held fixed at the control

values. The changes in zonal wind between these runs and the control run of the

zonally symmetric model are shown in Figure 6-6. In all cases, the response to the

direct forcing alone is insufficient to explain either the magnitude or the structure of

the annular mode-like responses in Figures 4-16 and 4-17. The response in Trial L3,

for example, is much weaker than the annular mode response. It features its strongest
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Figure 6-6: Change in zonal wind for the indicated trials versus the control for the
zonally symmetric runs, including direct forcing only. Contour interval is 0.5 m s - 1

in top left panel and 1 m s-1 in other panels; zero contour is omitted.
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magnitude at about 500 in each hemisphere - the latitude at which the forcing was

applied in Trial L3 - but the direct response does not include the opposite-signed

lobe of anomalous wind on the other flank of the jet. The behavior in Trial L5 is

somewhat similar - here while the opposite-signed lobes are generated on the other

flank, the magnitudes of these lobes are weaker than those seen for the full annular

mode response in the full model runs. The zonally symmetric responses in Trials L7

and L8 (not shown) are also too weak and do not represent the annular mode shape.

The direct responses to Trials L4 and L6 do not capture the appropriate shape

or strength of the annular modes, either. While these trials produce strong wind

changes in the upper troposphere, they are not as vertically coherent as the annular

modes. In the full model run of Trial L4, for example, anomalous wind exceeding

1 m s -1 reached the ground, while here the contours do not do so. As with the

zonally symmetric responses to the forcing in Trials L3 and L5, the responses in these

two cases are not dipolar about the latitude of the unforced jet, as in the analogous

full model runs.

The changes in streamfunction between each trial in the zonally symmetric model

and that of the control zonally symmetric run are shown in Figure 6-7. The stream-

function changes are particularly weak in Trials L3 and L4, which use poleward-flank

forcing. Trial L5 features a somewhat stronger streamfunction response, but the re-

sponse is not vertically coherent. In Trial L6, the direct streamfunction response is

both the strongest of the four trials considered here, and more vertically coherent

than Trial L5, with positively anomalous streamfunction extending from the ground

to tropopause level. The change of magnitude of streamfunction, reaching a maxi-

mum of 2 x 1010 kg s-1, is of the same order of magnitude as the changes seen in the

full model run (Figure 4-19). While the direct response to Trial L6 is not annular

mode-like, it is strong, unlike the weaker responses seen in the other trials.

The changes in temperature between the four zonally symmetric trials and their

control run are shown in Figure 6-8. In no case does the change in temperature from

the zonally symmetric run with direct forcing only resemble that of the full model

run (Figures 4-20 and 4-21). Trials L3 and L5 feature cooling just poleward of the
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Figure 6-7: As in Figure 6-6, but for the streamfunction. Contour interval is 1 x
109 kg s- 1 in top two panels and 2 x 109 kg s- 1 in the bottom two panels. Zero
contour is omitted.

positive forcing in the SH, and warming just poleward of the negative forcing in the

NH. Trials L4 and L6 contain large temperature changes at the top of the model with

cooling or warming extending downward from these features, but this pattern does

not match the annular mode pattern either.

Having examined the responses of the zonally symmetric model to the direct

forcing only, I now turn to the responses of the model under both the direct forcing

and the eddy changes calculated from the full model run. These runs therefore include

the effects of changes to the eddy feedback in the response.

The changes to eddy forcing of the zonal wind for the four trials are shown in

Figure 6-9, and the changes to eddy forcing of temperature are shown in Figure 6-10.

In each case there are anomalous centers of zonal wind forcing, which are especially

strong for Trial L4. In Trials L3 and L4, which feature positive forcing on the poleward
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Figure 6-8: As in Figure 6-6, but for the temperature. Contour interval is 0.25 K in
top left panel, 0.5 K in bottom left panel, and 1 K in right panels.

flank of the jet in the SH and negative forcing in the NH, there are westerly forcing

anomalies poleward of the jet in the SH and easterly forcing anomalies equatorward

of the jet in the SH, with the opposite occurring in the NH. The opposite pattern

appears for Trials L5 and L6, whose westerly torque is equatorward of the jet in the

SH, and whose easterly torque is equatorward of the jet in the NH.

The changes to eddy forcing of temperature in Figure 6-10 display similar patterns

for the four runs. Trials L3 and L4 show warming tendencies in the SH mid-latitudes,

with cooling tendencies on the equatorward sides. The opposite patterns appear in

the NH. Likewise, the changes in Trials L5 and L6 are similar in shape, but opposite

in sign, to those in Trials L3 and L4.

The change in zonal wind between each forced trial including eddy fluxes and

the control zonally symmetric run is shown in Figure 6-11. These responses compare

favorably to the responses in the full model shown in Figures 4-16 and 4-17. In Trials
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Figure 6-9: Changes in tendency of of zonal wind due to eddy flux terms for each
trial versus the control. Contour interval is 0.5 m s-1 day-1 rate of change of zonal
wind. Zero contour is omitted.

L3, L4, and L5, the response is now clearly annular mode-like, with responses of one

polarity on one side of the jet, and responses of opposite polarity on the other side of

the jet. The magnitudes compare favorably to the trials in Chapter 4 as well. Note

that the inclusion of the changes to the eddy fluxes has amplified the magnitude of

the responses in Trials L3 and L5. Trial L4 already featured a strong direct response

in the upper atmosphere, but the magnitude of the response in the lower atmosphere

has been amplified by the eddies.

Of the four trials, the one which produces results the least like the annular modes

is Trial L6, which used forcing in the upper troposphere on the equatorward flanks

of the jets. However, recalling the results from Chapter 4, this was a run for which

the annular mode response was weak as compared to most of the other runs. And, as

shown earlier in this chapter, this trial featured a very strong direct response to the
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Figure 6-10: As in Figure 6-9, but for the changes in temperature tendency. Contour
interval is 0.1 K day-'. Zero contour is omitted.

applied forcing.

The changes in streamfunction for the four trials, with eddy flux changes included,
versus the zonally symmetric control are shown in Figure 6-12. Again, the amplifi-

cation of the response upon inclusion of the eddies is clear. In Trials L3 and L4 the

streamfunction anomalies are no longer monopolar in each hemisphere but dipolar,
and the magnitude of the maximum anomaly has jumped by almost an order of mag-
nitude. The response in Trial L5 is now more vertically coherent, while of the four

trials the change in streamfunction is most similar to that of the direct response for
Trial L6. The magnitudes and shapes of the streamfunction changes, upon inclusion
of the eddies, are similar to those of the full model run shown in Figures 4-18 and 4-19.

The changes in temperature for the four zonally symmetric trials are shown in
Figure 6-13. Again, inclusion of the eddy feedback improves agreement with the
patterns found from the full model and shown in Figures 4-20 and 4-21. In all four
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Figure 6-11: Change in zonal wind for the indicated trials versus the control for the
zonally symmetric runs, including both direct forcing and changes in eddy fluxes.
Contour interval is 2 m s - l in the top right panel and 1 m s- 1 in the other panels.
Vertical lines are positions of time-mean jets.

trials, the ribbon of dynamic warming or cooling extending from tropopause level to

the surface is now the prominent feature. Also similar to the full model responses in

Chapter 4, there is an opposite-signed temperature response poleward of the dynamic

ribbon in Trials L3 and L4, but that is much less prominent in Trials L5 and L6.

In these trials, the direct forcing is insufficient to capture either the correct

strength or the correct shape of the patterns from the full model run. The changes to

eddy feedback must be included in the zonally symmetric model in order to reproduce

the correct pattern. For three of these trials (Trials L3, L4, and L5), this pattern was

a robust annular mode. As noted in Chapter 4, however, the annular mode response

was weaker in Trial L6. The zonally symmetric trials suggest that a more dominant

direct response may be the cause of this discrepancy.
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Figure 6-12: As in Figure 6-11, but for the streamfunction. Contour interval is
5 x 109kg s- 1 in all panels.
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Consider the following transformed Eulerian-mean momentum balance:

a0(u cos 
I)-+ •- * f + w* = -CdU +V V F + G. (6.3)

at a cos¢ / p a cos ¢

For a steady-state response to an external forcing G away from the frictional

boundary layer which includes no changes to the E-P flux divergence V * F, G must

be balanced by changes in the meridional circulation (primarily v*). But, as the

magnitude of the absolute vorticity decreases as one draws closer to the equator, the

direct response of the meridional velocity must be larger for a forcing placed closer to

the equator than for the same strength of forcing placed closer to the pole. Also, the

torques placed closer to the equator overlap with the Hadley cell, introducing factors

into the dynamics other than the extratropical eddy, mean-flow interaction that is

crucial to the annular modes.

The direct streamfunction response shown in Figure 6-7 is far stronger for Trial

L6 than for the other three trials. Comparing the response upon inclusion of the

eddy flux changes, as in Figure 6-12, demonstrates that the smallest change among

the four trials between the direct response and that with eddy feedback has occurred

for Trial L6. While Trial L5 also features forcing placed on the tropical flank of the

jet, its direct streamfunction response is not vertically coherent. Instead overturning

anomalies extend only up to c- = 0.7; and weaker, opposite-signed anomalies actually

occur above that. Of the four trials, only Trial L6 has produced a strong, Hadley-like

direct response, and the strength of this direct response obscures the annular mode

dynamics seen more clearly in the other panels.

6.5 Results of the Zonally Symmetric Model for

Thermally Forced Trials

In the previous section, I have shown that the directly applied torques are not suffi-

cient to produce either the shape or the strength of the annular-mode like response in
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the zonally symmetric model. Instead the changes to the eddy feedback are necessary

to capture both the proper magnitude and pattern of the wind response.

In this section, I force the zonally symmetric model with the perturbations to

reference temperature, rather than the mechanical torques. For each case, a similar

procedure is used. The model is first run with the anomalous relaxation temperature

profile applied, but with the eddy fluxes held constant from the control run. Then, a

run is conducted using both the change in reference temperature, and the changes in

eddy fluxes. As in the previous cases, the former runs do not reproduce properly the

annular mode patterns, and the changes to the eddy feedback contained in the latter

runs is necessary. For examples here I will choose Trials P1, P2, P5, and P6, although

several other thermally forced trials were also tested in the zonally symmetric model,

with the direct forcing alone again found insufficient to reproduce the annular mode

patterns.

The directly forced changes in zonal wind for the trials using 2 K and 4 K reference

temperature changes, limited to poleward of 450, are shown in Figure 6-14. The

annular mode-like responses seen in Figures 5-8 and 5-9 are not found in these trials,

which use the direct forcing only. In each case the wind response is monopolar in

each hemisphere, with a weakening of the westerlies for polar warming cases (P1 and

P2) and a strengthening of the westerlies in polar cooling cases (P5 and P6).

As seen in Figure 6-15, the changes in streamfunction are extremely weak in these

four cases, when only the direct forcing is applied. For the 4 K changes shown

in Figures P2 and P6, the maximum changes in streamfunction, found in the mid-

latitudes near the surface, are about 1 x 109 kg s-1 - a pittance compared to the

magnitudes of the changes in the full model run (Figures 5-10 and 5-11).

The temperature changes in these zonally symmetric runs, shown in Figure 6-

16, show no evidence of a dynamic reorganization of the temperature field as in

Figures 5-12 and 5-13. Instead the difference field simply mimics the difference in

reference temperature between each case and the control run.

In the rest of this section, I consider the changes in the thermally forced cases

from the zonally symmetric model, including both the responses to the direct forcing
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Figure 6-14: Change in zonal wind for the indicated trials versus the control for the
zonally symmetric runs, including direct forcing only. Contour interval is 0.25 m s - 1
in left panels and 0.5 m s-1 in right panels.
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Figure 6-15: As in Figure 6-14, but for the streamfunction. Contour interval is
0.25 x 109kg s-1 in all panels. Zero contour is omitted.

and the changes to eddy fluxes. The changes to the eddy fluxes between these runs

and the directly forced runs are shown in Figures 6-17 and 6-18. The structure of

the changes to the eddy fluxes are similar to those in the mechanically forced trials.

The changes in zonal wind forcing are focused about opposite-signed anomalies near

the tropopause, about the position of the unforced jet. The temperature forcing

anomalies include a strand of one polarity of forcing in the subpolar region; and a

strand of opposite polarity of forcing on its equatorward side.

The changes in zonal wind from the zonally symmetric model, for cases including

the change in both the reference temperature and the eddy feedback, are shown in

Figure 6-19. Unlike for the cases shown in Figure 6-14, the annular mode patterns are

reproduced here, with results comparing favorably to those shown for the full model

in Figures 5-8 and 5-9. The dipolar shape is now produced, and the magnitudes of

the responses are amplified. For example, in Trials P2 and P6, anomalies of up to
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Figure 6-16: As in Figure 6-14, but for the temperature. Contour interval is 0.25 K
in left panels and 0.5 K in right panels.

5 m s - 1 are found upon inclusion of the eddy feedback. This strength of the anomalies

compares well to the full model results in Chapter 5, and is much stronger than those

found in Figure 6-14.

The changes in streamfunction shown in Figure 6-20 are much different com-

pared to their solely directly forced counterparts in Figure 6-15. The magnitudes

of the responses are much enhanced - changes in streamfunction now easily exceed

10 x 109 kg s-1, which is consistent with the strength of the responses found in the full

model trials in Figures 5-10 and 5-11. Additionally, the cells of anomalous stream-

function in Figure 6-20 are much more vertically coherent than their counterparts in

Figure 6-15; the changes here reach from the surface to the upper troposphere.

Figure 6-21, which shows the temperature changes among the indicated zonally

symmetric runs, with included eddy changes, and the control, shows the dynamic

warming or cooling in mid-latitudes associated with changes in the overturning circu-
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Figure 6-17: Changes in forcing of of zonal wind due to eddy flux terms for each trial
versus the control. Contour interval is 0.1 m s-1 day-1 rate of change of zonal wind
in top left panel; 0.25 m s-1 day-' in bottom left panel, and 0.5 m s-1 day-' in right
panels. Zero contour is omitted.

lations. These features were absent in Figure 6-16, where only the direct temperature

changes were included. Again, the inclusion of the changes in eddy fluxes has vastly

improved the agreement of the zonally symmetric responses with their full model

counterparts shown in Figures 5-12 and 5-13.

6.6 Summary

In this chapter, a zonally symmetric model is used to determine the direct response

of the model to solely the applied forcings, and separately, the response of the model

to the forcings with the changes in climatological eddy fluxes from the full model run

included.
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Figure 6-18: As in Figure 6-17, but for the changes in temperature forcing. Contour
interval is 0.025 K day- 1 in top left panel; 0.1 K day-' in bottom right panel; and
0.05 K day-' in other panels. Zero contour is omitted.
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Figure 6-19: Change in zonal wind for the indicated trials versus the control for the
zonally symmetric runs, including both direct forcing and changes in eddy fluxes.
Contour interval is 0.5 m s-1 in the left panels and 1 m s - 1 in the right panels.
Vertical lines are positions of time-mean jets.

160

0.2

O 0.4
E

0 0.6

0.8

0.2

O 0.4
E

D 0.6

0.8

[u] Diff. Trial P1 - With Eddy Change



SF Diff. Trial P1 - With Eddy Change

-60 -30 0 30 60

SF Dff. Trial P5 - With Eddy Change

-60 -30 0 30 60
Latitude (degrees)
Latitude (degrees)

SF Diff. Trial P2 - With Eddy Change

-60 -30 0 30 60

SF Diff. Trial P6 - With Eddy Change

},...

-60 -30 0 30
Latitude (degrees)

Figure 6-20: As in Figure 6-19, but for the streamfunction. Contour interval is
1 x 109 kg s - 1 in the top left panel, 2 x 109 kg s-1 in the bottom left panel, 3 x 109 kg s- '
in the top right panel, and 5 x 109 kg s- 1 in the bottom right panel.
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Figure 6-21: As in Figure 6-19, but for the temperature. Contour interval is 0.25 K
in left panels and 0.5 K in right panels.
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The runs using only the directly applied torques or changes to reference tempera-

ture, without the changes to eddy fluxes, failed to produce either the correct shape or

strength of the annular mode patterns. For the cases with applied torque, the direct

responses tended to be monopolar or tripolar, and the strength of the response tended

to be too weak in the lower and middle troposphere (and the upper troposphere as

well, for trials where the forcing was placed at 750 hPa). Similarly, the trials forced

thermally produced direct responses which were weaker and a poor match for shape

as compared to the results from the full model run.

However, including the changes in eddy fluxes, and therefore allowing the changes

to the eddy, zonal-flow feedback to be represented in the zonally symmetric model,

produced results which generally matched the full model results as well. The dipole,

with a positive lobe on one side of the jet's time-mean position and a negative lobe

on the other side, was consistently produced, and the wind anomalies were appropri-

ately stronger as compared to the runs with direct forcing only. The eddy feedback

processes found by Lorenz and Hartmann (2001, 2003) to maintain the annular mode

patterns in Earth's atmosphere are necessary in this model for producing the anoma-

lous forced patterns which look like the annular modes.
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Chapter 7

Comparison of Forcing and

Response Strengths

7.1 Introduction

The results of Chapters 4 and 5 illustrate that the annular modes arise in this simple

GCM as a response to a variety of forcings, demonstrating that they are a preferred

response of the model atmosphere to the forcings.

The previous results show that the wind responses are generally larger as the

magnitude of the forcing is increased. Additionally, recalling the experiments from

Chapter 4, the strength of the annular mode response is much greater for trials whose

forcings coincided with the flanks of the jet than the center of the jet. As the flanks

of the jet contain maximum EOF magnitude, while the center of the jet coincides

with a nodal line of the EOF, it appears that the strength of the response also varies

with the projection of the torque on the annular mode pattern.

In this chapter, I will explore the relationship between strength and location of the

forcing, and strength of the annular mode response, using the fluctuation-dissipation

theory. While these comparisons are simple for trials of one particular forcing type

(mechanical or thermal), it is more difficult to cross-compare results using different

types of forcings.

As an attempt to accomplish this comparison, I will consider an effective forcing
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which includes both the directly applied torque, and the torque arising through the

action of the instantaneous overturning response. Both the mechanical and thermal

forcings will alter the meridional and pressure velocities of the system, and these

instantaneous variations themselves will seek to accelerate or decelerate the zonal

wind. In this way, it is possible to formulate a "torque" even for the thermally

forced cases, where no mechanical forcing is applied. I then try to analyze the control

problem as a stochastically forced problem, comparing to the runs using the effective

torque derived in this chapter as the forcing. However, as will be seen below, this

formulation will encounter several difficulties, and potential reasons for these will be

discussed.

Before turning to the mathematical formulation of this generic forcing, I consider

a simpler comparison of forcing and response strength as motivation for examining

the relationship between the two quantities.

7.2 Fluctuation-Dissipation Theory

As noted in the introduction to this chapter, the annular mode response in the forced

trials may be increased through two processes: either by increasing the strength of the

forcing, or by improving the projection of the forcing on the unforced annular modes.

The results suggest the model may respond according to the fluctuation-dissipation

theory (Leith, 1975).

The fluctuation-dissipation theory states that the forced response of a system

may be related to its unforced variability. Specifically, fluctuation-dissipation the-

ory relates the regression matrix for prediction of the forced response to the lagged

covariance of the variability in the unforced model.

While the theory had been used in other physical sciences earlier, Leith (1975) first

applied the theory to the atmospheric sciences. He formulated the theory for a forced-

dissipative system, with two quadratic integrals of motion with equilibrium spectra

and a normal probability distribution. While noting these conditions would not hold

strictly for the atmosphere, Leith (1975) postulated the fluctuation-dissipation theory
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could be used if the probability distribution were approximately normal.

The fluctuation-dissipation theory has become an active area of research in the at-

mospheric sciences. Majda et al. (2005) recently obtained promising results applying

the fluctuation-dissipation theory to varied chaotic systems with no damping but dif-

ferent autocorrelation decay rates for different scales of motion; the theory was found

to predict the results accurately. Turning to a system including forcing and damp-

ing, Majda et al. (2005) found results qualitatively in agreement with fluctuation-

dissipation theory, although the theory's predicted response was too strong for some

choices of forcing. The theory has also been explored in systems closer to those found

in nature, for example by Gritsun and Branstator (2007), who found in their model

that the fluctuation-dissipation theory correctly predicted the response to imposed

heating in most, though not all, of their trials.

In a later section of this chapter, I will compare the forced responses of the model

to its unforced variability. The mathematics on which the analysis is based come from

Penland (1989), whose analysis makes different assumptions on the system than does

Leith (1975)'s analysis, although both authors find that the forced response is related

to the lagged covariance. First, however, to inspire a more methodical analysis, I

consider a simpler comparison of the forcing and response strength.

7.3 Simple Comparisons of Forcing and Response

Strength

The simplest way to compare the forcing and response is to take a simple inner product

of the response and unforced annular mode, examined against the inner product of

torque and unforced annular mode. These results are shown in Figure 7-1 for the SH,

and Figure 7-2 for the NH.

To obtain the results in these figures, the mechanical forcings described in Ta-

bles 4.1, 4.2, and 4.3 are projected against the non-dimensional versions of the EOF

patterns shown in Figure 3-11 and compared to the wind responses from Chapter
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Figure 7-1: Projection of SH zonal wind response on SAM of the unforced model
run versus the forcing projected on SAM of unforced model run, for the mechanically
forced trials. Dashed line is best linear least-squares fit.

4 projected upon the EOFs. Trials L6, B3, and B4, which featured poorer annular

mode-like responses because of a more tropically-dominant response, are excluded

from this plot, but all other runs shown in Chapter 4 are included. In both hemi-

spheres the relationship between forcing and response appears to be linear. The slope

of the best least-squares fit is 30.0 days in the SH, and 28.6 days in the NH.

The next step is to include the response of the thermally forced trials, shown

in Chapter 5, in the projections. This is not straightforward, because while the

mechanical forcing has units of acceleration, the thermal forcing has units of Kelvin

per unit time. In order to facilitate a comparison, for each case the applied mechanical

forcing is non-dimensionalized by the variance of the zonal wind field of the unforced

run, and the applied thermal forcing non-dimensionalized by the variance of the

temperature field of the unforced run. While this is a crude method of comparing the

mechanically and thermally forced trials, it allows for a simple first comparison to be

made.

It is also necessary to obtain a pattern onto which the temperature forcings may

be projected. To find this pattern, an SVD analysis of the cross-covariance between

the zonal wind and temperature anomalies is conducted. As with the SVD of the
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Figure 7-2: As in Figure 7-1, but for the NAM and NH.

cross-covariance of wind and E-P flux divergence anomalies reported in Chapter 3,

the spatial patterns of wind emerging from the SVD analysis are virtually identical

to the EOFs of wind. The spatial patterns emerging for the temperature are shown

in Figure 7-3.

Following the procedure from Chapter 3, I plot both the first and second patterns

on one plot, as there is little spatial overlap between the two. The main feature of each

pattern is a region of anomalous temperature, centered between 30 - 350 in the SH

and 35 - 400 in the NH, reaching from the tropopause level to the ground. Opposite-

signed, weaker anomalies are found poleward of the main feature in each hemisphere.

Not surprisingly, these SVD patterns are similar to the changes in temperature from

the full model run associated with the annular mode-like responses in Chapters 4

and 5.

It may also be noted that the trials with hemisphere-scale forcing from Chapter 5

will have forcing which projects poorly on these patterns. The wide latitudinal extent

of the forcing results in a large degree of cancellation, as some forcing projects on

the positive centers and some on the negative centers. The restriction of the forcing

to poleward of 450, however, will not result in this cancellation. Those forcings will

project on the secondary centers in this pattern in the subpolar regions.
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Figure 7-3: First and second SVD patterns of temperature anomalies found from
cross-covariance with zonal wind anomalies. Solid lines indicate leading pattern;
dashed lines indicate second pattern. Contour interval is 0.25 K; zero contours are
omitted.

Figures 7-4 and 7-5 show the relationship between forcing and response, including

both the mechanically and thermally forced cases. For each case, the wind response is

normalized by the zonal wind variance of the unforced run, the temperature response

is normalized by the temperature variance of the unforced run, and the two quantities

are summed to produce the overall response. The response is again linear in each

hemisphere, with the thermally forced cases scattering about the same line as the

mechanically forced cases.

While the results in Figures 7-4 and 7-5 suggest a linear relationship between the

strength of forcing and the strength of the response, consistent with expectations

from fluctuation-dissipation theory, the rough nature (variance weighting) used to

combine the mechanically and thermally forced trials for the comparison must be

noted. Additionally, the projections here are performed against the EOFs of the

system, which are statistical patterns. As will be shown below, it is possible to obtain

the eigenvectors of the system's dynamical operator, which offer a more justifiable

basis for the projection of forcing and response.

Despite these limitations, the results here encourage a more thorough examination
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SH Projections of Mechanical and Thermal Trials
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Figure 7-4: Projection of SH response versus projection of forcing. Response includes
the temperature anomaly of each run weighted by the variance of the temperature of
the unforced run and the zonal wind anomaly of each run weighted by the variance of
the zonal wind of the unforced model run. Forcing is also weighted by the appropriate
variance. Circles indicate mechanically forced trials; squares thermally forced trials.
Dashed line is best linear least-squares fit.

of the relationship between the forcing and response. In the next section, I attempt

a more theoretical construction to link the mechanically and thermally forced cases.

7.4 Mathematical Formulation of the Effective Forc-

ing

My goal in this section is to derive an "effective torque" which includes both the

applied momentum perturbations and the instantaneous effects of the forcing. As

discussed by Eliassen (1951), an anomalous overturning circulation will be estab-

lished in response to the forcing, in order to maintain a thermal wind balance. If

the establishment of this overturning circulation occurs very rapidly, as suggested

by Eliassen (1951), then it may be considered as part of an "instantaneous" response

to the forcing, while the timescale on which steady-state, balanced changes occur

(owing to the actions of the eddy-zonal wind feedback, as well as radiational and
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NH Projections of Mechanical and Thermal Trials

0.015

0.01

0005

0

- 0.01-0.005-01

0
O '

--

00

/O O

0 '0

0 00

-o

0
/

-4 -3 -2 -1 0 1 2 3 4

Weighted Forcing Projection x 109

Figure 7-5: As in Figure 7-4, but for the NH.

frictional adjustment) is much longer. The thermally forced cases produce this over-

turning as well as the mechanically forced cases, so in both types of forced cases there

are terms, acting on timescales shorter than the changes in eddy fluxes, which seek

to accelerate or decelerate the zonal wind.

The initial mathematical formulation is similar to other studies, such as Plumb

(1982) and Haynes and Shepherd (1989), although they use quasi-geostrophic equa-

tions while primitive equations are used here. Specifically, the starting point of this

formulation is the zonal-mean equations of absolute angular momentum (M + m) and

buoyancy (B + b). Linearizing these equations, and representing the basic state of

meteorological variables with capital letters, and perturbations with lowercase letters,

the equations are written:

&m V nm &m v yM M_
at + + - + w = -dm + h - cmm (7.1)
at a 0¢ op a a0 p9
Ob VOb a Ob b v aB

+ + + -+at a a pa p a +0

B (B+g)db -b (b - be) (7.2)
The anomalous eddy momentum flux divergence is dp while the anomalous buoy-

The anomalous eddy momentum flux divergence is dm, while the anomalous buoy-
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ancy flux divergence is db. The torque per unit mass is h. The dissipation coefficients

for momentum and buoyancy are represented by am and ab, respectively.

The buoyancy of the basic state may be represented as B = g(Tb,-T*), while

the perturbation buoyancy is b = g(T-Tbic). The forcing of the buoyancy equation

is the relaxation to the reference buoyancy; I write the reference buoyancy as Be =
g(Te,basic-T) and the perturbation which constitutes the forcing as b = g(TeTe,basic)

T. is a reference temperature, taken here to be 255 K.

By using the streamfunction, Equations 7.1 and 7.2 may be combined into a single

equation. Hence it is necessary to introduce X, where

v = (7.3)

1 0 (X cos (74)
a cos ( 90

X, as written here, does not have the dimensions of streamfunction (kg s- ') as used

in the previous chapters, but it serves the same purpose in providing a statement of

continuity. Substituting X 2-+ o returns the equations for mass streamfunction

It is also necessary to introduce a linearized balance equation. Beginning with the

primitive equation for the material rate of change of meridional velocity,

DVT 1 94 2
DvT 2Q sin uT - u tan ;1 (7.5)
Dt a ab a

one may postulate a gradient wind balance where DT is negligible, by which the

meridional gradient of geopotential D is related to the zonal velocity UT,

= -2aQ sin O UT - uT tan ¢. (7.6)

Substituting total angular momentum MT = M + m = a cos q (UT + Qa cos q) =

1The subscripts T are used to indicate these velocities are not the perturbation velocities u and
v; rather Equation 7.5 is true for total zonal and meridional velocities.
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a cos 0 (U + u + Qa cos 0) yields

sin2 COS3 T pl anetary), (7.7)
a2 cos a ¢

Hydrostatic balance may also be applied,

0O 1S= -1 (7.8)
Op p

The equations may be cross-diffeientiated, resulting in

0 1 sin 0_
80 p a2 Cos 3 q pp ) (7.9)

upon which further substitution and linearization of MT results in the balance equa-

tion in terms of buoyancy, introducing E,

1 ob 2 sine p o (Mm)

a 8o a3 cos 3q H, Op
1 b _ (Mm)

= (7.10)a ao p9

Now, the equation for streamfunction may be obtained by differentiating Equa-

tion 7.2 with respect to ¢ and dividing by a, multiplying Equation 7.1 by M, then

differentiating with respect to p and multiplying by e, and subtracting the latter

equation from the former. This yields:

1 1
db,q - - (b (b - be))o - E((-dm + h - amm) M) =

a a

(t + -aO + Qap a-b, + 2 (V4bo) + - (Qbp) - ' (Qb)¢

+- (B Xp) + 2( (os ) -Co + a o + )d (C (Mm))a a2 COS
-VpM-m¢ + iV 1Mnmp - dipMmp + eQ (Mpm)

+ VE+ QC) (Mm) - E x1MM + e (c 7 cos 1) MMp , (7.11)(a a Cos 0a
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where the stability S = i(B + g)/p - Bp.

Substituting the balance equation (7.10) for 1 will eliminate the derivatives

with respect to time. Then, rearranging yields a diagnostic equation for X,

I (Boxp + 1 S cos ) € - E 6 MM

a cosa (x a aV )P,
acos--•(X cos¢0)0 MMp ) - EVP aMm¢ +V (aMere

V-EQpMmp + EQ (Mpm)p ( +t + Q6) (Mm)p

-E (ammM)p + (V! - -Q + &b - bo + - b - + - (ab) b
a p a a p a

1 1
= C (Mdm)p - -db,o + - (abbe)t - E (hM)p. (7.12)

a a

Several other terms may be eliminated through use of reasonable assumptions. I

will assume that the term 4 (b• - ) is small.2 In the model runs in Chapters 3

through 5, ab was not a function of latitude, so the term depending on its meridional

gradient is zero. After these simplifications, the remaining terms involving the per-

turbation buoyancy are all dependent not on b itself, but its meridional gradient bo,

which may be related to momentum perturbations through the balance equation. So,

there are two types of terms on the left-hand side of Equation 7.12: those which are

linear in X, and those which are linear in m. Introducing operators A and C to act

upon the streamfunction and perturbation momentum, respectively, Equation 7.12

may be written as

1 1
AX + Cm = e (Mdm)p - -db,o + - (abbe)¢ - E (hM) . (7.13)a a

The terms on the right-hand side are the eddy momentum flux divergence, the eddy

buoyancy flux divergence, the perturbation buoyancy forcing, and the applied torque.

The next step is to consider simplifications to the eddy divergences. It will be
2In most places this term is small; its value is largest around 30 - 400 latitude. Calculating

the term using output from the model runs and including it as a component of the forcing did not
appreciably alter the projections to be shown below.
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assumed here that eddy feedback operators E, which act only on the anomalous

momentum and not the anomalous buoyancy, may be defined. This simplification

assumes that the eddy feedback operators are not sensitive to the static stability.

Additionally, the simplification assumes the fluxes are related to the instantaneous

and not the lagged values of the wind, though this latter point should not be problem-

atic given the persistence of the annular modes in this model. Further, the operators

shall be assumed to be linear.

Mdm = Emm; db = Ebm. (7.14)

Then,

1 1
AX + Cm = (Emm)p- (Ebm), + - (Obbe)o - E (hM)p, (7.15)

a a

reduces the number of terms not dependent on either X or m to just two - the

applied buoyancy and momentum perturbations.

Combining the eddy feedback operators into a single term operating on m

1 1
Ex = Em,p - -Eb, + EEmOp - -Eb&O (7.16)

a a

allows the equation for streamfunction to be written

1
AX = -Cm + Exm + - (cbbe)o - e (hM)p, (7.17)

a

or, inverting for the streamfunction,

x = A- 1 (Ex - C) m + A- 1 (b be,l, -- (hM)p). (7.18)

The solution for x may be substituted into Equation 7.1.

Om V m 1 1 1a+ a-m4 + mp + amm +Xp M0 - (X cos )Mp = -Emm+h. (7.19)
at a a a cos
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Introducing the operators G and H,

Va &
G = -- + - +am (7.20)

1 0 1 0 1
H = M 0- M + - Mtan (7.21)

a Op a 80 a

Equation 7.19 may be re-written as

8m
+ (G + Em)m + Hx = h. (7.22)

Then, substituting in the expression for X from Equation 7.18 returns

mat+ (G + E + HA- 1 (E - C)) m = h - HA- 1 (ab-be, - e (hM)). (7.23)

Defining several operators, I write the expression

Om + Lm + Em = q (7.24)
Ot

where the operator L = G - HA-1C, and the total eddy feedback operator E =

Em + HA-1Ex. The net forcing is, in general,

q = (I + HA-le8, (Mx)) h - HA-'•bl ebe. (7.25)
a

The net forcing q is equated to changes in momentum, but it depends on both

the mechanical forcing and the reference buoyancy perturbations. While h, the ap-

plied torque, appears in the expression for q, so do terms related to the overturning

circulation generated by the anomalous X. The effects of the mechanical and thermal

forcings have been united.

In order to calculate the effective forcing, I take the perspective of the Eliassen

(1951) problem - that is, I consider the "instantaneous" response in which an anoma-

lous overturning circulation is established in response to the forcing while holding the

changes in perturbation momentum, which occur more slowly, fixed. Then, recalling
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Equation 7.18, the equation for the "instantaneous" streamfunction response is

Xi = A-1 (1b be, - (hM)). (7.26)

Then, returning to Equation 7.25, the net forcing under these circumstances is

qi = h - HXi. (7.27)

In order to solve for qi, I use a two-dimensional model which solves the elliptic

Equation 7.26. w = 0 is prescribed as the top boundary condition and v = 0 as the

side boundary conditions. The bottom boundary condition is more complex.

As discussed by Haynes and Shepherd (1989), the commonly-used bottom bound-

ary condition w = 0 is not appropriate, although for cases where the surface pressure

change is small it may be an acceptable substitute. For these runs, which seek "instan-

taneous" solutions, the surface pressure tendency may be large and therefore w = 0

is a poor assumption. Instead I use the boundary condition introduced by Haynes

and Shepherd (1989), which is that the material derivative of geopotential ( vanish.

Linearizing this condition in primitive coordinates, the bottom boundary condition

of the 2-D model is

a0' v a0 ao+ + a = 0. (7.28)
at a 80 ap

The responses of the model are then considered through the perspective of this

effective applied forcing qi, which includes both the applied torque and the instanta-

neous overturning response. While the thermally forced cases have no torque, they

do have an overturning response, so through this procedure an effective forcing has

been obtained which allows for a comparison between the mechanically and thermally

forced cases.

In Figure 7-6 I show a few examples of the streamfunction anomalies calculated

by the 2-D elliptic model. Trial L4, which uses torques placed in the upper tropo-

sphere on the jets' poleward flanks, produces positive streamfunction anomalies in
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Figure 7-6: Instantaneous streamfunction response to indicated forcings in the 2-D
elliptic model. Contour interval is 1 x 109kg s - .
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Effective Forcing - Trial L4
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Figure 7-7: Applied torques (left panels) and "effective forcings" (right panel) for the
indicated trials. Units are m 2 s - 2 in each panel.

each hemisphere. The strength of the responses in each hemisphere is similar, but

not exactly alike, as the background state included in the calculations is not identical

in each hemisphere. The same behavior is found at the forcing locations in Trial L5

(the lower troposphere on the jets' equatorward flanks). However in Trial L5 there are

streamfunction anomalies of opposite sign in the middle-to-upper troposphere, and

in both trials a substantial amount of the streamfunction anomaly appears to go into

the ground. Neither of these features, however, are worrisome as these are the instan-

taneous Eliassen (1951) responses to the forcing, not the steady, downward-control

solutions of Haynes et al. (1991).

The responses to two thermally forced cases are shown in the lower panels. In

the two cases the responses are similar in magnitude, but opposite in polarity, for the

warming (Trial P4) or cooling (Trial P8) of Tref in the polar regions.

The streamfunctions are now used to calculate the effective forcings, according to
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Equation 7.27. The effective forcings for Trials L4 and L5, which are representative

of the other cases, are shown in Figure 7-7. They are plotted alongside the original

torques. In both cases the effects of the overturning circulation have smoothed the

forcing vertically. Rather than being concentrated in a bullseye, the torque is now

more barotropic. While in each case the magnitude is still strongest near the level of

the forcing, the strength there has been much reduced.

The effective forcing for two thermally forced cases (P4 and P8) is shown in

Figure 7-8. They are shown alongside the buoyancy forcing in each case. A cautionary

note must be applied: As the effective forcing has units of m 2 s - 2 and the buoyancy

forcing has units of s-3 the buoyancy forcing and effective forcing of each case are

not directly comparable as in Figure 7-7.

In each case, the buoyancy forcing is concentrated at the ground, in the mid-

latitude and subpolar region. The effective forcing resulting as a consequence of the

applied buoyancy anomalies, however, has a much different shape. In both trials the

main feature in both hemispheres is a broad region of effective torque in the mid-

latitudes of the free troposphere, with torques of opposite sign in smaller regions at

the surface.

Through use of the 2-D elliptic model, I have obtained a set of "effective forcings"

for each trial, combining both the applied torques and the effects of the overturning

circulation of the instantaneous response. These effective torques may be used to

complete a comparison of forcing and response strength, as will be done below.

7.5 Principal Oscillation Pattern Analysis

In this section, I pursue an analysis of the forced problem using the principal os-

cillation pattern (POP) analysis introduced by von Storch et al. (1988) and further

employed by Penland (1989). The "POPs" are the eigenvectors of a deterministic

feedback matrix; hence they indicate the spatial properties of the feedback. Because

they contain information on the dynamics of the system, the POPs are a superior

basis for projection of the forcing and response than the EOFs, which are statistical
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Applied Forcing - Trial P4
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Figure 7-8: Buoyancy forcing (left panels, units 10-13 s - 3 ) and "effective forcing"
(right panels, units m 2 s - 2) for the indicated trials.
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patterns that do not contain dynamical information. As noted by Penland (1989),

the POP analysis also indicates the timescales on which the feedback should act.

My system appears to be a good candidate for POP analysis. As shown in Chapter

6, the changes in eddy fluxes among the model runs are absolutely necessary for

producing both the correct shape and the correct amplitude of the annular mode

patterns. In the previous section, I hypothesized a mathematical formulation of the

problem using the eddy feedback.

In order to use the POP analysis, I assume that the changes in eddy fluxes,

occurring on more rapid timescales, result in the changes to the zonal wind structures

on longer timescales. An analysis of the dynamical operators found in the section

above will produce the leading POPs and their timescales.

For a system with a state vector x, a forcing f and a dynamical operator D,

~ Dx = f. (7.29)at
The solutions may be expanded in terms of V, the eigenvectors of D. Then, for each

location i,

(xi, f) = Via (Yo, g.) (7.30)

If each eigenvector V0 has an associated eigenvalue A0 , then this reduces to, for each

mode,

(t + Aa) Ya = g0 . (7.31)

For a steady, forced system, the solutions become

ya = A lg0  (7.32)

Hence a large response to forcing y is indicated by a large projection of the forcing g,

and a small eigenvalue A.

In my control run, there is no steady forcing f. However, the eddies themselves

may be considered as a stochastic forcing of the system. This stochastic forcing may
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be written as

fi = Viacaoc(t); (7.33)

where cc is the strength of the projection on the mode a, and the time-dependence

term 0 is scaled such that its zero-lag correlation is 1. Then the time-dependent

equation becomes

(Ot + A) y/ = ca 0 (t). (7.34)

Equation 7.34 may be integrated in order to obtain the correlation function of the

response. It may be shown that this function decays exponentially with time, with

decay timescale A,1 . The mathematical formalism is contained in the Appendix.

Hence, there is a second, independent way of obtaining the timescale of the two

leading modes. Instead of simply calculating the autocorrelation timescale of the

EOF patterns, the timescale of the decay should also be found through considering

the slope of the forcing projections on the dynamical operator's eigenvectors versus

the response projections on the dynamical operator's eigenvectors. In Section 7.4,

the state vector was reduced from one containing zonal wind and temperature, to

one containing solely zonal wind, with the accompanying effective torques. Using

this basis, I return to the steady forced problem, but seek the eigenvectors of the

dynamical operator, rather than the simple EOFs, for purposes of the projection.

The starting point is the dynamical problem for angular momentum, using the

effective torque derived in the previous section as the forcing. Recall Equation 7.24;

which may be alternatively written as

Bu
+ Bu = f, (7.35)

at

where f = (a cos 0)- q and Bij = (cos 4O)- (Lij + Eij) cos Oj. The equation describ-

ing the system reduces to a forced eigenvalue problem for B, an operator combining

the dynamical and eddy feedback terms. Determining the eigenvectors of this opera-

tor will be the crux of the problem.
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Any matrix may be decomposed, by eigenvalue decomposition,

B = VAW T , (7.36)

where A is a diagonal matrix of eigenvalues, V contains the eigenvectors of B, and

W contains the eigenvectors of the transpose of B. It then follows that

VWT = VTW = 1, (7.37)

where I is the identity matrix.

It is impossible to calculate V directly, as the exact nature of the operator B is

unknown. However, following the POP analysis allows one to obtain V through other

means. This is the topic of the following discussion.

The methods used here are presented in Penland (1989) and will be outlined briefly

here. Some details of this presentation may be found in the Appendix.

I begin by defining the lagged covariance in physical space,

C = (u (t + 7) u (t), (7.38)

where the angle brackets denote a time average.

Mapping u and f into POP space by projecting onto the eigenvectors of B yields,

u = VU; U = WTU (7.39)

f = Vf; f = WT f (7.40)

In the notation here, the quantities presented with overbars are in the POP space,

while those without overbars are in physical space.

The lagged covariance in POP space is,

r = (U (t + T) UT (t)) = WTC,W. (7.41)

185



Then Equation 7.35, in POP space, becomes, for each mode ca,

0-- + 105,  = f , (7.42)

Integrating Equation 7.42 and plugging into the expression for covariance is the

next step. Assuming that the lagged covariance of the forcing decays much more

quickly than the lagged covariance of u, it is found that

C = CoFT,, T < 0 (7.43)

CT = F-Co, T > 0, (7.44)

where F, is a diagonal matrix with elements eX' on the diagonal, and zeros off the

diagonal.

Returning to physical space, the lagged covariance in physical space must be

C, = VCVT. (7.45)

But, Equation 7.44 may be used to substitute, yielding

C, = VF-lCoVT (7.46)

C, = VF;IWTVCVT (7.47)

C, = GTCo, (7.48)

where

G, = VFI71WT. (7.49)

The matrices V and W contain the eigenvectors of G and GT, and are termed the

"principal oscillation patterns" of G and GT. However, as seen in Equation 7.36, they

also contain the eigenvectors of B and BT. So instead of solving for the eigenvectors

of B directly, the procedure of Penland (1989) allows instead for the manipulation of
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G. As seen from Equation 7.48, G is simply

G = C,Co1  (7.50)

So, to find G, it is simply necessary to calculate the zero-lag covariance matrix and a

lagged covariance matrix, and multiply the two matrices.

In the figures below, I show the eigenvectors of G for several cases. The eigenvec-

tors are similar to the EOFs of the unforced model.

While in principle one can calculate the covariance matrices using the entire

dataset, Penland (1989) recommends projecting the data u onto a smaller number

of EOFs. She notes that this reduces the number of degrees of freedom, making the

calculations more efficient. The covariance matrices of the full data here are very

large (960x960 elements), so I will focus on reducing the number of EOFs.

In Figures 7-9 and 7-10, I show the first and second POPs of G, at 10- and 40-day

lag, respectively. These eigenvectors are calculated for a lagged covariance matrix

containing information from the first four EOFs of the unforced run. For both time

lags shown, the leading POP is similar to the leading EOF, describing primarily a

dipole in the SH about the unforced jet's position. The second POP is similar to the

second EOF, with the variability centered in the NH. The eigenvectors found for the

two different lags are similar, as are the eigenvectors calculated at other lags (not

shown). Since the eigenvectors should not depend on the time lag chosen, this is an

expected result.

One potential concern, however, is the poorer separation of features between the

two hemispheres. For the EOFs calculated in the previous chapters, the features

were always confined to one hemisphere. Here, however, there is a larger residual

amplitude in the hemisphere opposite the primary pattern. This behavior was noted

for the eigenvectors calculated for other time lags as well.

As another test, I examine the POPs produced upon retention of a larger number

of EOFs. These results agree with those of the four-EOF system, to a point. Shown

are the first and second POPs, for a 10-day lag, for a six-EOF and eight-EOF system,
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Figure 7-9: First and second eigenvectors of V and W for the four-EOF system, using
a 10-day lag. Units are nondimensional.
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Eig. 1 of V - 4EOF - 40 Day Lag
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Figure 7-10: As in Figure 7-9, but for a 40-day lag.

189

0d

a,

a,

01

200

800

1000

innn
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Figure 7-11: As in Figure 7-9, but for a six-EOF system.

in Figures 7-11 and 7-12. These eigenvectors are similar to those shown in Figures 7-9

and 7-10 above, with the POPs primarily describing the same shape as the EOFs,

with the larger residual amplitude in the opposite hemisphere as noted above.

After expanding the system to 12 EOFs, the agreement becomes much poorer,

as the system appears to become ill-posed. The POP analysis instead generates

complex eigenvalues and eigenvectors, which do not resemble those of the annular

mode patterns.

While it is worrisome that the system becomes ill-posed after the addition of

about one dozen EOFs, fortunately these higher EOFs describe very little variance

of the unforced run. In fact, the first four EOFs contain 85 percent of the variability

in the zonal wind field. The first eight EOFs describe collectively 90 percent of

the variability, and the first twelve EOFs contain 93 percent of the variability. So,

narrowing the data to the first four EOFs does not result in a large loss of variability
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Eig. 1 of V - 8EOF - 10 Day Lag
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Figure 7-12: As in Figure 7-9, but for

Eig. 2 of V - 8EOF - 10 Day Lag
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an eight-EOF system.
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EOFs Retained Lag Value of A 1 (days) Value of A2' (days)
4 10 58 41
4 40 66 51
8 10 60 41
8 40 65 51

Table 7.1: Eigenvalues of B for the indicated trials.

while offering speedy computations. That is what will be done here.

At this point it is also possible to check the eigenvalues A-1 derived from the

principal oscillation patterns. These should match the decorrelation times of the

leading EOFs of the unforced run, if we can think of the problem as stochastically

forced. The eigenvalues do generally match the decorrelation times (58 days in the

SH and 48 days in the NH), as shown in Table 7.1. The results in this table are

typical of those for other lags or numbers of EOFs retained.

Returning to the steady, forced problem, recall Equation 7.35. If the solution is

steady this simply reduces to

Bu = f. (7.51)

Using the eigenvector expansion of B, this may be re-written as

U = VA-IWTf. (7.52)

Multiplying by WT on the left of each side of the equation yields for each mode

-= X1fcv. (7.53)

This equation predicts that the slope of the line containing the projections of the

forcing onto WT, and the wind response onto WT, should be linear with slope A-'.

With this in mind, I return to the projections of response and forcing examined

earlier, this time inspired by the POP analysis. Following the procedure here, the

wind response in each hemisphere will be projected onto WT, as will be the effective

forcing, and the relationship between these two projections compared.
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SH POP Analysis Forcing and Response Projections

-3 -2 -1 0 1 2 3

Projection of Forcing on POP (m/s2) x 10

Figure 7-13: SH zonal wind response projected on WT of the unforced model run
versus the forcing projected on same pattern. Circles indicate mechanically forced
trials; squares indicate thermally forced trials. Dashed line is best least-squares fit;
solid line is prediction based on decorrelation time of pattern in unforced run.

In both hemispheres, however, the results (Figures 7-13 and 7-14) are not as

simple as those obtained from the more trivial projections shown earlier (Figures 7-1

and 7-2). While in each case the mechanically forced trials appear to have a linear

projection, and the thermally forced trials appear to have a linear projection, the

slopes of the projections between the two trials are different.

Neither the slope of the mechanically or thermally forced trials alone, nor the

slope of the best least-squares fit including all the trials, matches the decorrelation

timescales predicted from the POP analysis. The slopes obtained from the best fit

including all trials (dashed lines in Figures 7-13 and 7-14) are 32 days in the SH and

17 days in the NH, comparing poorly with the decorrelation times of 58 days in the

SH and 48 days in the NH (solid lines). The slopes of the best linear fits to the

mechanically forced trials are 31 days in the SH and 15 days in the NH. The best fits

to the thermally forced trials feature slopes of 85 days in the SH and 100 days in the

NH.

In Figures 7-15 and 7-16, only those trials whose strength of response projection

was below the median value of all trials are plotted, and the fit based on those lines
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NH POP Analysis Forcing and Response Projections
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Figure 7-14: As in Figure 7-13, but for the NAM and NH.

considered. In each case the value of the slope for the best fit is only slightly changed

(now 31 days in the SH and 15 days in the NH). As in the examination of the

projections using all the trials, the difference in behavior between mechanically and

thermally forced trials is still evident.

7.6 Discussion

It is clear from the analysis in Figures 7-13 through 7-16 that the POP analysis is

problematic in explaining the relationship between forcing and response observed in

the simpler projections. It is worthwhile to consider potential reasons why that is the

case.

As noted above, there are two areas of concern with the POP analysis performed

here. First, the POP analysis does not produce robust results if too many EOFs are

included. While the system has no trouble handling the four or six EOF system, when

beyond 12 EOFs the system does not find physically meaningful solutions. While the

heavy weighting of the variability of the unforced run toward the first few EOFs

would hopefully make the higher EOFs irrelevant, the computational difficulty must

be noted here.
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SH POP Analysis Forcing and Response Projections
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Figure 7-15: As in Figure 7-13, but for the points with strengths of response projection
below the median value.
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Figure 7-16: As in Figure 7-15, but for the NAM and NH.
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A second problem arising from the POP analysis, as specified above, is the poorer

separation of amplitude between the hemispheres. In the EOF analysis of earlier

chapters, there was always a clean separation of variability between the hemispheres.

The amplitude of EOF1 was virtually zero everywhere in the NH, and the strength of

EOF2 was virtually zero everywhere in the SH. However, as seen above, the separation

of amplitude is not as clean with the POP analysis. While in every case the eigenvec-

tors of V and W display maximum amplitude in the expected hemisphere, there are

weaker but noticeable centers of amplitude in the opposite hemisphere, which were

clearly not visible in the EOF analysis of earlier chapters. Their appearance here is

disquieting, but it seems quite robust as it occurs for the different lags and numbers

of retained EOFs considered.

It is also possible that some of the assumptions made in the mathematical formu-

lation are invalid. The analysis in Section 7.4 assumed that a linear eddy feedback

operator could be defined which acted only on the perturbation momentum. It is cer-

tainly plausible, however, that changes to static stability materially effect the eddy

fluxes, requiring the eddy feedback to be treated as a function of perturbation buoy-

ancy as well. Inclusion of the perturbation buoyancy would make the mathematical

problem much less tractable, denying the opportunity for a simple solution. Nonethe-

less, it may be that the static stability perturbations are indispensably linked to the

eddy feedback in the model.

Alternatively, the problem encountered by the POP analysis may simply be a

reflection of non-linearity in the system. For the trials selected in Chapters 4 and

5, the response of the model to the applied forcing was typically of the order of the

internal variability of the system, as expressed through the magnitude of the EOFs

of the unforced model run. This strength of response could potentially be too great

to allow a linear relationship between forcing and response. Included in the analysis

above are some trials with weaker magnitudes of forcing, and a fuller suite of such

trials would be useful in discerning whether the typical forcings used here are too

strong to insure linear behavior. Unfortunately, such trials are extremely difficult to

perform in this setup as the long decorrelation timescales of the EOFs in the model,
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combined with the slow speed of numerical integration, would require impractical

lengths of integration. However, examination of a greater number of trials with small

magnitudes of forcing is a logical next step to test the analysis.

In summary, I have shown that the strength of the annular mode response to

forcing in the model is increased either by increasing the magnitude of the forcing

applied, or by improving the projection of the forcing on the annular mode pattern. A

simple projection, uniting the mechanically and thermally forced cases by weighting

each by its respective variance, suggests a linear relationship between forcing and

response. However, uniting the two types of forcing by determining an "effective

torque" and projecting upon the eigenvectors of the dynamical operator through use

of POP analysis does not duplicate this result. The reasons for this discrepancy are

not understood, although an improper assumption in the mathematical formulation

is possible, as is the presence of non-linear effects at the strengths of forcing used

here.
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Chapter 8

Conclusions

8.1 Introduction

In this thesis, I have studied whether the annular modes are a preferred response of

a simple atmospheric general circulation model to applied forcings. The differences

in climatologies among the forced runs and a control trial are annular mode-like in

most cases, so the annular modes are indeed a preferred response of the model.

In this final chapter of the thesis, I wish to summarize the results of the trials

conducted as part of the thesis work, as well as offer suggestions for future work.

Finally, returning to the inspiration of this thesis - the appearance of the annular

modes in relation to a number of real-world forcings of the atmosphere - I briefly

discuss the implications of the simple model results in the context of the Earth's

atmosphere.

8.2 Summary

This thesis has used a simple general circulation model to explore whether the annular

mode patterns are a preferred response of the atmospheric circulation to generic

forcings.

In this study, the dynamical core of the GFDL atmospheric general circulation

model has been employed. For the trials here, a T30 spectral resolution and 20
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equally-spaced sigma-levels have been used. Newtonian cooling, Rayleigh friction,

and hyperdiffusion constitute the model's dissipation schemes.

A control climatology produced by the model is fairly similar to that of Earth.

The most notable climatological feature in each hemisphere is a westerly jet. In both

the Southern (winter) and Northern (summer) Hemisphere, the maximum amplitude

of each jet is similar to that observed on Earth. The locations of each jet in latitude

are close to those observed on Earth as well. Other climatological fields also parallel

those observed on Earth. Perhaps most notably, the structure of the Eliassen-Palm

fluxes and divergence are like those observed in real life.

The dominant feature of variability in each hemisphere is an annular mode. In

the zonal wind field, the annular mode straddles the eddy-driven jet, with a dipole of

positive and negative amplitude centered about a nodal line coincident with the jet.

This matches the zonal wind variability in each hemisphere of Earth's atmosphere (e.g.

Lorenz and Hartmann, 2001, 2003). The annular mode may be seen in the model's

pressure and geopotential fields as well.

The model is subjected to a series of torques, and the climatologies of the model

under the influence of the various torques are compared to that of the control. The

torques are chosen to be monopolar in each hemisphere so as to have a different

spatial structure as compared to the dipolar annular modes.

In most of the trials, the response in each hemisphere to these monopolar forcings

is dipolar and annular mode-like, with opposite-signed wind anomalies centered about

the position of the control time-mean jet in each hemisphere. The responses to the

mechanical forcing are generally stronger for an increased strength of forcing, or

an improved projection of the forcing on the annular mode patterns. Whenever

an annular mode-like response is found in the wind field, the changes in eddy flux

divergence are similar to the patterns found through singular value decomposition of

the covariance matrix of eddy-zonal wind anomalies in the control trial. This suggests

eddy feedback processes cited by Lorenz and Hartmann (2001, 2003) as responsible

for maintaining the annular modes in Earth's atmosphere are also responsible for the

appearance of the forced patterns in these model runs.
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In some of the mechanically forced trials with the torques placed on the jets'

equatorward flanks, the annular mode response was not as strong as would otherwise

be expected from the projection of the forcing on the mode. In these trials, there

was substantial interference with the Hadley circulation, leading to a stronger direct

response that obscured the indirect eddy-mean flow changes which are critical to the

annular mode response.

The response of the model to thermal forcings is also tested by perturbing the

reference temperature profile and comparing these climatologies to that of the con-

trol run. Model runs with broad, hemisphere-scale perturbations to the reference

temperature did not successfully reproduce the annular mode patterns. As with the

mechanically forced trials using equatorward-flank torques, the direct responses here

tended to be stronger. Additionally, the wide geographical range over which the tem-

perature varied resulted in a poor projection on the annular mode patterns. However,

temperature perturbations confined poleward of 450 did robustly reproduce the dipo-

lar wind anomalies. With the region of variation in the reference temperature more

confined, the projection of the forcing was greatly improved, and the annular mode

response more robust.

A zonally symmetric version of the model is used to test whether the changes

found in the full model runs are due to the direct effects of the forcing, or changes

to the eddy feedback processes. The eddy fluxes are calculated from the full model

climatologies and input into the zonally symmetric model but held fixed at each time

step. Then, the applied forcing alone may be added to discern the response caused

directly by the forcing. In all cases, this response matches neither the structure nor

the magnitude of the response found in the full model run. Then, the eddy fluxes

from the forced full model runs are calculated and prescribed to the zonally symmetric

model, and the zonally symmetric model is run with the applied forcing and these

forced eddy fluxes. In these runs, the zonally symmetric model is able to reproduce

the correct shape and strength of patterns found in the full model runs, showing that

changes to the eddy feedback processes are needed to produce properly the forced

annular mode patterns.
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8.3 Suggestions for Future Work

While a substantial number of model runs, testing the annular mode response to both

mechanical and thermal forcings, has been conducted in this thesis, there are of course

a number of extensions which could be made to understand further the response of

the annular mode patterns to applied forcings. Below I suggest several avenues for

further work which I believe would prove worthwhile.

The largest unresolved question presented in this thesis is the relationship between

the strength of the forcing and the strength of the response, and it is therefore an

obvious candidate for further examination.

From the results of this simple GCM, the relationship between the projection of

the forcing and the projection of the response in the mechanically forced trials appears

to be linear. Likewise, a linear relationship may be discerned between the forcing and

response projections in the thermally forced trials. However, the two sets of trials

suggest lines with different slopes, and an attempt to unify the two sets of trials by

considering the Eliassen (1951) response as the effective torque did not resolve the

differences in slope.

The perspective used in Chapter 7 was to compare the forced cases with the

unforced run, using fluctuation-dissipation theory, in order to learn more about the

behavior of the responses. From the unforced case, I obtained the EOF patterns

of the zonal wind anomalies as well as their decorrelation times. Additionally, the

principal oscillation pattern (POP) analysis techniques were used to determine the

eigenvectors and eigenvalues of the feedback matrix. The eigenvectors derived from

the POP analysis are close to those found through EOF analysis, though in the POP

analysis there is residual amplitude in the opposite hemisphere which does not occur

in the EOFs. The timescales derived from the eigenvalues of the POP analysis agree

well with the decorrelation times found through EOF analysis.

Then, turning to the forced cases, the projections on the POPs of the "effective

torques" derived through analysis of an instantaneous response to the forcing are

considered and compared to the response projections. While the mechanically forced
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cases taken individually or the thermally forced cases taken individually appear linear,

they do not follow the same line, and neither slope matches the eigenvalue of the POP

analysis.

It was assumed in the dynamical formulation that the eddy feedback operator was

not sensitive to changes in static stability, so if stability changes are important this

is a potential source of trouble in the analysis. Additionally, it was hypothesized the

operators depended on the instantaneous value of the perturbation momentum, and

not the lagged value. However, given the long decorrelation times of zonal wind in

the model runs, this assumption seems to be reasonable.

The POP analysis does rely on linearity, and it is possible that the forcings used

here are too strong and the assumptions of linearity are violated. One remedy for this

situation would be to conduct an additional number of trials with forcings weaker

than those typically used here to see if linearity can be established in response to

the reduced forcings. Unfortunately, such trials are difficult to perform here. The

practical constraints of my system - long decorrelation times and slow computing

power - make examination of cases with very weak forcing difficult, as very long

model runs would be needed to produce statistically robust data. However, such

trials may be of interest to those who wish to examine this project further.

In this thesis, I have conducted a number of trials with forcings placed in the tro-

posphere. Both mechanical and thermal trials have been employed, and the forcings

have been varied in strength, location, and spatial structure. While one can obviously

design an infinite number of forcings to examine in the model, I believe I have been

thorough in my examination of tropospheric forcings.

A particularly interesting follow-up of this work would be to examine the results

of trials with forcing placed in the stratosphere, which has not been done in this

thesis. As noted in the Introduction, the extratropical stratosphere and troposphere

are coupled in each hemisphere at certain times of the year, and during those times

the annular mode signal is observed to extend past the tropopause into the middle

atmosphere (Thompson and Wallace, 2000). During these times, Arctic Oscillation

anomalies have been observed to descend downward from the stratosphere to the
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troposphere and affect weather patterns at Earth's surface (Baldwin and Dunkerton,

1999, 2001).

A few studies have examined the response of stratosphere-resolving model atmo-

spheres to selected mechanical (Song and Robinson, 2004) or thermal (Kushner and

Polvani, 2004) forcings, in an attempt to understand better the dynamical linkage

between the stratosphere and troposphere. However these studies have used a lim-

ited number of forcings and did not employ a broad array of forcings at different

locations as was done here. It would be worthwhile to see if the annular modes are a

preferred response to stratospheric forcing, as they are in this model for tropospheric

forcing, and whether there is a consistent downward propagation of the anomalies. A

reasonable hypothesis would be that a forcing which projects upon the stratospheric

extensions of the annular mode patterns, or produces a meridional circulation re-

sponse which in turn projects well, would result in this type of behavior. A thorough

suite of trials placing mechanical and thermal forcings in the stratosphere would elu-

cidate the role of the annular mode patterns in the middle atmosphere and their role

in stratosphere-troposphere coupling.

8.4 Implications for Earth's Atmosphere

In the Introduction to this thesis, I discussed several problems in weather and climate

to which the annular modes appear as a response. Based on the results obtained from

this model, it appears that the annular modes should be examined when considering

the response of Earth's atmosphere to a generic forcing. I wish to close with some

discussion of the implications of the results of this study for the climate system of

Earth.

As stated earlier, the annular mode signal has appeared in relation to global

warming in both reanalysis data (e.g. Thompson et al., 2000) and model studies (e.g.

Rind et al., 2005). If the annular modes are a preferred response of the Earth's climate

system to the thermal forcing, as they have been for the simple model here, then it

is imperative to consider the effects of annular modes when predicting future climate
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change.

Model trials in Chapter 5, conducted with the thermal forcing confined to be pole-

ward of 450, showed a strong annular-mode like response. The forcings in these trials

are qualitatively similar to those of global warming scenarios for both the observed

and predicted modern trends and the reconstructed climatologies from paleoclimate.

Other factors besides the annular mode patterns contribute to the greater polar

sensitivity to climate changes. The ice albedo feedback, of course, is one important

cause (Budyko, 1969; Sellers, 1969). As Earth warms and ice melts, the albedo of the

planet is reduced, and the surface therefore absorbs more solar energy, resulting in a

further impetus for warming.

The strong projection of temperature changes concentrated in polar regions on the

annular modes suggested in this model may be another source of the high-latitude sen-

sitivity to climate changes. Recall that in this model there is no ocean or cryosphere so

the ice albedo feedback cannot operate, yet the model is still sensitive to thermal forc-

ing in the polar regions. In Chapter 5 of this thesis, reference temperature anomalies

confined poleward of 450 produced robust annular mode-like responses. Such changes

in temperature concentrated in the high latitudes appear to be occurring under the

current hypothesized warming scenarios and have occurred during warm periods in

Earth's history. As noted by the IPCC (2001a), the rise in climatological tempera-

tures in the twentieth century in the Arctic region outpaced those in other parts of

the world. Most modeling scenarios examined by the IPCC suggest that the Arctic

land areas will similarly warm more rapidly under predicted changes in the twenty-

first century as compared to the globe as a whole. The greater sensitivity in the

polar regions to climate change is also consistent with reconstructions of historical

climate data for warm periods such as the Cretaceous (e.g. Barron, 1983), where the

rise in temperature in the polar regions was disproportionately high as compared to

the tropics.

Should the polar amplification of temperature anomalies project well on the an-

nular modes of Earth's real atmosphere as it did for the model runs of Chapter 5,

then the impacts known to be associated with different phases of the annular modes
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must be considered when making predictions of future climate change.

Another forcing, which as discussed in Chapter 1 appears to be linked to the annu-

lar mode pattern, is the radiative effects of ozone depletion. This is a thermal forcing

in the stratosphere, as the absence of ozone allows for anomalously low temperatures

to be observed in the polar regions of the stratosphere. While no runs involving strato-

spheric forcing have been conducted here, analyses of annular mode-like changes to

the polar vortex show they are related to ozone loss (Thompson and Solomon, 2002),

and the recent climate trends in the SH have been modeled by Gillett and Thompson

(2003) using ozone depletion as their forcing. Hence, any predictions about changes

in the stratospheric circulation which stem from either continued ozone loss or ozone

recovery should be reflected in geopotential anomalies or wobbles of the polar night

jet which are signatures of the annular mode in that field.

The results of this thesis suggest that mechanical forcings should also be able to

induce a response in Earth's atmosphere that resembles the annular mode patterns.

As found in Chapter 4, the addition of artificial, monopolar torques to the model

atmosphere generally produced a dipolar, annular mode-like wind response. Hence,

it is reasonable to hypothesize that mechanical forcings in Earth's real atmosphere

should also result in annular mode-like responses.

Changes to eddy fluxes are central in producing the annular mode patterns. As

seen through use of the zonally symmetric model in Chapter 6, the eddy feedback

processes found by Lorenz and Hartmann (2001, 2003) to sustain the unforced an-

nular modes are also responsible for producing the forced patterns here. While the

monopolar torques tested here obviously do not appear in Earth's atmosphere, there

are of course changes to the eddy fluxes in real life. And, a forcing which produces

changes to the patterns of Eliassen-Palm flux and divergence may therefore cause

changes to the annular mode patterns of Earth's atmosphere, if the extension of the

model results to the real atmosphere proves accurate.

E-P flux divergence and convergence are associated with the generation and dis-

sipation of waves in Earth's atmosphere. The behavior of waves may be affected by

any number of phenomena, so it appears the annular modes may similarly be af-
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fected. An anomalously high (or low) rate of eddy generation at the surface results in

anomalously high (or low) E-P flux divergence, and is therefore a mechanical forcing

which could effect the annular modes. An unusually active (or quiet) storm track is

an example of this type of forcing. Waves favor propagating toward regions of high

refractive index (Matsuno, 1970), so forcings affecting the refractive index of the at-

mosphere will change where waves propagate and ultimately dissipate and may affect

the annular modes as well. Similarly, changes to the background state of Earth's

atmosphere may cause waves to be evanescent (Charney and Drazin, 1961), again

affecting their direction of propagation and dissipation characteristics. Since eddies

are crucial to the transport of momentum in the extratropics of Earth's atmosphere,

a forcing which changes the distribution of eddy momentum flux convergence and

divergence may affect the annular modes similarly to the model's response to the

addition of artificial torques.

In summary, the annular modes have proven to be a preferred response of the

model's circulation to both mechanical and thermal forcings whose spatial structure

does not resemble that of the annular modes. While the physical parameterizations

present in the model are much simpler than the complex processes in Earth's at-

mosphere, the model results do suggest that the annular modes may indeed be a

preferred response of Earth's atmosphere as well. The prominence of the annular

modes as a model response suggests they are more than a statistical artifact but in-

stead represent patterns of dynamical importance. The attention paid to the annular

modes in the past few years has been well-deserved, and the response of the annular

modes should be investigated when considering the large-scale response to forcings in

the extratropics of Earth's atmosphere.
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Appendix A

Reference Temperature Profile

This appendix highlights the formulae used to calculate the reference temperature in

the model runs used here. Recall that the profile of reference temperature is plotted

in Figure 2-3. It is based on the Held and Suarez (1994) default from the GFDL

circulation model, but there are a few modifications.

I begin by defining background temperatures at the ground, and in the strato-

sphere. The stratosphere's reference temperature is chosen to be a constant 195 K.

For the ground temperature, the following formula is applied. The ground temper-

ature consists of its polar value, a term varying as the fourth power of cosine of

latitude whose maximum value is slightly off the equator, and a term which is asym-

metric about the equator. The second term results in the point of maximum reference

temperature being displaced slightly into the Northern Hemisphere, while the third

term imparts different equator-pole temperature gradients to the two hemispheres.

Together, these changes result in a reference temperature profile qualitatively similar

to a perpetual July.

Tground = Tpole + Tgrad COS 4 (0 -- o) + Tseas sin ¢ (A.1)

For the runs shown in this thesis, Tpole = 255 K, Tgrad = 60 K, Tseas = 10 K,

and ¢o = 2.80. As a test of model sensitivity, several trials were conducted using

small perturbations to these coefficients, and the climatologies produced were similar
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to that using the chosen parameters.

To obtain the vertical variation in the reference temperature Tref, the default

scheme employed in the GFDL model is used. The following formulae apply, and the

model's default choice of 10 K for A, is used.

Ti(, p) = (Tround - A cos4( - o) In (1 hP)) (A.2)

T2(,P) = TI (,p) 00hP 7 (A.3)

Finally, the model selects the maximum of T2 and Tst,at at each point to be the

reference temperature Tref. This is the profile shown in Figure 2-3 and used for the

control run in Chapter 3, and the mechanically forced trials in Chapter 4.

In the thermally forced model trials of Chapter 5, the prescribed change in ref-

erence temperature is added to or subtracted from the control's surface value. The

change in reference temperature with altitude follows the variation used in the two

equations above, and as the maximum of T2 and Tstrat is still selected, the change in

reference temperature reaches zero at the tropopause for all cases.
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Appendix B

Mathematical Formulation of the

POP Analysis

In this appendix, I present several details of the principal oscillation pattern (POP)

analysis, expanding on the briefer discussion in Chapter 7.

In Section 7.4, it is shown (Equation 7.34) that if the control run with no external

forcing may be considered to be stochastically forced by the eddies, then the time-

dependent equation for the system may be written as,

(Ot + Aa) yc = Cc, ca(t), (B.1)

where A is the eigenvalue of each mode a, c the projection onto each mode, and ¢

the scaled time-dependence.

Here I wish to show that the correlation function of the response decays exponen-

tially with timescale A-'.

To begin, I define the correlation function of the forcing CF

CFc,(T) = (Oa(t) O(t + T)) . (B.2)

It will be assumed CF(T) = CF(--). The pointed brackets <> indicate a time-

average.
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The decorrelation time T is then

T = JO CF,,a(T)dT (B.3)

The correlation function of the response CR = (y(t)y(t + T)) may be found by inte-

grating Equation 7.34 and substituting for y.

ya(t) = CcItO eAX(t'-t)O(t')dt' = cco -OOeX s 0(t + s)ds (B.4)

(B.5)

-T 1I'l _

a /ooCR,a(T) = c2 0  0 e1(s+±s')CF,a ( + s' - s) ds ds'.

Assuming that the forcing correlation decays exponentially, CF,a(7) = e

e- MITI, then

2Rs = 'o J S eA'Os'eI-P"- Ids' ds. (B.6)

Consider T > 0 (since CR is symmetric with respect to 7). Noting that s < 0, the

expression in parentheses may be split into two pieces.

eAas'e-1IT+s'-s ds' = Ss- T-00
ex A'eI(T+s'-s)ds' + J 0s-r

exAs'e-1p(r+s'-s)ds'

After integrating each piece and rearranging,

0 1 __---•) 2p -ea(•)

Then, plugging back in to Equation B.6,

Then, plugging back in to Equation B.6,

2 c-1oT 0
_ ae

Aa -C -0

C2
a C (-PIT

e(A1+)"Sds -

- e-- A
Ac, '

If the decorrelation time of the forcing (noise) is short, so that p >> Aa, then the

second term of CR dominates, and the decay time is exponential, with decay time

A 1.
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-00

(B.7)

(B.8)

CR,a

CR,a

J 0
pC2 Ce-AaT

A2 - 2
ca [

e2Aasds (B.9)

(B.10)



While the analysis above assumed that the forcing decorrelation was exponential,

a more general expression may in fact be found. It will still be assumed that CF(T) =

CF(-T), and that T, << A,1, but the form of the forcing correlation function will

otherwise not be assumed.

Then, returning to the response correlation function,

CRn,a() = c eA,(s+S')CF, (T + S' - S) ds ds'. (B.11)

Instead, the variables may be rotated and redefined, (, 7r) = (s + s', s - s'). ý will

be less than 0. Then,

CR,o = C CF,2(T -f r v)di) e/ed(. (B.12)

If ( is defined to be T --r// , then the integral in parentheses may be rewritten as

CF( (T CF)C(()d(. (B.13)

Here I will make use of an assumption on CF - that the function is very narrow.

This is an extension of the assumption that T0 << A 1. Then, as extending the limits

of integration where CF is small will not appreciably alter the result, I find

CF, a( - ) - CF-,(()d(. (B.14)

Defining T, (s) = f£ CFa,(()d(, then

( CF-,(- - qv)d) = (+••(T + ), (B.15)

and

CR,O = ~c oQ (•T + W2)e)v. ' d. (B.16)

Again, the nature of the forcing decorrelation may be used to simplify the expression.

As the correlation function CF is very narrow, its integral T(s) will resemble a step
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function H(-s) in the integral below. So,

CR,a-n _~ , (T + v/2)evr"2Ad. r- e Cd]ýd. (B.17)

So, performing the final integration to learn the variation of CR with 7 for 7 > 0,

CR,a ~" e- 'r ,  (B.18)

and, using the symmetry of CR with respect to T,

CR,a r- e- al (B.19)

So, the decorrelation time of the annular mode patterns decays exponentially with

lag A- 1, so long as the stochastic forcing has short memory. As shown in Chapter 7,

in the steady forced problem A should also be reflected in the slope of the response

versus forcing projections. So the fluctuation-dissipation analysis suggests the decay

timescale A- 1 may be found independently two separate ways, if indeed this analysis

is appropriate to the problem.

In Chapter 7, POP analysis was used to obtain the eigenvalues of the feedback

matrix and the spatial properties of the feedback. Some of the formalism is in the

main body, but there I cite in Equation 7.44 results for the lagged covariances C,. I

would like to develop those more formally here.

Recall from Chapter 7 the lagged covariance in POP space is,

CT = ( (t + T) UT (t)) = WTC,W. (B.20)

Also, Equation 7.42 describes the system in POP space for each mode a,

-- + Au = fa (B.21)
at
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Integrating Equation 7.42, and assuming u. goes to 0 as t goes to -oo, then

U(t) =
-OO

(B.22)

Defining Ft, the diagonal matrix with elements eAt on the diagonal, and zeros off the

diagonal, this becomes

fu(t) = [Sf,(s + t)ds.
-OO)

Now, returning to the expression for lagged covariance, I substitute for UQ,.

C1 = f Fs,
-OO -OO

+ t)) F/, ds' ds",

or, using F, = Jf(t + 7)f (t) ,

/0 0
C, =J -F, F8+1 8,,•s1,, ds' ds". (B.25)

Again, it is necessary to invoke the short decorrelation time of forcing as compared

to the response patterns. If this is so, then F, will be nonzero only near T = 0. As a

result, if s' > -7,

S0F,+'·,S·, Fs,, ds" = 0.Io-o (B.26)

But, if s' < -7, 102Of-'0
F-+,,_sI-SlFs ds" = DF,,+= , (B.27)

where D is the integral of F, over ds, from negative infinity to infinity. Since FT/,, =

r, F,, then if 7 < 0,

CT = FS,DD+,r ds'=
-- OO (11G, DF,,ds') rF.

Conversely, if 7 > 0,

C- = F,DF,+r ds'=
-OO-7

(B.23)

(B.24)

(B.28)

o
S_,

(B.29)
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C, = F ( 0_,r F, D F,ds) (B.30)

Finally, it may be noted the expression in parentheses for the equations immediately

above, for both 7 < 0 and 7 > 0, is simply equal to Co, the lag-zero covariance in POP

space. That, and noting that E_, = Fi 1, yields the equations for lagged covariance,

quoted in Chapter 7.

C, = CoF,, < 0 (B.31)

C, = FlCo, T > 0, (B.32)

Returning to the discussion in Chapter 7, these equations are then used to find the

matrix G, whose eigenvectors contain the principal oscillation patterns.
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