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Abstract
Conventional fast integral equation solvers seem to be ideal approaches for simulating 3-
D nanophotonic devices, as these devices are considered to be open structures, generating
fields in both an interior channel and in the infinite exterior domain. However, many devices
of interest, such as optical ring resonator filters or waveguides, have channels that can not
be terminated without generating numerical reflections. Therefore, designing absorbers for
these channels is a new problem for integral equation methods, as integral equation meth-
ods were initially developed for problems with finite surfaces. In this thesis we present a
technique to eliminate reflections, making the channel volume conductive outside the do-
main of interest. The surface integral equation (SIE) method is employed to take advantage
of the piecewise homogeneous medium. The Poggio-Miller-Chang-Harrington-Wu (PM-
CHW) formulation is formed and the boundary element method is employed to construct
and solve a linear system. Moreover, the block Toeplitz matrix property and using FFT
helps reduce memory requirement, and accelerate the circulant matrix vector product. Nu-
merical experiments are presented to demonstrate that this method can effectively reduce
reflections to 1%, and is easily incorporated in an fast integral equation solver.

Thesis Supervisor: Jacob K. White
Title: Professor of Electrical Engineering
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Chapter 1

Introduction

Simulation methods for nanophotonics devices have been studied for decades. Analytical

solutions of Maxwell’s equations have been favored by many researchers, since they pro-

vide direct and accurate insights for designers. For example, eigen-decomposition of the

Maxwell’s equations are usually employed to analyze nanophotonics. In [16], a disper-

sion diagram is generated from the eigen-problem, and then used to guide the design of a

slow light waveguide in [27]. Perturbation theory [31] is used to analyze slightly modified

structures. However, the solution of an eigen-problem is not easily obtained for compli-

cated structures. Instead, it is necessary develop numerical methods to analyze interesting

photonics problems.

1.1 Full-Wave Analysis Methods

A very popular full-wave analysis tool is based on the finite-difference-time-domain (FDTD)

method [36, 39]. The FDTD method uses the finite difference to approximate derivatives

in Maxwell’s equations. In most cases, the space is discretized on the basis of the Yee

grid [42], having electric and magnetic field components offset for a half grid. Then the

method iterates over the time and space domain. The FDTD algorithm requires an ab-

sorbing layer to avoid waves reflected back to the computational domain of interest. The

perfect matched layer (PML) is the most widely used absorbing layer. The PML was first

proposed by Berenger in [3] with split Maxwell’s equations, developed in [11, 30, 40] with
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an anisotropic medium, and interpreted by a stretched coordinate system in [8]. The FDTD

method can provide insight into how fields propagate in time and space. Another advan-

tage of the FDTD method is that a frequency spectrum response can be approximated by

computing the response to a single pulse excitation. However, the FDTD method uses

a discretization of the entire space domain, so the method is computationally expensive,

especially for 3-D simulations.

The integral equation method is another frequently used full-wave method. Both vol-

ume integral equation (VIE) [32] and surface integral equation (SIE) methods [14, 29, 33,

37, 38] have been developed for photonics. For inhomogeneous media, volume integration

methods (VIE) discretizes the entire volume and and offer few advantages over the FDTD

method. For homogeneous or piecewise homogeneous media, a more efficient method is

to use a surface integral equation and discretize only surfaces, generating fewer unknowns.

There has been much work on SIE methods. Microstrip antennas are analyzed in

[28, 41, 46] based on the mixed potential integration equation (MPIE), which yields a

weaker singularity in its integrands than a single potential formulation. To characterize the

scattering and radiation properties of arbitrarily shaped microstrip patch antennas in [18],

triangular RWG basis functions, which offer great flexibility in the use of non-uniform

discretization of the unknown currents on antennas, are employed in SIE formulations.

Scattering of 3-D penetrable dielectric bodies have been analyzed in [14, 20, 33] based on

a variety of SIE formulations.

To make the SIE method more efficient for complicated geometries, a number of ac-

celeration techniques have been developed, all of which combine iterative matrix solution

technique with some form of matrix sparsification. The accelerated techniques include the

adaptive integral method (AIM) [4], fast multipole method (FMM) [9,34], the Precorrected-

FFT algorithm [21–25, 43–45] and etc.

1.2 Outline of the Thesis

Even with an efficient SIE solver, there is still a problem in accurately simulating some

nanophotonic devices due to wave reflections from the ends of structures. In this thesis, we
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present a volume conductive absorber technique to eliminate the reflections in the surface

integral equation method, so that the physical structure can be correctly modeled and we

can obtain accurate insights of the field distribution in the optical components.

In Chapter 2, most of frequently used surface integral equation formulations, including

EFIE, MFIE, PMCHW and CFIE are derived and the boundary element method for com-

puting solutions is introduced. In Chapter 3, an example of analyzing an optical waveguide

with the PMCHW formulation is given along with an acceleration technique developed for

periodic structures. In Chapter 4, we present a volume conductive absorber technique to

eliminate the reflections from structure ends. Chapter 5 provides a concise conclusion for

this thesis and points out the potential direction in this research topic.
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Chapter 2

The Surface Integral Equation Method

In this chapter, we summarize various surface integral formulations formulations derived

from Maxwell’s equations. We first derive the vector wave equations directly from Maxwell’s

equations, even though the vector wave equations are hard to solve directly. For this reason,

the vector wave equation is often decomposed into independent scalar equations. In 2-D

problems, Maxwell’s equations can be decomposed into transverse electric (TE) and trans-

verse magnetic (TM) problems, which can be easily solved [10]. For 3-D problems, the

wave equations can be decomposed into scalar Helmholtz equations only in sourceless and

isotropic homogenous media. For problems excited with sources, vector and scalar poten-

tials, and their corresponding Green’s functions are introduced to solve the wave equations.

In this thesis, the homogeneous Green’s function is used for piecewise homogeneous ge-

ometries. The Equivalence Principle is introduced and applied to derive surface integral

equation (SIE) formulations for different problems. Finally, the boundary element method

(BEM) is employed to solve the SIE models.

2.1 The Wave Equations

2.1.1 The Maxwell Equations

Maxwell’s equations are the fundamental equations of electromagnetics. The equations

include the Faraday’s law, Ampere’s law, Gauss’s law and a current conservation law. The
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differential form of Maxwell’s equations are listed below

∇×E = − jωB−M (2.1)

∇×H = jωD+J (2.2)

∇ ·D = ρe (2.3)

∇ ·B = ρm (2.4)

∇ ·J = − jωρe (2.5)

∇ ·M = − jωρm (2.6)

where E is electric field, H is magnetic field, D is electric flux, B is magnetic flux, J is

electric current density, M is magnetic current density, ρe is electric charge density, and

ρm is magnetic charge density. This is a complete set of Maxwell’s equations in frequency

domain, and the time harmonic term e jωt is assumed and depressed [15].

It should be noticed that only four of the six equations are independent. (2.5) and (2.6)

can be derived from the first four. Therefore, we can only use the two curl equations (2.1)

and (2.2), and two divergence equations, either (2.3), (2.4) or (2.5), (2.6), to describe a

given electromagnetic problem. Constitutive relations relate the fluxes and fields as

D = εE, (2.7)

B = µH, (2.8)

where ε is permittivity and µ is permeability.

2.1.2 Solutions to 2-D Problems

Maxwell’s equations correctly describes field and wave phenomenon in time, frequency and

space. But solving them directly is difficult as the electric and magnetic fields are coupled.

However, for 2-dimensional problems, Maxwell’s equations in an isotropic medium can

be decoupled into TE and TM problems and analytically solved for simple structures as

in [10]. If a geometry is infinitely long in one direction, or fields are invariant in one

18



direction, then the problem can be considered to be 2-dimensional. Here we assume fields

are invariant in z direction, so that we have ∂/∂z = 0, and the medium is homogeneous.

Then, the two curl equations (2.1) and (2.2) become two decoupled sets of scalar equations.

The TM mode consists of Hx, Hy and Ez components, and the equations are

Hx = − 1
jωµ

(
∂Ez

∂y
+Mx

)
(2.9)

Hy =
1

jωµ

(
∂Ez

∂x
−My

)
(2.10)

Ez =
1

jωε

(
∂Hy

∂x
− ∂Hx

∂y
− Jz

)
, (2.11)

where Mx, My and Jz are the x, y and z directed magnetic and electric currents, respectively.

Substituting (2.9) and (2.10) into (2.11) yields the 2D scalar Helmholtz equation for a TM

mode, as

∇2
x,yEz + k2Ez = jωµJz +

∂My

∂x
− ∂Mx

∂y
(2.12)

where k = ω
√

µε is wave number. The TE mode consists of Ex, Ey and Hz components,

and the equations are

Ex =
1

jωε

(
∂Hz

∂y
− Jx

)
(2.13)

Ey = − 1
jωε

(
∂Hz

∂x
+ Jy

)
(2.14)

Hz =
1

jωµ

(
∂Ex

∂y
− ∂Ey

∂x
−Mz

)
(2.15)

Similarly, substituting (2.13) and (2.14) into (2.1.2) yields the 2D scalar Helmholtz equa-

tion for a TE mode, as

∇2
x,yHz + k2Hz = jωεMz +

∂Jx

∂y
− ∂Jy

∂x
. (2.16)

Equations (2.12) and (2.16) can be analytically solved given boundary conditions and as-

suming the geometry is simple.
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2.1.3 Solutions to 3-D Problems

For 3D problems, there are usually two ways to solve Maxwell’s equations, direct field

Helmholtz equations and potential Helmholtz equations. The former can only be obtained

in sourceless homogeneous medium, the latter one can be applied to piecewise homoge-

neous problems with sources.

The Direct Field Equations

Applying the curl operation to (2.1) and (2.2), yields the vector wave equations

∇×∇×E− k2E = − jωµJ−∇×M (2.17)

∇×∇×H− k2H = − jωεM+∇×J. (2.18)

In order to decompose (2.17) and (2.18) to scalar equations, it is necessary to assume there

is no source. Then the identity ∇×∇×x = ∇(∇ ·x)−∇2x, and the divergence equations

(2.3) and (2.4) and be used to derive the Helmholtz equations from (2.17) and (2.18) as

∇2E+ k2E = 0 (2.19)

∇2H+ k2H = 0. (2.20)

where the three components of electric and magnetic fields are decoupled, resulting in six

scalar Helmholtz equations. Then the equations can be analytically solved with proper de-

coupled boundary conditions for some simple geometries. Equations (2.19) and (2.20) can

be interpreted as eigen-decomposition of electromagnetic problems in certain geometries.

For problems with excitations, such decoupled equations are not so easily derived.

The Potential Equations

Electromagnetic problems are usually excited by current sources. To solve the wave equa-

tions (2.17) and (2.18) with excitations, vector and scalar potentials are introduced to de-

compose the vector wave equations.

Using the linearity property of Maxwell’s equations, it is possible to compute separately
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the fields due to electric current and charge J, ρe and magnetic current and charge M, ρm,

and then sum the two fields. First consider the case with electric sources, and M = 0 and

ρm = 0. Then ∇ ·B = 0. From the vector derivative identity

H =
1
µ

∇×A (2.21)

where A is referred to as the vector potential. Substituting (2.21) into (2.1) without the M

term results in

∇× (E+ jωA) = 0. (2.22)

Again, from the vector derivative identity, there is a scalar potential φe, satisfying −∇φe =

E+ jωA. The field E can be represented as

E =− jωA−∇φe. (2.23)

Combining (2.21), (2.23) and (2.2), and then applying the Lorentz condition ∇ ·A =− jωεµφe,

which removes a degree of freedom in the above potential definition, leads to a Helmholtz

equation

∇2A+ k2A =−µJ. (2.24)

The above vector Helmholtz equation can be decomposed into three scalar Helmholtz equa-

tions. Similarly, combining (2.21), (2.23) and (2.3) yields a scalar Helmholtz equation in

terms of φe as

∇2φe + k2φe =−ρe

ε
. (2.25)

Note that (2.24) and (2.25) are a set of four scalar Helmholtz equations in four potentials,

and can be solved for J and ρe.

Similarly, to solve for fields due to magnetic sources, consider a vector potential F and

a scalar potential φm, from which the fields can be derived as in

E =
1
ε

∇×F, (2.26)

H = − jωF−∇φm. (2.27)
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Then, two Helmholtz equations are obtained,

∇2F+ k2F = −εM, (2.28)

∇2φm + k2φm = −ρm

µ
, (2.29)

where (2.28) can be decoupled to three scalar Helmholtz equations.

Equations (2.24), (2.25), (2.28) and (2.29) are a set of eight scalar Helmholtz equations

for eight scalar components of potentials A, F, φe and φm. To generate integral forms of

these equations, a Green’s function is needed. The Green’s function in a spherical coordi-

nate [1] for a scalar Helmholtz equation of the form

∇2Φ+ k2Φ =−ρ(r′) (2.30)

is

G(r,r′) =
e− jkR

4πR
, (2.31)

where R = |r− r′|. It should be noted that this is the Green’s function for a homogeneous

medium and with a radiation boundary condition. The solution to (2.30) can be written in

terms of the Green’s functions as

Φ(r) =
Z

V
G(r,r′)ρ(r′)dV ′ (2.32)

Using the Green’s functions, the potentials in (2.24), (2.25), (2.28) and (2.29) can be written

as integrals of given current and charge densities as

A(r) = µ
Z

V
G(r,r′)J(r′)dV ′ (2.33)

F(r) = ε
Z

V
G(r,r′)M(r′)dV ′ (2.34)

φe(r) =
1
ε

Z
V

G(r,r′)ρe(r′)dV ′ (2.35)

φm(r) =
1
µ

Z
V

G(r,r′)ρm(r′)dV ′ (2.36)

Substituting the potentials into (2.21), (2.23), (2.26) and (2.27), the electric and magnetic
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fields due to electric and magnetic currents can be obtained.

2.2 The Equivalence Principle

The Equivalence Principle, also called Huygens’ Principle, together with the Uniqueness

Theorem, is the basis of several integral formulations of Maxwell’s equations. Statements

and mathematical formulations of the Uniqueness Theorem and the Equivalence Principle

can be found in [7,12,17]. Briefly, fields inside a given region can be produced by different

source distributions outside the region, and the fields are uniquely determined if the source

inside the given region and the tangential components of electric or magnetic fields over

the boundary of the given region are specified. An example is illustrated here to show the

application of the Equivalence Principle.

Figure 2-1: Scattering of a dielectric body.

A scattering problem is shown in Fig. 2-1. A homogeneous dielectric body of arbitrary

shape and permittivity εi and permeability µi is embedded in the homogeneous medium

of εe, µe. A plane wave illuminates the system. The fields inside the dielectric body are

denoted as Ei, Hi, and the fields outside are denoted as Ee, He. n̂ is the normal unit vector,

pointing outwards. The problem is to compute the field distributions outside of the body.

Below are three approaches equivalently modeling the problem. In Approach I, surface

electric and magnetic currents are put on the dielectric body surface, and the dielectric

body is removed, so that a homogeneous medium with source currents is obtained. Then
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the homogeneous Green’s function can be applied. Approach II and III offer alternative ways

to replace the dielectric body with a perfect electric conductor (PEC) body and a perfect

magnetic conductor (PMC) body, respectively.

Approach I

Figure 2-2: Equivalent approach I.

This approach is most frequently used in integral equation formulations. We force the

fields inside the dielectric body equal to zero, as Ei = 0, Hi = 0, but the fields outside

remain the same. At the same time, the medium of the dielectric body is changed to be

the same as the outside as εe, µe. In order to preserve the field tangential components

continuity, equivalent electric and magnetic currents Je and Me is put on the surface to

satisfy the boundary condition as

Je = n̂×He|S+ (2.37)

Me = −n̂×Ee|S+ (2.38)

where Ee and He are the total fields in the outside region, including the incident and scat-

tered fields. S+ represents the fields are evaluated at the exterior side of the surface. The

equivalent problem is shown in Fig. 2-2. As mentioned above, the problem is to compute

the fields outside the body. In the equivalent problem, the actual medium boundary has
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been removed and replaced by equivalent currents lying on. Then the fields outside are ex-

cited in completely homogenous medium of εe, µe by the incident wave and the equivalent

currents over the virtual boundary. Then, the homogeneous Green’s function (2.31) can be

used when calculating the excited fields outside due to the equivalent currents. According

to the Uniqueness theorem, the fields outside are uniquely determined.

Approach II

Figure 2-3: Equivalent approach II.

In this approach, the dielectric body is replaced by a PEC body, which implies that the

electric field is equal to zero as Ei = 0. Similarly, to preserve the tangential components of

electric field continuity across the boundary, it is necessary to put magnetic currents on the

boundary as

Me =−n̂×Ee|S+ (2.39)

where Ee is the total electric fields in the outside region, including the incident and scattered

fields. The PEC body does not affect the continuity of magnetic currents, so we do not

need to put equivalent electric currents on the surface. As shown in Fig. 2-3, the equivalent

problem becomes a scattering problem of a PEC body in the original medium, excited by

an incident plane wave and a sheet of impressed magnetic currents over the PEC surface.
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Figure 2-4: Equivalent approach III.

Approach III

This approach is dual to Approach II. Instead of PEC, a PMC body replaces the original

dielectric body. Consequently, the magnetic field inside the body becomes zero, then a

sheet of electric currents Je should be put at the PMC body surface to compensate the jump

of the tangential components of magnetic field as

Je = n̂×He|S+ (2.40)

where He is the total magnetic fields in the outside region, including the incident and scat-

tered fields. Similarly, the continuity of electric fields at the boundary is not broken by the

PMC body, so that we do not need to put the artificial magnetic currents. Fig. 2-4 shows the

equivalent problem, a scattering problem of a PMC body in the original outside medium,

excited by an incident plane wave and a sheet of impressed electric currents over the PMC

surface.

So far, we still have not solved the original problem in Fig. 2-1, but presented three

different equivalent models for the scattering problem. They are equivalent to the original

problem only for the fields in the outside region Ee, He. In the next section, we will present

formulations to solve the actual problems with derived with the presented Approach I.

Actually only Approach I will be used if we insist on using the homogeneous Green’s
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function. The purpose to present Approach II and III in this chapter is to show multiple

possibilities of the application of Equivalence Principle, and clarify a few confusions people

may have, which will be addressed in the next section.

2.3 SIE Formulations

Based on the Uniqueness theorem and the Equivalence Principle, we introduce different

surface integral equation formulations, to solve for the field we are interested in.

2.3.1 The EFIE and MFIE Formulations

Figure 2-5: Scattering of a PEC body.

Electrical field integral equation (EFIE) and magnetic field integral equation (MFIE)

are usually applied to problems consisting of PEC or PMC bodies. Fig. 2-5 shows a scat-

tering problem of a PEC body of arbitrary shape excited by a plane wave, which is actually

the problem in Fig. 2-3 without the impressed magnetic currents, for simplicity. In this

problem, we are interested in the scattered fields in the outside region. Intuitively, electric

currents are induced by the incident wave, and excite the scattered field in the outside re-

gion. But to obtain the induced currents quantitatively, we should apply Approach I to get

an equivalent model. In the PEC body, we know the electric and magnetic fields are equal

to zero. But on the surface of the body, only the electric field is zero, then the magnetic
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field has to be forced to be zero as Hi = 0. According to Approach I, to compensate for

the discontinuity of the tangential components of magnetic fields across the boundary, a

sheet of electric currents is put on the body surface. Then the PEC body can be replaced by

the same medium as outside. Now the problem becomes to solve for the outside fields in

a homogeneous medium excited by a plane wave and the equivalent electric currents over

a virtual surface as in Fig. 2-6. Also, the boundary condition equations (2.37) and (2.38)

hold as

n̂× (Einc +Ee(J))|S = 0 (2.41)

n̂× (Hinc +He(J))|S = J (2.42)

where the Einc and Hinc are incident electric and magnetic fields, respectively. Ee(J) and

He(J) are scattered electric and magnetic currents in the outside region due to the equivalent

electric currents J, and they can be represented by the mixed potential as in (2.21) and

(2.23). Due to the property of a homogeneous medium in the equivalent problem, the

homogeneous Green’s functions (2.31) for potentials is used to calculate the potentials.

Figure 2-6: Equivalent model of the scattering of a PEC body.

The equation (2.41) is the EFIE, and (2.42) is the MFIE. In the problem of this section,

we only have the equivalent electric currents as unknowns, so either EFIE or MFIE could

be employed to solve for the unknown currents. The boundary element method will be
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introduced to solve the equation numerically in Section 2.4. Once the current J is obtained,

scattered fields anywhere in the outside region can be calculated through (2.21) and (2.23).

Attention should be paid to the difference of the problem here in Fig. 2-5 and the equiv-

alent model in Approach II. Fig. 2-5 describes an original scattering problem containing a

PCE body to be solved, but Fig. 2-3 is an equivalent model of Fig. 2-1. We can solve the

equivalent model in Fig. 2-3 through the model in Fig. 2-6 and EFIE or MFIE presented

here, but with an additional sheet of impressed magnetic current. This will implicitly lead

to the PMCHW formulation in the next section.

If the PEC body in Fig. 2-5 is replaced by a PMC body, the solution is similar, but

to substitute the equivalent electric current by magnetic current, and the magnetic current

equal to zero intrinsically.

It is well known that the EFIE or MFIE breaks down at the resonance frequency of the

main body. The resonance frequency is defined as the resonant frequency of the body with

PEC surface, and filled with the material in the exterior region. The proof can be found

in [14].

2.3.2 The PMCHW Formulation

The Poggio-Miller-Chang-Harrington-Wu (PMCHW) [14, 37] formulation is widely used

for 3D open structures. It will be derived in this section with the example to solve the

scattering problem in Fig. 2-1. Approach I will be applied twice to obtain equivalent models

for the exterior fields and interior fields, respectively.

First, applying Approach I leads to an equivalent model for the exterior fields. We force

the interior fields equal to zero, replace the interior medium with the exterior medium, and

put equivalent electric and magnetic currents Je and Me on the surface to preserve field

continuity as in Fig. 2-7(a). The boundary condition equations (2.37) and (2.38) become

−n̂× (Einc +Ee(Je,Me))|S+ = Me (2.43)

n̂× (Hinc +He(Je,Me))|S+ = Je (2.44)

where S+ means the fields are evaluated at the interior side of the surface. Then, Approach

29



Figure 2-7: Equivalent models of the scattering of a dielectric body. (a) equivalent model
for the exterior region; (b) equivalent model for the interior region; (c) combined model for
the whole domain
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I is applied to get the equivalent model for the interior fields. We force the exterior field to

be zero, replace the exterior medium with the interior medium, and put equivalent electric

and magnetic currents Ji and Mi on the surface to compensate the field jump across the

boundary as in Fig. 2-7(b). Similarly, the boundary conditions is

n̂×Ei(Ji,Mi)|S− = Mi (2.45)

−n̂×Hi(Ji,Mi)|S− = Ji (2.46)

where S− represents the fields are evaluated at the interior side of the surface. The first

model in Fig. 2-7(a) preserves the exterior fields in the original problem, and the second

model in Fig. 2-7(b) preserves the interior fields. Therefore, we can extract the exterior

part from Fig. 2-7(a) and the interior part from Fig. 2-7(b) to construct a new model as in

Fig. 2-7(c). We know in the original problem, the tangential components of electric and

magnetic fields are continuous, thus, we have the field continuity equation as

n̂× (Einc +Ee(Je,Me))|S+ = n̂×Ei(Ji,Mi)|S− (2.47)

n̂× (Hinc +He(Je,Me))|S+ = n̂×Hi(Ji,Mi)|S− (2.48)

Equations (2.47) and (2.48) are PMCHW formulations. Substitute (2.43), (2.44), (2.45),

(2.46) into (2.47) and (2.48), the four unknown currents can be reduced to two, as

Je = −Ji = J (2.49)

Me = −Mi = M (2.50)

As a result, we have two unknown currents J and M and correspondingly two equations

(2.47) and (2.48).

2.3.3 The CFIE Formulation

The combined field integral equation (CFIE) formulation is similar but more general than

PMCHW. We play the same trick as in the last section to obtain two equivalent models for
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exterior fields and interior fields as in Fig. 2-7(a) and (b), respectively.

However, in the first model, we evaluate the fields on the interior surface S−, and in

the second model, we evaluate the fields on the exterior surface S+, and they should be all

zeros, as

n̂× (Einc +Ei(Je,Me))|S− = 0 (2.51)

n̂× (Hinc +Hi(Je,Me))|S− = 0 (2.52)

n̂×Ee(Ji,Mi)|S+ = 0 (2.53)

n̂×He(Ji,Mi)|S+ = 0 (2.54)

From (2.49) and (2.50) in the last section, we can reduce the four unknown currents to J and

M. As a result, we have four independent equations and two unknown currents. Then we

can reduce the four equations to two in various ways. One common option is to combine

the electrical field equations and magnetic field equations, respectively, as

n̂× (Einc +Ei(Je,Me))|S− = n̂×Ee(Ji,Mi)|S+ (2.55)

n̂× (Hinc +Hi(Je,Me))|S− = n̂×He(Ji,Mi)|S+ (2.56)

This set equations differs with (2.47) and (2.48) at the field evaluation places. In some

published papers, (2.55) and (2.56) are also referred to as PMCHW formulations, since

they are proved to be the same in [14].

To combine and weight the electric and magnetic fields at the same evaluation side is

another common combining strategy of the four equations (2.51-2.54), as

n̂× [α(Einc +Ei(Je,Me))+(1−α)(Hinc +Hi(Je,Me))]|S− = 0 (2.57)

n̂× [αEe(Ji,Mi)+(1−α)He(Ji,Mi)]|S+ = 0 (2.58)

where α ∈ (0,1) is the weight. An advantage of PMCHW and CFIE is that they do not

have the resonant problem, which EFIE and MFIE intrinsically have.
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2.4 The Boundary Element Method

It is very hard to analytically solve the formulations introduced in the last section. Thus,

numerous numerical methods are developed to approximate the solution within certain ac-

curacy. In this thesis, the boundary element method [13] is employed to discretize surface

integral equations, and solve them at reasonable costs.

In this section, we illustrate solving the PMCHW formulation (2.47) and (2.48) with

the Galerkin method. Galerkin is a well known boundary element method with the same

basis and testing function.

After substitute the current relations (2.49) and (2.50) into (2.47) and (2.48), we only

have two unknown currents J and M, and the equations become

−n̂× (Ei(J,M)+Ee(J,M))|S = n̂×Einc|S (2.59)

−n̂× (Hi(J,M)+He(J,M))|S = n̂×Hinc|S. (2.60)

To discretize the integral equations, we use a classic basis function – RWG basis function

[29]. Fig. 2-8 shows the RWG basis, a pair of triangular panels T +
n and T−n , which are

associated to the nth edge, whose length is ln. The origin of the global coordinate is o, but

the RWG function is represented in a local coordinate in terms of the vectors ρ+
n and ρ−n ,

as

fn(r) =





ln
2A+

n
ρ+

n , r in T +
n

ln
2A−n

ρ−n , r in T−n

0, else

(2.61)

where An is area of the corresponding triangle. The RWG basis function automatically

enforces the current conservation law, and has a lot of advantages listed in [29]. Then, the

unknown currents J and M can be discretized in terms of the RWG basis function as

J(r′) = ∑
n

JnfJn(r′) (2.62)

M(r′) = ∑
n

MnfMn(r′) (2.63)

where Jn and Mn are the coefficients of the expansions to be determined. After plugging
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Figure 2-8: The RWG basis function

(2.62) and (2.63) into (2.59) and (2.60), we are now solving for the coefficients Jn and Mn.

According to the formulations in Section 2.1.3, we can represent the electric and magnetic

fields in terms of operators L and K as

El(J,M) = −ZlLl(J)+Kl(M) (2.64)

Hl(J,M) = −Kl(J)− 1
Zl

Ll(M) (2.65)

where Zl =
√

µl/εl . l = e or i represents the region where the fields are evaluated. The

operators are defined as

Ll(X)= jkl

Z
S

[
X(r′)+

1
k2

l
∇∇′ ·X(r′)

]
Gl(r,r′)dS′ (2.66)

Kl(X)=−
Z

S
∇×Gl(r,r′)X(r′)dS′ (2.67)

where kl = ω
√

εlµl is the wave number in region l. X(r′) is the basis function for electric

or magnetic currents. Gl(r,r′) is the Green’s function in homogeneous medium l as (2.31).

Assume the surface of the body has been discretized by N RWG functions. Then we

need to discretize the integral equations (2.59) and (2.60) with respect to the N RWG func-

tions and test the fields with the same RWG functions. Then we finally discretize the
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integral equations and construct a linear system as


 A11 A12

A21 A22





 J

M


 =


 bE

bH


 (2.68)

where J and M are the unknown coefficients to be solved, and the elements in the sub-

matrices are the tested fields as

A11 = Ze

Z
S

g(r) ·Le(J)dS +Zi

Z
S

g(r) ·Li(J)dS (2.69)

A12 = −
Z

S
g(r) ·Ke(M)dS−

Z
S

g(r) ·Ki(M)dS (2.70)

A21 =
Z

S
g(r) ·Ke(J)dS +

Z
S

g(r) ·Ki(J)dS (2.71)

A22 =
1
Ze

Z
S

g(r) ·Le(M)dS +
1
Zi

Z
S

g(r) ·Li(M)dS (2.72)

bE =
Z

S
g(r) ·Einc(r)dS (2.73)

bH =
Z

S
g(r) ·Hinc(r)dS (2.74)

where g(r) is the corresponding testing function.

(2.68) is a dense linear system, and it is usually solved iteratively. In this thesis, we

solve it through the GMRES scheme [2].
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Chapter 3

Numerical Analysis of An Optical

Waveguide

This chapter presents details to analyze an optical dielectric waveguide with the boundary

element method, based on the PMCHW formulation. A circulant matrix vector product

technique is applied to reduce memory requirements and computational time. Numerical

results show the accuracy and efficiency of the presented method.

3.1 Formulations

Figure 3-1: A dielectric waveguide.

An optical waveguide is shown in Fig. 3-1. The PMCHW [14, 37] formulation, intro-

duced in the last chapter, is employed to model this waveguide. It is illustrated with a cross

section of the waveguide in Fig. 3-2. Je, Me and Ji, Mi are equivalent currents lying on
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Figure 3-2: The cross section of one waveguide.

the exterior side and interior side of the waveguide surface, respectively. On the waveguide

surface, the equations (2.47) and (2.48) are written here, with the tangential electric and

magnetic fields continuous as

n̂× [Einc +Ee(Je,Me)] = n̂×Ei(Ji,Mi) (3.1)

n̂× [Hinc +He(Je,Me)] = n̂×Hi(Ji,Mi). (3.2)

where n̂ is the unit vector pointing to the exterior region. Einc and Hinc are the incident

electric and magnetic fields from the left end, respectively. Then the PMCWH is solved by

the boundary element method in section 2.4 by constructing and solving the linear system

(2.68).

3.2 Acceleration and Preconditioning with FFT

The linear system (2.68) is solved with iterative algorithms, such as GMRES for a non-

symmetrically dense system. The dense matrix requires O(N2) storage, where N is the

number of unknowns, which is very expensive for 3D simulations. In the present case,

the waveguide is usually long, so that N is very large. The technique in this section will

sparsify the A matrix and accelerate the matrix vector product in each iterative step. Fig. 3-

3 shows a periodic unit of the waveguide. The periodicity makes the four sub-matrices of

A block Toeplitz matrices. We denote the sub-matrix of A is Ai j and i, j = 1,2. A Toeplitz
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Figure 3-3: Optical Ring resonator filter with absorbers at the ends of transmission lines.

matrix can be implicitly padded into a circulant matrix, and the circulant matrix-vector

product is then computed with the FFT [19]. For the present block Toeplitz matrix, it is

first transformed into a matrix with Toeplitz blocks by a simple permutation, then compute

the matrix-vector product with the above technique, as

Ai jx = IFFT
{

FFT [Perm(AToep
i j )] ·FFT (x j)

}
(3.3)

where Perm is the permutation operator, and x j is a corresponding sub-vector of x. As

the result, we only need to store one row and one column of each Toeplitz block denoted

as AToep
i j , with only O(N) memory storage. The computation requirement is reduced to

O(N logN), rather than O(N2).

Another great advantage of working with a Toeplitz or a block Toeplitz matrix is the

existence of a highly efficient preconditioner [5, 35]. A circulant matrix is approximated

from the Toeplitz matrix, and then easily inverted with the FFT. For the present block

Toeplitz matrix, permutations are necessary to construct a corresponding block circulant

matrix approximation as in [6]. Then, the preconditioner of Ai j becomes

Pi j = FFT [Perm(AToep
i j )]. (3.4)
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Through observation, the sub-matrices A11 and A22 are block diagonal dominant in the ma-

trix A, so that we only need to generate the block preconditioning matrix for the dominant

ones. Then we have the preconditioning matrix as

P =


 P11 0

0 P22


 . (3.5)

This preconditioner works very well. The GMRES converges within 100 iterations.

3.3 Numerical Results

A dielectric waveguide is experimented with in this section. The length unit in this thesis is

wavelength. The area of the cross section of the waveguide is 0.75×0.75. Fig. 3-4 shows

electric fields along the x axis at the center of the cross section as the length of waveguide is

4, 8, and 16 respectively. Both real magnitude and complex magnitude are included in each

figure. From the complex magnitude, wave patterns clearly show the combination of the

traveling and standing waves, which means that waves are reflected back from the ends of

the waveguide. This makes sense that the waveguide is of finite length, and the impedance

mismatch at the ends makes wave reflected back.

Moreover, it is observed that the complex magnitudes are not exactly the same along

the x axis. They are quite strongly perturbed for the short waveguide in Fig. 3-4(a), and

show a weak envelope for the long waveguide in Fig. 3-4(c). That is because the waveguide

is excited by a uniform sheet of current at the left end, and the source also excites radiation

modes, evanescent modes, leaky modes and etc. rather than the pure propagation modes.

As a result, the mixed modes disturb the propagation modes for the short waveguide, since

it takes a distance to eliminate the evanescent modes. For the long waveguide, the radiation

modes and leaky modes form a weak envelope, and it will take an even longer distance to

remove its effects.

Meanwhile, the computational costs for the above three cases by the direct BEM and

the accelerated BEM as in Section 3.2 are listed in Table 3.1. We ran the simulations in a

workstation with an Intel Core2Duo X6800 3GHz CPU, and 2GB memory. It shows the

40



0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
E

wavelength

m
ag

ni
tu

de

 

 

real magnitude
complex magnitude

(a) 4 wavelengths

0 1 2 3 4 5 6 7 8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
E

wavelength

m
ag

ni
tu

de

 

 

real magnitude
complex magnitude

(b) 8 wavelengths

0 2 4 6 8 10 12 14 16
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
E

wavelength

m
ag

ni
tu

de

 

 

magnitude
complex magnitude

(c) 16 wavelengths

Figure 3-4: The magnitude of the electric field along x axis inside the waveguide.
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accelerated BEM is much cheaper than the regular one. The regular BEM even runs out

of memory for the 16 wavelengths waveguide. And it is observed that both the time and

memory are roughly on the order of O(N2) for the regular BEM, and roughly O(NlogN) in

time, and O(N) in memory, for the accelerated BEM, which is consistent with the analysis

in Section 3.2.

Table 3.1: The comparison of the regular BEM and accelerated BEM

Waveguide length Number of Regular Accelerated
(wavelength) unknown Time Memory Time Memory

4 2988 679 sec 143 M 188 sec 30 M
8 5868 3028 sec 550 M 378 sec 60 M
16 11628 N.A. N.A. 757 sec 120 M

A reasonable solver should provide results converging to the right solution as we refine

the discretization. Fig. 3-5 shows the converging solutions when the discretization in the

cross section is gradually improved. The number in the legend is the number of triangles

along one side. It is observed that we still get the qualitatively reasonable wave pattern for

coarse discretization, and the solution becomes accurate when the size of each triangle is

around 1/10 wavelength.
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Chapter 4

Conductive Absorbers

In this chapter, we show the conventional surface integral equation solver may run into

problems when simulating some photonics devices, which requires to be extended to infin-

ity to avoid reflections. We present an approach, adding a volume conductive absorber at

the end of the device to absorb incoming waves. We stick to the surface integral equation

method, since the piecewise homogeneous media is still preserved. The numerical methods

show that the present technique can effectively absorb the incoming wave and reduce the

reflection waves. However, this approach is not able to reduce reflection to be very small,

and the reason is analyzed in this chapter.

4.1 Background

This section shows two examples of nanophotonics devices to be modeled and simulated

by an SIE solver. However, to accurately model either device, both devices have surfaces

which must extend to infinity.

Fig. 4-1 shows an optical filter with coupled transmission lines and a ring resonator [26].

The filter selects certain frequency waves from the input, and removes the rest. In order

to model this filter correctly, it is necessary to make sure that wave propagates as traveling

wave in the transmission line, guaranteeing no wave reflected back from the right end to

disturb the coupling mechanism. However, we have to extend the transmission line to

infinity to generate traveling wave.
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Another example in Fig. 4-2 shows a similar problem. A slow light waveguide [27] of

an optical delay line system is shown in Fig. 4-2(a). The taper in Fig. 4-2(b) is designed

to couple power into the waveguide and minimize reflection loss. A good taper can reduce

the field reflection to 1× 10−3, or 1× 10−6 in terms of power. As a result, a 3-D SIE

solver used to analyze this structure must not generate numerical reflections or it will be

impossible to measure the reflection only due to the taper.

However, the conventional SIE solver cannot eliminate reflections for a structure with

finite surface. Fig. 4-2(c) shows a possible solution using a periodic boundary condition

to model an infinitely long waveguide so that there won’t be any reflection from the end

of the structure. However, for a dielectric waveguide, it takes a very long distance for

the solution to become periodic due to the inevitably excited evanescent modes, radiation

modes, and leaky modes. Moreover, it is hard to analytically obtain the periodicity for

complicated guided structures, so that this solution is not easily realizable. Another solution

to this infinite extension problem for the SIE solver is to add a very long volume conductive

absorber at the end of the waveguide as shown in Fig. 4-2(d). We discuss the formulations

of this solution in Section 4.2, and show numerical results in Section 4.3.

Figure 4-1: Optical Ring resonator filter with absorbers at the ends of transmission lines
[26].
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Figure 4-2: Simulation schemes for optical taper. (a) a slow light waveguide [27]; (b) a
taper for the slow light waveguide; (c) a taper with a very long slow light waveguide; (d) a
taper with a very long volume conductive absorber of small conductance

4.2 Volume Conductive Absorbers

4.2.1 An absorber

Figure 4-3: Discretized dielectric waveguide with an absorber.

This section presents the approach to add a volume conductive absorber at the end of

the transmission line, to eliminate reflections. A long dielectric waveguide with a volume

conductive absorber of constant conductance is embedded in a homogeneous medium as

shown in Fig.4-3. This system is analyzed by the boundary element method with the PM-

CHW formulation as introduced in Chapter 2. The surfaces and the interface are discretized

with triangles. The whole system is divided into three sub-regions as shown in Fig. 4-4.

The Equivalence Principle and Approach I in Chapter 2 are applied to obtain a equivalent

model for each sub-region, and construct a PMCHW formulation, to solve for the equiv-
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Figure 4-4: The cross section of a waveguide with a volume conductive absorber.

alent currents J and M lying on the surface and interface. We divide all the surfaces into

three parts SL, SR and Sint , denoting the surface of the left waveguide, right absorber and

the interface, respectively. First, we enforce the PMCHW on SL

n̂× [Einc +EL
e (J

L
e ,M

L
e ,J

R
e ,MR

e )] = n̂×EL
i (J

L
i ,M

L
i ,J

L
int ,M

L
int) (4.1)

n̂× [Hinc +HL
e (J

L
e ,M

L
e ,J

R
e ,MR

e )] = n̂×HL
i (J

L
i ,M

L
i ,J

L
int ,M

L
int), (4.2)

in which the fields are evaluated in the exterior region and the interior region of the left

waveguide, respectively. Similarly, we obtain the PMCHW on SR, as

n̂× [Einc +ER
e (JL

e ,M
L
e ,J

R
e ,MR

e )] = n̂×ER
i (JR

i ,MR
i ,JR

int ,M
R
int) (4.3)

n̂× [Hinc +HR
e (JL

e ,M
L
e ,J

R
e ,MR

e )] = n̂×HR
i (JR

i ,MR
i ,JR

int ,M
R
int). (4.4)

where fields are evaluated in the exterior region and the interior region of the right absorber,

respectively. Finally, the PMCHW on the interface Sint is obtained as

n̂× [EL
int(J

L
i ,M

L
i ,J

L
int ,M

L
int)] = n̂×ER

int(J
R
i ,MR

i ,JR
int ,M

R
int) (4.5)

n̂× [HL
int(J

L
i ,M

L
i ,J

L
int ,M

L
int)] = n̂×HR

int(J
R
i ,MR

i ,JR
int ,M

R
int). (4.6)

where the fields are evaluated in the interior regions of the left waveguide and right ab-

sorber, respectively. So far, we have six equations as well as six unknown currents, then
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the boundary element method in Section 2.4 is applied to solve for the current distribution.

The conductivity of the absorber makes incoming wave decay exponentially. We set

both electric and magnetic conductance σe and σm for the absorber to satisfy

σe

σm
=

εi

µi
, (4.7)

in order to match the impedance at the interface to avoid the reflections from normal in-

cidence. Since the SIE solver only works for homogeneous isotropic media in each sub-

region, the conductance should be constant scalar all the way in the absorber.

4.2.2 An Absorber with A Ring

Figure 4-5: The cross section of a waveguide with a volume conductive absorber with a
ring.

The absorber in Fig.4-3 can only absorb the incoming waves from the waveguide. But

there is propagating waves outside the waveguide. Though the magnitudes of the outside

waves exponentially decays along y and z directions, the waves close to the waveguide

surface may still have effects on the interior wave through coupling across the boundary.

This section presents an absorber with a ring as shown in Fig. 4-5. This absorber can

eliminate both the wave coming from the waveguide and the wave outside but close to the

waveguide surface.

In Fig. 4-5, unknown currents J and M lie on four surfaces SL, SR, Sint and SRing.
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Therefore, four sets of PMCHW equations are formed on each surface in a similar way as

in the last section. But it should be noticed that the conductance for the two absorbers are

different and should satisfy

σR
e

σR
m

=
εi

µi
, (4.8)

σRing
e

σRing
m

=
εe

µe
, (4.9)

in order to enforce the impedance matched on each interface, respectively.

4.3 Numerical Results

We simulate a couple of examples to study the effects of the presented approaches. The FFT

acceleration technique in Section 3.2 is applied to simulate long absorbers. The dimension

unit here is the wavelength inside the waveguide. A dielectric waveguide of 10 wavelengths

with a volume conductive absorber of 30 wavelengths is experimented with here. The area

of the cross section is 0.75× 0.75. The material of the waveguide is silicon of εi = 13

and the exterior region is SiO2 of εe = 3.7. Fig. 4-6 shows the complex magnitudes of the

electric fields inside the waveguide and absorber with different loss tangent along the x axis.

The dashed line shows the position of the interface. It clearly shows that the absorber with

big loss (0.1) can completely eliminate incoming wave, but generates quite big numerical

reflections. The numerical reflections are reduced when the loss goes down to 0.02. But

when the loss is further reduced to 0.005, the absorber cannot kill the wave completely so

that large reflections are produced.

Then we experiment a case with very long absorber. A waveguide of 15 wavelengths

with an absorber of 55 wavelengths and loss tangent 0.01 is used. Fig. 4-7 shows the

complex magnitude of electric field inside the waveguide and the absorber. It is observed

that waves are completely eliminated in the absorber. But there are still visible magni-

tude ripples (numerical reflections) in the waveguide. The standing wave ratio (SWR) and

field reflection 1.0196 and 0.0097, respectively, which means there is approximately 1%

reflections at the interface.
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A waveguide of 3 wavelengths an an absorber with a ring of 2 wavelengths is tested.

The loss tangent is 0.2. Fig. 4-8 shows the comparison of magnitudes of electrical field

along the x direction inside the waveguide and absorber with and without the ring. It shows

that the absorber with a ring does make the wave decay faster in the absorber, but it still has

the same order of reflections as the absorber without a ring. Therefore, the ring absorber

does not help reduce the reflection.

It is the three problems that may cause the small reflections observed through the above

experiments: 1) The restriction of isotropic media for SIE solvers makes it impossible to

absorb obliquely incident waves. 2) The volume conductance has to be constant in order

to preserve the homogeneous medium in the absorber body. This fact prevents us from

smoothly turning on the conductance, and since we are solving a discretized version of

Maxwell’s equations, this sudden change in conductance generates numerical reflections.

3) The interface of the waveguide and the absorber has to be discretized, whose numerical

error may lead to reflection.

With the current SIE formulation, the first problem is hard to solve. But fortunately, we

have mostly normally incident waves for transmission lines, so that we reduce the reflection

to be quite small. To solve the second problem, we have to make the conductance very small

to avoid a large jump of material property at the interface, so that the absorber should be

long enough to completely absorb the incoming wave. The third problem is an intrinsic

problem of numerical simulations even if the discretization is refined.
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Figure 4-6: The complex magnitude of electrical field along x inside the waveguide and
volume conductive absorber with different loss.

Figure 4-7: The complex magnitude of electrical field along x inside the waveguide with
volume conductive absorber.
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Figure 4-8: The complex magnitude of electrical field along x inside the waveguide and the
absorber with and without a ring.
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Chapter 5

Conclusions

In this thesis, we introduced methods to solve Maxwell’s equations, and derived various

surface integral equation formulations including EFIE, MFIE, PMCHW and CFIE, based

on the Uniqueness Theorem and the Equivalence Principle. Then we employ the bound-

ary element method to solve those formulations. An optical waveguide was analyzed by

the boundary element method based on the PMCHW formulation, and accelerated by the

circulant matrix vector product technique due to the periodic property. However, the field

pattern inside the waveguide clearly verifies that waves reflect from the ends of waveguide,

making the method unusable for characterizing some nanophotonics devices.

Then, we presented a numerical technique to include a volume conductive absorber at

the ends of the optical component to eliminate the reflections, so that wave behavior inside

the optical device can be observed accurately. A dielectric optical waveguide with the ab-

sorber technique was modeled. The numerical results show the volume conductive absorber

can reduce the reflection to 1%. To further reduce the reflection, a new technique should

be developed to have the following two properties: 1) the interface does not need to be dis-

cretized so that no numerical reflection exists; 2) the conductance can be smoothly varied

along the waveguide so that is no sudden jump of material property across the interface.
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