
November 1987 LIDS-P-1718

INFINITE DIMENSIONALITY RESULTS
FOR TRAJECTORY MAP ESTIMATION

BASED ON THE MALLIAVIN CALCULUS

by

Ofer Zeitouni

Laboratory for Information and Decision Systems
Massachusetts Institute of Technology

Cambridge, MA 02139

April 1987
Revised: March 1988

Abstract

The issue of infinite dimensionality for the nonlinear filtering
problem has received a lot of attention in recent years, especially by using
Lie algebraic methods. Recently, Ocone [5] has applied the Malliavin
calculus in an abstract Hilbert space setting to prove results on this topic
by showing 'density" of the unnormalized density in function space. In this
paper, an extension of Ocone's method to deal with first order stochastic
Hamilton-Jacobi equations which arise in the maximum a posteriori estimation
of trajectories of diffusions is made. The technique used can be easily
generalized to a wider class of path-by-path stochastic control problems.
The results of the analysis are that, in many cases, the MAP trajectory
estimation problem does not possess a 'universal" finite dimensional
solution in the sense that the associated value function is not finite
dimensionally computable, strengthening thus a conjecture made in [6].
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1. INTRODUCTION

The issue of finite dimensionality of solutions to the nonlinear

filtering problem has been an active research field in the last few years.

Following the ideas of Brockett [1], many authors have considered various

Lie algebraic criterions for the existence of such finite dimensional

solutions, cf. e.g. [21, [31 and the survey in [4].

Recently, Ocone [5] has proposed a new point of view on the same

problem. Namely, Ocone suggested to use the Malliavin calculus of variation

to show that under suitable Lie algebraic conditions, the filtering density

is smooth in an appropriate infinite dimensional sense over some function

spaces, therefore excluding the possibility of the existence of a finite

dimensional filter.

The purpose of this paper is to extend Ocone's results to a class of

nonlinear stochastic partial differential equations which arise in the study

of maximum a posteriori estimation of diffusion processes [6]. This class

of equations is basically a class of path-dependent Hamilton-Jacobi

equations and is therefore related to an optimal control problem. This

relation is exploited over and over throughout this paper, and enables us to

convert Ocone's methods, which relied heavily on the linearity of Zakai's

equation in nonlinear filtering, to cover the nonlinear class presented

here.

The approach we take in this paper is easily generalized to a wider

class of stochastic Hamilton-Jacobi equation arising from pathwise optimal

control problems. In particular, for nondegenerate diffusions, some of

Ocone's results concerning the non existence of f init e-dimens ional
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realizations for the conditional density may be re-derived using the

relation between optimal filtering and stochastic control pointed out in

[7]. We do not pursue this line of research further here.

A main difficulty in our approach is that, unlike in [5], the Hamilton-

Jacobi equation dealt with does not have in general a unique solution for

a.e. observation path, and moreover it does not even have in general a

classical solution. We will work therefore with a subset of the observation

space (with Wiener measure greater than zero), and for this subspace we will

be able to ensure a local unique classical solution. Some of these problems

may disappear in the case of second order Hamilton-Jacobi equations which

appear in the filtering equation (or also in viscosity type approximations,

cf. [81). Those remarks are a subject for future investigation and are not

dealt with here.

In order to make the presentation as clear as possible, we restrict

ourselves to the one dimensional case. The extension to the multi-

dimensional nondegenerate case with flat Riemannian structure associated

with the diffusion being easy and not illuminating, we do not consider it

here. We mention, however, that the general degenerate case or even the

non-flat space case is not covered by our method, since the optimal control

problem posed is ill-behaved and the trajectory MAP estimator does not

always make sense in this case or in the case of non-flat metric, does not

necessarily exist, c.f. the discussion in [12].

The organization of the paper is as follows: in the rest of the

introduction, we describe the trajectory MAP estimator problem and state our

basic assumptions. In section 2, we briefly state some definitions and
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theorems from [5] and [9] related to Malliavin's calculus. For a thorough

introduction to this calculus, we refer the reader to [9], [10] and [11].

In Section 3, we present several auxiliary lemmas which allow us to

represent Malliavin's covariance matrix in the spirit of Ocone's technique.

As a by-product of our method, we obtain also new local uniqueness results

for the MAP problem. We note that although the goal here and in [5] is the

same, the techniques used differ basically. In Section 4, we prove Theorem

4.1, which is our basic 'infinite dimensionality' criteria. An example and

some concluding remarks follows.

We turn now to some definitions. Let wt, 0t be two independent one-

dimensional Brownian motions adapted to some filtration Ft. Let xt, 0<t<T

("process") and yt, O0t<T ("observation") satisfy the following pair of

stochastic differential equations:

dx t = f(xt)dt + a(xt)dwt (1.1)

dyt = h(x t)dt + dt (1.2)

where (1.1) is interpreted in its Stratonovich form and xO possesses the

initial density qO(xO). We make the following notations:

C�(R) denotes the space of functions f:R -)R which are bounded together

with their derivatives up to order k, with the k-th order derivatives being

absolutely continuous.

ck[O,T] denotes the space of functions f:[0O,T] -*R which are k times

continuously differentiable.

w1,2 denotes the Sobolev space of functions f:[0O,T] -) R such that



IIfIIi,2 < - where IlfI 11, 2 is the Sobolev norm defined by:

[IfIIl, 2 = [o (f (s) + (f'(s))2)ds]/2

where f'(t) denotes the distributional derivative of f(t) w.r.t. t.

H denotes the space of function f:[0,T] -3R s.t. f(O) = 0 and f e w1 ' 2 .

Ln(R;e - x 2/2) denotes the space of functions f:R --R s.t.

!Ifl,,n ~ ,-[e~2/(f(x))ndxl]/ < / .

a -x/2
L= rn Ln(R, e- /2)

nhl

K=L 2(1 -x/2).K - L2(R: e-X'/a)

K is a Hilbert space when equipped with the scalar product naturally

associated with IIfII2* The Hermite polynomials {e i l form a Cc,

orthonormal, basis of K, and ei a L Vi.

L denotes the usual Hilbert space with norm [f2 (x)dx 1 / 2

K denotes throughout a generic constant.

We make the following assumptions on the coefficients of Eqs. (1.1),

(1.2):
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f(x), Q(x) 8 Cb(R), h(x) e Ca(R), h'(x) 8 Cb(R), (A.1)

]K > 0 s.t. o(x) > K, (A.2)

)K > 0 s.t. In qo(x) < K, (A.3)

q(X) e C(R) and Vx, qO(x) - O, (A.4)

Under (A.1) - (A.4), it was demonstrated in [6] that the following holds

P( I10 - zell < ) _YO

lim = exp J(|,T) (1.3a)
8 30 P(ilwl I < 8)

where

J(O,T) = ln(qOg(0O)a(0O)) ) ( ds (1.3b)

o~2(~s)

f(0s) )

T 2ec 

-~ fh2(0s)ds + h(OT)yT - YshP(Os)sd

for each 0. 8 C1 [0,T] which satisfies an equation of the type
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t- =i kl(s '( s' s)ds + N( sN)ys d- nts (1.3c)

for appropriate kl, N. We refer to [6] and to the appendix of [12] for

details. We interpret therefore J(O,T) as the "conditional posterior

density" of pathes. Now, under the additional hypotheses:

[ln qO(x)| is at most of quadratic growth as lxi -3X, (A.5)

h2(

:K~ > 0 s.t. lim h (x) > K (A.6)
lxi -o x

it was demonstrated in [12] that a maximum a posteriori estimator, defined

as

O = argmax J(O,T) (1.4)

Oew , 2

exists and satisfies (1.3c).

We note that the results in [12] apply to our case under consideration

here (even with o(') # a) since in the one dimensional case, the scalar

curvature associated with a2 (') is identically zero.

We will impose later additional restriction in order to show our

infinite dimensionality results, c.f. cases A,B,C below. Only under those

additional restrictions we will be able to push through our analysis.

Following Bellman's optimality principle, let us define



8

S(t,x) = inf 1 ,2(-j(0,t)) (1.5)
sew

Ot=x

Note that by definition, J(0O('), t) = -inf S(t,x).
x

Then, as one might suspect from optimal control theory, c.f., e.g.,

[14],

v(t,x) = S(t,x) + J 2 de
o (0)

satisfies (whenever it is differentiable) the following stochastic P.D.E.:

a (x) av(tx)) 2 1
dv(tx)= - ( tX) + l(x)]dt - h(x)dyt;

v(O,x) = -ln(qO(x)o(x)) + f f() dO (1.6)
. (0)

where

f2(x) f(x) 2
l(x)- 2( + a(x)(-) + h (x).1(x) - 2 h2 (x)

a (x)

Note that as pointed out in [121, (1.6) is related to the logarithmic

transformation of Zakai's equation (which possesses, however, additional

smoothness due to an additional Laplacian term in the l.h.s. of (1.6)).

Many times throughout, we use the robust form of equation (1.6), i.e. by
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defining u(t,x) = v(t,x) + h(x)yt we have:

au(t,x) (x) au(t,x) 2
At 2 ax

+ 8u(t,x)+ 2(x)h,(x)y au(tx

(1.7)
1 2 (x)h'2 2 1-1 r2W (x) (x)yt + l(x)}

u(O,x) = -lnrq (x)cr(x)] + v ( e ) de
¢2(e)

In the sequel, we concentrate on analyzing the existence, moment bounds

smoothness (in the Malliavin sense) and existence of "densities" (over

function space, c.f. below) of solutions to (1.6). As pointed out in [5],

the existence of a "density" over function space question is related to the

question of the existence of finite- dimensional realizations of solutions

to (1.6). To demonstrate that such realizations are possible, let v(x) = 1,

h(x) = x, f(x) = -x (which implies that l(x) is quadratic), and lnqo(x) =

-x2. Substituting v(x,t) = atx2 + btx + ct, one easily convinces itself

that v(x,t) is indeed a solution of (1.6) and that at, bt, ct are

represented as an output of simple recursive filters driven by the

observation y. Note that the non-existence of finite dimensional

realizations of u(t,x) does not imply that such realizations for ;0 do not

exist. What we show is similar to the "universal" nonexistence of finite

dimensional filters for densities in the filtering problem, which does not

eliminate in general the possibility of "specific" realizations. Indeed, in
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our case v(x,t), like p(x,t) in the filtering case, cannot be finite-

dimensionally computed, whereas 0 or XT might be. For a discussion of this

point, c.f., e.g., [3].

In our analysis, the following special cases (which satisfy assumptions

(A.1) - (A.5)) turn out to be important; it is only under those more

restrictive conditions that we will be able to push through the analysis:

a In q (x)
Case A: h(x) = h.x, (x) =1, [ln q(x) K,

ax2

a In q(x) a2ln qO(x)
Case B: a(x) = 1, x IX <K, , (h (=))"I < K

ax axx2

In qO(x ) n (x)() < K (h2
Case C: (x) > K <K, < K, (h ax < K,

(Note that Case C is equivalent to Case B if h'(x) > 0 by making the

coordinate transformation z = fx 0) dO).
a(e)
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2. SrOCHSTIC CALCULUS oV VARIATIONS IN HIILERT SPACE

We present here some of the definitions and results from [5] and [6]

which we need. Additional references on the same topic are [9], [10], and

[11].

Let 0 denote the space of continuous, R valued functions on [0,T]

starting at zero. Let B be the Borel o-algebra of 9 with the sup norm

topology, let j be the Wiener measure on 9 and Bt = [e0(s) I 0 < s < t).

For an arbitrary Hilbert space X, Lq(g,X) denotes the space of X valued

random functions F with EIIFIri < a.

Definition 2.1: Let X be a separable Hilbert space, and let F: 9 -*X be

measurable. Then:

a) F a wl(X) and has an H differential DF: e -)HS(H;X) (where HS(H;X)

denotes the space of Hilbert-Schmidt operators from H to X) if

Ye > O, V 8a H, lim g{O i II(F(O+ty) - F(O))/t - DF(e)(Y)Il x > 8] = 0
t 40 (2.1)

provided t -4F(8 + ty) is absolutely continuous W,y. For y e H, denote

DF(O)(y) by DyF(8).

b) For F 8 wl(X), define the Malliavin covariance derivative

VF* VF:9 -4X X as follows:

Go

VF VF(O) = DF(O)(yi) 0 DF(O)(yi). (2.2)

i=l
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where yi}) is an orthonormal basis for H.

Various other interpretations of (2.1), (2.2) in terms of the dual of D

and in terms of the Ito-Wiener chaos decomposition are given in [5], [9].

We do not use those here.

We use the following lemmas of [5], [16]

Lemma 2.1

(a) Let F: e - RBP belong to wl(Rn). If IIDF(e) I 12S < co

|IIDDF(o)12sll 2s < - and VF*VF > 0 p a.s., then d(p o F1l)/dx

exists, i.e. the Rn valued r.v. F(O) possesses a density w.r.t.

Lebesgue measure.

(b) Let F be as in (a), but without satisfying the extra condition

IIDIIDF(e)I[2NsII2s < O. Then the conclusion still holds (c.f.

[16]).

(c) Let F be as in (b), with however the conditions VF VF>O and

I IDF(F) 12S < holding only on an open ret A with p(A)>0. Let P

denote the restriction of y to A. Then d(poF-l)/dx exists, i.e.

the Rn valued r.v. F(O), restricted to A, possesses a density

w.r.t. Lebesgue measure ([16, theorems 3.91).

We remark that one could prove easily a local version of (a) (in the

same way as (c) is a local version of (b)). Indeed, let Ascn be an open set

with m(A) = 0 and 0 t A, where m is Lebesgue measure on Rn. Using [18, pg.

23, Theorem 4.4], and the fact that on A, VF*VF>O together with the

appropriate technical conditions,
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(O[IF(O).lOcA sA) = 0

However, if F( 0)le0A 8 A, clearly one has that WeA. Therefore, one has that

I(8OF(e)cAn 8/A) = O, which implies existence of density everywhere but

near (0}. To show the existence of density in O, repeat the above argument

with (F(O)+1).

Finally, we define what we mean by densities in arbitrary Hilbert

space, again following [5].

Definition 2.2: Let p(t) 8 X. Let s denote any closed finite dimensional

subspace of X, and let Proji s denote the projection onto s. The cylinder

sets based on s are the elements of the a-algebra:

Bs = (Proj-lsi(u)lu is a Borel set of s)

and define a Lebesgue measure ms on (X,Bs) by

Vu C s, Borel, ms(Proj-1 1s(u)) = m(u)

where m is Lebesgue measure on s. Then g o p(t)-1 is said to admit a

density w.r.t. cylinder sets if p o p(t)-lIB << ms Vs as above.

As discussed in [5], the fact that y o p(t) - 1 admits a density w.r.t.

cylinder sets implies the non-existence of a finite dimensional

representation of p(t). For if such a finite-dimensional representation

existed, clearly the law of p(t) would be based on the finite dimensional

subspace s defined by it; therefore, for any subspace s' strictly bigger

than s, p o p(t)- 1 could not satisfy pop(t)-'IB , << mst , in contradiction

with the existence of densities. Our goal is the sequel will therefore be

towards proving statements like definition (2.2) for v(x,t).
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3. SOME PROPERTIES OF v(t,x), AND A STOCHASTIC GRADIENT REPRESENTATION

In this section, we prove some properties of v(t,x) (and specifically,

smoothness results w.r.t. x) which will turn out to be useful in the

computation of the stochastic gradient of v(t,x). As a corollary we derive

a result on the local uniqueness of the MAP trajectories estimator. This

result is not used in the sequel.

Throughout, we need the following property:

(P) There exists a set A e C0[0,T] and a constant v > 0 s.t.:

p(AU) > 0, (3.1a)

Vy. a A, u(t,x) is C1 w.r.t. t and CO w.r.t. x for (t,x) e [0,T] x R
(3.lb)

Our approach in proving P will be to use the classical method of

characteristics, a short account of which is brought in the appendix. We

note that by the general results of the method of characteristics, there

exists a neighborhood of the line (O,x) where u(t,x) is C1 w.r.t. t and Co

w.r.t. x (c.f., e.g., [17, pg. 24, thm. 8.1]). In (3.1b) we require however

this neighborhood to be uniform in x, and to achieve that we need the

restrictions imposed by cases A,B,C.

We have the following lemma:

Lemma 3.1. For cases A, B, C, property (P) holds.

Proof: We treat separately Cases A, B, and Case C. Our method of
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proof will be to show that the characteristic curves (c.f. lemma 1 in the

appendix) define, for y. a8 A a diffeomorphism in [0,,] x R. Therefore, by

the appendix, P holds for y. e A.

Case A,B. Let o(x) =1. Then, the Hamiltonian for the robust equation (1.7)

is:

12 1 122
B(t,x,p) = Tp - Yth'(x)p 2 2 yth'(x). (3.2)

The characteristic equations are therefore:

= P - yth'(X)I X(O) = x, (3.3a)

P = h(X)P + 2 '(X) - y2 h'(X)h"(X)I P(O) = a In (x) + f(x)
!3.3b)

m aX(t) aP(t)
Define t a= t t = ax . Then, one has

it = t Yth"(X)gt {(O) = 1

~~~~~(3) 1 ~y2 ((h,(X))2),
* = y h (X)P4t + Ythn(X)nt + 2 1 (X)t 2 t;

(0) = _-a2(O) =--ln q0(x) + a(f(x))
ax

Take A y. supO<s<Tlysl < 1}. Clearly, g(A) > 0. Let K denote a bound on

ln(x), f(x), h'(x), Ia21n qo(x)/ax2 [ qO(x) and, in case B, also on

la ln qo(x)/axl qO(x)I and h"(x).
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In Case A, note that it = t' I tl < K It' Let

m = sup{slns = 0, O<s(<l, is > 0 in s a [0,s]}

0 = inf({sl s = m}

with the convention that m = sup 4s and 0=1 if n > 0 in [0,1] and m=1,
ssC[0,1] s

0=0 if ns < 0 as long as 4s > 0. Clearly, one has

Int+i < mK + mKt

> mK t2

40+tl 2 mKt

Choosing v = 2( 1+2/K - 1), one has Is > 0 for s a [0,o], and therefore

x -;X(t,x) is a diffeomorphism (w.r.t. x), and the assertion follows.

Turning our attention to Case B, note that P is bounded under our

assumptions. Let K denote also the bound on h(3 )(')P. One has then

t[I -' K[Intl + KI1tI

eit - t - K4tl[

Let m, 0 be defined as above. One gets

nt > -Km(l+) exp(xt)

O+t4 > m exp(-Kt)-2(1+i-)sinh(Kt)m

Choosing = ln 2K+i 2, one has ts > 0 for s a [0,] , with the same
2K+1
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conclusion as above.

Case C. Let o(x) # 1. In this case, the characteristic curve equations

are:

= 2 (X)p _ Yth'(x)o 2 (X), X(O) = x (3.4a)

2 1 2 , 2
=-(X)cr'(X)P2(x) + yth"(X)PC2(X) + 1() yt((h'(X))2) v2(X) (3.4b)

1 2 2 f(x)
-2(X) aI(X) (-YthI (X)P + Yt h'2(X)); P(O) = (i (ln q( (x)) + (-'x)

Therefore, a(X)P satisfies:

({r(X)P) = +2 (X)c'(X)yth'(X) + 2 (X)yth( 3 ) (a(X)P)

+1 (X)() - 1 y ( h (X)2) 3(X) _ a2(X)o(X) (h'(X) )
(3.5)

which guarantees that IPI < K for some K independent of x.

Therefore, one has, by defining g = aX/ax, n = aa(X)P/ax:

t = t + ( P) t - Yth' 2 t - 2Yth''t: (0O) = 1,

it = Fi(Xyt){t + F 2 (X,Yt)Jt )

nr(O) = - x dz <(ax)x In qo(x)a(x))
a x a x x
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where Fl(X,yt), F2(X,yt) are some bounded functions. The conclusion follows

under our assumptions exactly as in Cases A,B.

We define now the MAP trajectory with endpoint x, as:

ax
x = arg max J(P,t)

OBw1, 2

Ot = x

The definition is justified by the:

Corollary 3.2. The MAP trajectory estimator with endpoint x exists and is

unique in Cases A, B, C for all t,x in some strip [O,v]xR and all y. a A.

Proof: The fact that ;x exists is an easy adaptation of the proof of [12]:

indeed, the proof in [12] consisted of the following two steps:

a) demonstrating that J(O) is bounded in wl'2 which trivially still

holds in the restriction of wl'2 to those paths with Ot = x.

b) demonstrating that J(O) is l.s.c. in the weak topology in wl ' 2 -

which still holds on the restriction due to the fact that Ot is a

continuous functional in w1'2.

The uniqueness follows by the method of proof of theorem 1 in [14]. cf.

remark 2 in the appendix.

Lemma 3.3: A generalized solution v(x,t) which is the value function of the

optimal control problem (1.4) (modulo the deterministic Ca drift shift

I x i( ?)d) exists in L. Moreover,
2 (T)



19

(h > 1) IE I (v(t,x))e-x 2/2dx < , E I e- /2av(tx)ndx < (37)

and the same bounds apply also for the time integrals (in [0O,T]) of these

expressions.

Moreover, in Cases A,B,C, the solution v(t,x) is a classical solution

with the smoothness properties of Lemma 3.1 and (3.7) holds in [0,1] when

the expectations are conditioned on the cylinder set defined by A.

Finally, in iA a2v(t,x)/ax2 -< K(l+x12) and lav(t,x)/axI < K(l+lxl) for

some K.

Proof: Note that by our assumptions,

-K(1 + (yS)2 + ixI < ) < K I + yS2 ds + lxi]

where ys denotes the maximum of ly.1 on [0,T]. Therefore, by the

boundedness of f(x), one has

jv(t,x)l < K(1 + (y*)2 + x 2)

and

(Vi) I (v(t,x)) neX dx <
K
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with the same bound on the expectation of the last quantity. Therefore, the

first half of the lemma is proved.

Rewriting now iJ(,T) as

J(p,T) = ln(q0(P 0)o(0)) + h(pT)yT (3.8)

t f(ds) '
- 25 a(B)I-p I ds

_1 (is - f(ps) + Ysh'(P)a 2 (Ps ) )

2 r (P0s)

+ Yshy (2ps)2(s)ds

- jf(O)y hI(O )ds - 2i h2(s )ds,

one has J(OX,T) -)--. Therefore, lXl 2 Kx( ), where for some K1>0

I I v I 11,22

K (T) < K-(1 + ys + x|i)

by (A.1) - (A.4) as in [12], and therefore

Ix)tI K 2(1 + Y 2 + Ixl)

due to the fact that w1 ,2 is a reproducing kernel Hilbert space (RKHS).

Following [14], note that, by direct computation,
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|J(jX + X - xT) J(;X T). <KIx - (I 12 + 1)2 (3.9)

+ Iln % x+ x - x') - in q%(;)f

*2 + xj2
K4 x - x' 1(1 y + ( lxi

where the last inequality is due to (A.5). Note now that

S(t,x) <- _J(;x + x' - x), whereas S(t,x) = _J(;X). Therefore,

S(t,x') - S(t,x) < K4 - x'(1 + ( + 1 2 (3.10)

Interchanging the role of x, x', we get the opposite inequality, and hence

lS(t,x') - S(t,x) K4x - x'(l (y) 2 + s l)2.

which implies the same relation on v(t,x) due to the boundedness of f(x) and

1/a(x). Therefore,

e_22 nx -'
I e /2[rv(t.x) ]dx < K5(1 + (ys))

Since our boundedness assumptions ensure that E(y:)m < - for all m, one has

the second half of the lemma, and the proof is completed for the general

case.

In Cases A,B,C, the conclusion of the lemma follows from the

combination of the above considerations and Lemma 3.1. We note that in
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those cases, we have shown (in lemma 3.1) that either P is bounded (cases

B,C) or IPI < K(l+x). Since, by (A.7) in the appendix, P = av/ax1i , one

has a tighter bound; namely, Iav/axI _ K(l+lxl) for y. e A.

The bound on the second derivative of v(t,x) is proven in a similar

way. Indeed, for any function f, let

' f(x+a) + f(x-a) - af(x)
A f(x) 2

a 2
a

repeating the arguments above, one has:
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a A S(x,t) < -J(; +a,T)-J( x-a,T) + 2J(x ,T)

< IJ(;X+a,T)-J(j ,T) + J(x-a,T)-SJ( ,T) I

<a2 i/ln(qo(x)a(x))| + a 2|Aah(; )YTI

2 a Cr 2+1 2 2)) sds

+ T rs a 2 Aa(h' 2 (' 2()) xsds

+. Iysjla 2 A la(f()h)(')) Ixsds

0 a P+ J2a2(A h2(*)) I;x ds

O a

* ipsa2(pa ~ ('))I; s ds

+ 2aa2IA f(*)ixs ds

+ 2 2ya2 a(h'(. )2 (.)) II1xs ds

and we deduce that 2 S(xt) { K(1+Ix1 2 ) on A. Again, the same bounds hold
ax
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for v(t,x) by the boundedness of derivatives of f(')/o2(').

[]

Finally, we prove three additional lemmas, which are needed for the

stochastic gradient representation.

Lemma 3.4. In Cases A, B, C, a classical solution to the following equation

exists in the strip [0,v] x R for each ea H, [ul111, 2 = 1 and y. e A:

(t, = _ ) 2 av(t,x) ap(t,x) _ h(x)¥'(t); 0o(X) = 0. (3.13)
at ax ax

This solution is unique as a classical solution. Moreover,

Ip(t,x)l < K xl , La-p(tx)l ' K Ix1P. VY e A (3.14)

for some K[g and P < -, independent of y. e A. Finally,

co

EA I Iti (t,x)>[K < -
i=1

where g (t,x) denotes the solution of (3.13) with Vi substituted instead of

y and ¥i is a complete orthonormal basis of H.

Proof. We use again the method of characteristics: The characteristic curve

XX(t) for (3.13) satisfies
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dX(t) 2 av(t,X(t))
dt -C(x(t)) aX(O) = x (3.15)dt 8x

since 2v is locally Lipshitz, and x (t,x)[ < K(l+lxI), a solution to

(3.15) exists in [O,X] x R, and IX(t)I < K(l+IxI). Moreover, defining q =

aX(t)/ax, one has

_ _ 8 .av 2dj = 2(x(t)) d 2 (tX(t))q _ v (tX(t) Ox ¢2(X(t))4; { (0) = 1dt X2 X ax

a2v
and therefore, due to our bound on a , a(t) > 0 for all t [0,i] which

ax

implies that X(t) is a diffeomorphism on [O,] x R -)R and therefore X(t) is

a characteristic curve and a classical solution to (3.13) exists. Moreover,

the bounds (3.14) follow easily from the method of characteristics exactly

as in lemma 3.3 above.

Finally, invoking the characteristic representation of the appendix,

one finds that, for the system (3.13)
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P = Pv (X,t) - h'(X)io; P(O) = 0 (3.17a)

Ui - Pv (X) + qt = PVx(X) - H(X,t,P) + H(X,0,0) (3.17b)

= PV (X) - PV (X) -h(X)t

= -h(x)k , U i(0) =

Therefore,

t
Ui (t,x) = -h(X(x,s),s)(s)ds (3.18)

where Ih(X(x,s)I < KIX(x,s)I; since, for each x, fIh2 (X(x,s) )ds < ~, (3.18)

states that U. (t,x) is the projection of -h(X(x,s),s) in the direction

Yi(s). By our bounds on X we therefore get

-1 (tX xt)) 2 < JIIh 2 (X(X-(,t),s)Ids K 

i=-1 1

with the same K for all y. e A. The lemma is proved.

Lemma 3.5. Let v; denote the solution of Eq. (1.7) with Yt + syt

substituted instead of Vt. Then, for y. e A and I y I < 1, and for a small

enough 8,
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IV - v'l < sKg(1 + IxI) (3.21)

(v - va)I < eK(1 + lxI). (3.22)

where Kv is independent of y. e A.

Proof: ne = v - v8 satisfies the following equation:

Oan (t,x) = 2 /v; (t,x) a(tx)
an(tx) = -_ (x) [av(tx) + ] + h(x) O.

at 2 ax ax Ox 

The characteristic method and corollary Al of the appendix may be applied

here to yield the conclusion. We omit the details.

Define now

v(t,x) - v (t,x)
m8(t,x) = -- (t,x).VI8

We have then

Lemma 3.6. m(tx) 0. Moreover, E (t,x)IIK)n < 

Proof: m8(t,x) is the solution to the following equation:
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am8 (t,x) 2 t) am (t,x)
u _ (x) (t, + x)

at 2 ax Ax ax

+ 2 ava((t,x) +
a (x) :aV(t x)F.
o2 ( x , ~.av t~x ]*aj~ m;(Ox) - 0.2 ax : ax

The assertion follows now easily from Lemma 3.4, 3.5, again by the method of

characteristics and lemma Al of the appendix.

We conclude this section by combining the results of the above lemmas

to:

Theorem 3.1: Dyv(t,x) exists and satisfies Eq. (3.13). Moreover Dv(t,x) is

a HS operator H --K. Finally, |IDl|IDv(t,x) 12SI 12 < O

Proof: The existence of Div(t,x) follows directly from Lemma 3.6. The

existence of Dv(t,x) then follows from the bound on its HS norm presented in

Lemma 3.4. We have therefore only to prove the last statement of the

theorem, i.e. we have to show that

E DG D V(x't)lI2 < x

ijfor a complete orthonormal basis 

for a complete orthonormal basis (Yi) . However, let DDv(xt), then

satisfies
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i i
dil a_ a t a0
dt= .[ a-] aJ j ( (tx)) [Wi t (t,x)]. (3.19)at ax - ~ ( ~vj ax i

Note that we have

a6a IL (t,x) = Jk (x,s)y (s)ds - fj(t,x) (3.20)

for some uniformly (w.r.t. t) bounded kernel ky(x,s) (and, therefore,

yj|pj(t~x)12 < Go, uniformly in [0,i]). Therefore, exactly as in the

derivation of (3.18) one has

qj. = y(x,s) i(s,x)Pj(s,x)ds

with, again, ky(xws) being a bounded kernel. Therefore,

II.l iI2 <K t i(s.x) 1 (sx) 11ds < 2tll2i(t,x) 12 ll j(tx)112
ij

where IIi(t,x) i denotes the supremum (over t) of IlPi(t,x) IIK which

exists due to the uniform boundedness of Jiljf3(tx)j |. One concludes

therefore that

IIJ11i2 <
i,j
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and the theorem is proved.

Remarks: (1) Actually, Theorem 3.1 is nothing but the extension of the

usual rules of Frechet derivation to the case at hand: indeed, substituting

the Frechet derivative of (a/8X)2 in equation (1.7) would yield the correct

expression for Dy((av/aX)2 ).

(2) The last part of the theorem is not needed in the sequel, due to

the results of [16]. However, since it yields somewhat stronger

information, it is given here for the sake of completeness.
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4. A SUiOWH'ESS CONDITION

In this section, we derive a smoothness criterion for those solutions

of (1.6) which are the value function of the optimal control problem (1.4).

By Lemma 2.1(c), a sufficient condition for a density of (1.6) to exist

w.r.t. cyclinder sets on a set A with p(A) > 0 is that

Va e K, (D u,a) (4.1)a.
i=1

where a i is an orthonormal basis for H and the scalar product in (4.1) is

taken in K. See also [5] for a discussion of this point.

Throughout, we assume Cases A, B, or C, so that v(t,x) is Ca w.r.t. x

and possesses an Itd representation in some strip [0,v]xR for y. a A with

g(A) > 0. We need the following definitions:

Definition 4.1. 1 will denote the space of functions f(t,x) which are Cc

w.r.t. x and possess an Ito representation, i.e., for f(t,x) e

f(t,x) = t(dRf(s,x))ds + I(df(s,x))dys (4.2)

Definition 4.2. Let the operator Lt be defined as

t a 2 av(t,x) a
L = (x) ax 8 X

v Definex axthe set t of functions ftx as follows:

Define the set gv(t) of functions f(t,x) as follows:
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(a) Lth(x) e v(t),

(b) if f(t,x) 8 Iv(t), so does Ltf(t,x) + dRf(t,x),

(c) if f(t,x) a v(t), so does dIf(t,x).

Definition 4.2 is a reminiscent of the usual definition of Lie brackets of

time invariant operators. Indeed, had not v(t,x) been time varying, one

could have considered Ltf(x) as

2 a2
(d2 (x) a2) a f(x)a]

ax

where a denotes a Frechet derivation. The inclusion of time varying

operators leads to (b) and (c).

We are ready now to state our main result:

Theorem 4.1: Assume that §V(t)lt=0 is dense in K. Then, v(x,t) possesses a

density w.r.t. to cylinder sets on A (for t e [O,·]), i.e. no finite

dimensional solution exists for problem (1.4).

Proof: Let p(t,s): K n Cl(R) ->K n C1 (R) satisfy:

d av a
dt (p(ts) o a) = - - (t,x) a-- ((t,s) o a); 0(s,s)(a) = a (4.3)

for all a e K. One should consider (4.3) as a definition of P(t,s). Note

that a solution to (4.3) exists, again by the method of characteristics, for

each a 8 T n C1 (R). It is straightforward to check that the solution of Eq.

(3.13) is, for each a 8 H,
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D av(t,x) = J [0(t,s) o (h(x)a'(s))]ds, (4.4)

and v(t,x) will possess a density w.r.t. cylinder sets on A (for t a [0, ])

if X(Da v(t,x),a)2 > 0, Va a K. Assume the contrary, i.e. assume that
1 1

3a 8 K s.t. ua a H (D v(t,x),a) = 0 (4.5)

However, by (4.4) one has:

0 = (D u,a) = ((t,s) o h(x)a' ,a)ds
a s

= (((t,) o h(x),a)ads (t < ).

Therefore, ((ts) o h(x),a) = O in Moreover, for t, one has

Therefore, (O(t,s) o h(x),a) = 0 in [0,d]. Moreover, for s _( t, one has

(0(t,s) o h(x),a) = -(h(x), 0 *(t,s) o a) (4.6)

where 0 *(t,s) is the adjoint of P(t,s), and satisfies the equation:

d(p*(t,s)oa) a(o*(t,s)oa) av(s,x)
ds ax . . (

dsExpanding the r of (4.7)(t,t) o a = a).ha7)

Expanding the r.h.s. of (4.7), one has
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-(h(x),*(ts) o a) = -(h(x),o*(t,0) o a) - XI0 o aa dr

(4.8)

and therefore, one has again tr e [0,t], 0 = tr) o a]. Using

the same procedure over and over and the fact that v(x) e C(RX) and that all

the coefficients involved are Cc(R) by assumption, one concludes that for

each 6 8e (r),

(8(r,x), 0*(t,r) o a) = 0. (4.9)

Taking r = 0 and noting that P (t,0) o a # 0 on A where 0 denotes the

facntion whose value is zero everywhere (by the characteristics method and

the fact that 0 *(t,t) o a = a), one has a contradiction to the fact that

@v(t) lt= is dense in K, and the proof is complete.

Remark. As pointed out by Ocone, the explicit computation of the condition

on the span of §vjt=0 is usually difficult to check out. (The cases where

the infinite dimensionality is easy to check, e.g. h(x) = x3 or f(x) a high

order polynomial, do not satisfy the technical assumptions (A.1) - (A.6) or

the growth conditions imposed by Cases A, B, C.) The following corollary of

Theorem 4.1 is an example of the kind of results one may expect.

Corollary 4.1. Assume that there exists an no > 1 s.t., for all n > no ,

h ( ( x ) e L2 . (4.10a)
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The support of H (w) is (up to a set of measure zero) all of R.(4.10b)
o

+5~2/4]5 > o s.t. H ( )e is bounded (4.10c)
0

L (n) (n)where H (W) = F(hn(x)) is the Fourier transform of h (x).n

Then 4v(t) t=O is dense in K and no finite dimensional solution exists

to the MAP problem.

Proof. We will prove that {h(n)(x)), n>n0 , which is easily checked to

belong to (v(t)lt=o' spans i. Indeed, assume the contrary. Then

(3g a K) s.t. Vh - n, h(n) (x)g(x)ex /dx = 0. (4.11)

(n) 2 -x 2
Since h ) (x) e L and g(x)ex L , (4.11) is a statement in L2, which

8n) 2
means that {h( )()nW n does not span L , either. Therefore, working on

Fournier space, one has

]G # 0 a L s.t. V n d= 0. (4.12)

n-n 0
However, H () = (jw) H n(). Rewriting (4.12), one hasn O0
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]G # 0 e K s t. (Vu > n ) I [ Wne( /4)(1 )][ ) d = O0
- we (oo)e2 4[ G(o))]e -2 2 dwR 0

2 (2 /4) (4.13)
where G(W) = G(w)e / 4 By (4.10a), [H (W)e G(W)] a K. Since, for

no

1>8>0, one may easily check that w e(2 /4)(1) spans K, (4.13) implies that

(w2/4)6
(I ()e /4)G()) = 0 a.e., which is clearly a contradiction to (4.10b).

Hence, the corollary is proved.
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Appendix

In this appendix, we bring a short exposition of the classical method

of characteristics as needed in section 3. The exposition follows the

concise exposition in [8, section 1.2]. Another more complete reference is

[13].

Let H(x,t,p) be C1 in x, C1 in p, and further assume that for fixed

x,p, dH(x,t,p) exists in the Ito sense. Also, let p(x) be a C1 function.

Define

X'(t) = (X,t,P), X(O) = x (A.la)ap

P'(t) = - aH (X,t,P), P(O) = Dp(x) (A.lb)1x

U'(t) = P a -(X,t,P) + qt. U(O) = p(x) (A.lc)
ap

dqt = -dtH(X,t,P), q0 = -H(x,O,Do(x)) (A.ld)

where dtH(X,t,P) denotes the Ito differential of H with X,P fixed. We have

then:

Lemma 1: Assume that for some strip [O,i], (A.la) and (A.lb) define a

C1 diffeomorphism x -)X(t,x). Then

u(x,t) = U(-l (x,t) (A.2)

is a solution of
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u t + H(x,t,u ) = O; u(O,x) = O(x) (A.3)

for all te[0,O).

Proof. First, note that by our construction,

E = qt + H(X,t,P) = 0 Vt a [0,T], xsC (A.4)

aPsince dE = dqt + dtH + H dt +H dtx at pat

= (H H - H H )dt = 0, E(x,O) = H(x,0,Do(x))-H(x,O,h,Do(x) = 0xp px

E a E aU
Therefore, one also has- = a- = 0. Next, we compute -- : By (A.lc),

we have

U(X-l(x,t),t) = (Xl1 (x,t),0) + t P(s,X-l(t,x)) 4 (X(s,X l(t,x))ds + Jqsds

= U(X-l(x,t),O) + P(t,X (t,x))x - P(O,X (t,x))-l(t,x)

+ jqds + JIX(s,X -(t,x))H (X(s,Xl(t,x)), s, P(s,-l (t,x))ds (A.5)

One has therefore:
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aU -1 aP(t,X-1 (t,x)) aU(X-1 (,t),0) (A.6)
= p(tX-l (t'X)) + Ox Ox

ax aOx x

a (P(t,X-l(t,x)) + j aqsds + H aX Hds + dsax a x s ax x - 5 d

where we have omitted the arguments of several functions.

Note that Hx H= Hp OO also, =
Ox alsOx x ax 8ax Os ax

Substituting in (A.6), one has

U 1 -(tx)) P U(X 1 (x,t),O) 0 -1u= P(t -l(t, x)) + x aU(PO .X (t,x))
a ex ax C1 ax

+ JO 0 ds J0( X + ( X)ds
0 -5~ ds -0

PP(t,X-l(t,x)) + x aP + aU(x-(xt),o) _ (P X- (t,x))
t=, x Ox O x Ox

8P -1 aP-
aP + (xt) I = P(tX1(t,x)) (A.7)
Ox Ox

Where the last equality follows from the boundary conditions of (A.lb) and

(A.lc).

In order to prove the lemma, it is therefore enough to check that
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aU + H(X- l(t,x), t, P(t,x (t,x)) = 0 (A.8)
at

The computation is similar to the above and therefore ommitted. [ ]

Remarks 1): From the above characterization of u(x,t), it is easy to see

that if the boundary data and the Hamiltonian in (A.3) are Cc w.r.t. the

space variable x, and if the map x -)X(t,x) is CD in xsR, so is the solution

u(t,x).

2): C2 solutions (in the space variable) of the Hamilton-Jacobi equation

(A.3) are unique, as long as they exist everywhere, i.e. as long as x --

X(t,x) is a diffeomorphism. For a general proof, c.f. [13, pg. 59,

theorem]. An alternative proof, at least for convex (w.r.t. p) Hamiltonians

would proceed as follows: To the Hamilton-Jacobi equation there corresponds

a control problem (c.f. e.g., [8, pg. 27] or [14]). Whenever, the solution

of the H-J equation is C1, it is the value function of the control problem

and therefore unique. For details, c.f. [14], [15].

3): We can prove the following corollary, whch turns out to be useful in

lemmas (3.4), (3.5), (3.6):

Corollary Al: Assume one has H(X,t,P) = Pf(t,x) + g(t,x) where f(t,x) and

g(t,x) satisfy
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If(t,x)I < K (lxl + 1), Ig(t,x)I • K (Ixla+l, f(t,x) > -13(1+1|12 (A.9)

Moreover, assume that 0(x) = 0. Then

Iu(tx) i < K2(1x1a + 1) (A.10)

for some K independent of K2, in some strip [O,v]xR.

Pf. Applying Lemma 1, one has

IUx(t) -< 1i(o) + J[*(s)dsl < Klig(t,x) -< K2(1+l1 la (A.11)

By our bound on fx, there exists a strip where X(x,t) is a diffeomorphism.

In this strip, i = f(t,x) yields that [X(x,t)I< L K(xl+l) substituting in

(A.1) one get (A.10).


