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0. Introduction:

Second order subelliptic operators have been the subject of a

considerable amount of research in recent years. Starting with

the paper [R-S] by L. Rothschild and E. Stein, in which the sharp

form of Hormander's famous subellipticity theorem is proved, and

continuing through the work of C. Fefferman and D. Phong [F] and

A. Sanchez-Calle [S], it has become increasingly clear that

precise regularity estimates for these operators depend intimately

on the geometry associated with the operator under consideration.

For example, if the operator L is written as the sum of squares of

vector fields V ).....Vd e Cb(I ;N) and one defines d(x,y) to be

the {V1,...,Vd}-control distance between x and y (cf. section 1)),

then, under a suitably uniform version of Hormander's condition

(cf. (3.14) in section 3)), one can show that the fundamental

solution p(t,x,y) to the Cauchy initial value problem for atu = Lu

satisfies an estimate of the form:

1 exp[-Md(x'y)2/t]

(0.1) MIB(x't 1)2 )t
M 2

< p(txy) < 1/ cxp[-d(x,y)2/Mt]

for all (t,x,y) E (O,l]xRNx N, where Bd(xr) E {y E EN:

d(x,y) < r}. (This estimate was first derived by Sanchez [S] for

1/2
t E (0,1] and x and y satisfying d(x,y) < t More recently, it

was extended to (t,x,y) E (O,l]xR NxR N with d(x,y) < 1 by D.

Jerison and Sanchez [J-S]: and, at about the same time, it was

proved for general x and y by the present authors [K-S,III].)
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What (0.1) makes clear is that the local regularity (which is

determined by the way in which p(t,x,y) tends to 6 as t1O) of
x-y

solutions to equations involving L is inextricably tied to the

"differential geometry" for which d(x,y) is the "geodesic

distance." In particular, as is shown in [K-S,III], (0.1) leads

very quickly to a quantitative Harnack's principle, in terms of

the balls Bd(x,r), for non-negative solutions to atu + Lu = 0.

(At least for non-negative solutions to Lu = 0, the same Harnack's

principle was derived at the same time by D. Jerison [J]. His

proof is based on a Poincare inequality, which can also be derived

as a consequence of (0.1).) In a related direction, Fefferman and

Phong [F] have further strengthened the connection between local

regulartity and intrinsic geometry by showing that, even when L

cannot be written as the sum of squares of vector fields, precise

subellipticity results are tied to the size relationship between

the balls Bd(x,r) and Euclidean balls.

As much as the results cited above say about the local

regularity theory of equations involving the operator L, they say

very little about global behavior. Based on probabilistic

intuition, coming from the central limit theorem, one suspects

that, at least when the operator L is symmetric, the detailed

geometry should get blurred as time evolves, with the result that

p(t,x,y) should look increasing like a standard heat (i.e.

Weirstrass) kernel for large time. This suspicion is further

confirmed if one believes that (0.1) persists even when t E [1,0),

since d(x,y) is commensurate with the Euclidean distance for x and
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y which are far away from one another. However, the techniques

used in the papers cited above give no hint how one might go about

checking the validity of this suspicion.

The main purpose of the present article is to obtain bounds,

from above and below, on p(t,x,y), t E [1,0), in terms of standard

heat kernels (cf. Theorem (3.9) and Corollary (3.13) below). (In

other words, (0.1) does continue to hold for t e [1,m).) These

estimates are based on comparison principles and are therefore

much less delicate than the short time results like (0.1). For

instance, they are proved under much less stringent smoothness

requirements on the coefficients. In this sense they are

reminiscent of the classical results proved by D. Aronson [A] in

the uniformly elliptic setting; and, in fact, our methodology here

is derived from the approach used in [F-S,2] to get Aronson's

estimates.

Once we have the estimates mentioned above, we apply them in

the concluding section, to prove a "large scale" Harnack's

principle for non-negative solutions to Lu = O. Again the

mehtodology is similar to that developed in earlier articles, in

particular [F-S,1] and [F-S,2].
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1. Preliminary Results:
2 N N N

Let a e Cb(RN ;R R ) a symmetric, non-negative definite

matrix-valued function. Denote by 2 the divergence form operator

v-av (i.e. Tu is defined for u E C 2(RN ) by !u(x)
0

N

= [ax (aiJa u)](x)). Then it is an easy consequence of

i,j=l i

standard diffusion theory that there is a unique transition

probability function P(t,x.-) on EN such that the associated

Markov semigroup {Pt: t > O} satisfies Ptv(x) - f(x) =

E[Pst(f](x)ds for all f E C (R ). In addition, one can check that

{Pt: t > O} is symmetric in L2 (RN) in the sense that (,Pt) =

(',P3 tP) (when there is no danger of confusion, we will use (',*)

to denote the L2(RN)-inner product) for all q, E Co(RN). In

particular, Lebesgue measure on RN is ({P: t > O0-invariant and so

IIP 11 < 1 (i.e. IIP p11 ( Ilbpl I p E C (R ) where 11*ll denotestq q q t q q 0 q

the Lq(IRN)-norm) for each q E [1,w). Moreover, it is clear that

each Pt admits a unique extention Pt as a self-adjoint,

non-negativity preserving contraction on L2 (R N ) and that {Pt: t >

O} is a strongly continuous semigroup on L2(NR). Finally, let

{E : X e [0X,)} denote the resolution of the identity determined

by {Pt: t > O} (i.e. Pt = e XtdEx, t > 0) and set A = 5 XdE.

Clearly -A is the generator of {Pt: t > O}, and it is not hard to

check that -A is the Friedrich's extention of T.

When discussing the semigroup {Pt: t > O}, an important role
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is played by the Dirichlet form g given by e(f,f) = f Xd(Exf.f) E

[o,-)
[0,-] for f E L2(IN). Clearly, &(C,) = PvT-avfdx for 1 e C1(RN )

and it is not hard to see that & is just the closure of its

restriction to C (NR). In order to exploit the special properties

of e resulting from its connection with a Markov transition

probability function, we note first that t )(f - Ptf,f) is a

limnon-dereasing function of t > 0 and that g(f,f) = t(f - Pff)

and conclude from this that

(1.1) (fOf) = xN tdxxdy)

where m is the measure on RNxRN given by mt(dxxdy) =
-t 

P(t,x,dy)m(dy). In particular, (1.1) brings out the basic

property of Dirichlet forms, namely: t(Iflifl) • g(f,f).

Set rM() = 1I vP-avP It1 for * e C (R ); and, for x,y E ,

define D(x,y) = sup{J|(y) - +o(x)l: r(p}) < 1). The following

result contains special cases of Theorem (3.25) and Corollary

(3.28) in [C-K-S] (cf. also section 5) of that article).

(1.2) Theorem: Assume that there exist A E (0,0), v E (0,m), and

6 E (0,o) such that:

(. f2+4vu 2 4/v 2 N)(1.3) 1f12+ 4/ < A(9(f,f) + 811f1 2 )1lfl f E L (JR)2 2 1

or, equivalently (cf. Theorem (2.1) in [C-K-S]), that there is a B

E (0,o) such that

t Be It , t > 0.(1.4) IIPtH 1 ,v Beatitv/2 t > 0

Then, P(t,x,dy) = p(t,x,y)dy and there is a C E (0,o), depending

only on v, such that for each p E (0,1] and all (t,x) E (O,o)xRN:
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(1.5) p(t,x,-) < C(A/pt) /2eP6texp[-D(x-.)2/(l+p)t] a.e.

Moreover, if, in addition to (1.3) or (1.4), one has for some i E

(Ov], either that

(1.6) lfll2+4/ < A9(f,f)llfl1l4/ for f E L2 ( N) with &(ff) < Ilfll 2

or equivalently (cf. Theorem (2.9) in [C-K-S]) that

(1.7) IIP -I1 B/t"/2 for t e [1.o)

for some B E (0,o), then, for each p E (0,1]:

C(pt) /2exp[-D(x,-)2/(l+p)t]., t E (0,1]
Cl.8) P~t.x.' ) 2

C(pt) /2exp[-D(x,-) /(l+p)t], t E [1,o),

a.e., where C C (0,-) depends only on A or B, W and v.

(1.9) Remark: It should be obvious that (1.4) is equivalent to

both

v/2
(1.4') ! IItll 1 < • B'/(tAl) , t > 0,

and

(1.4'') IIPtll1 , B'/t / 2 t e (O 1]

where B' = Be6 Also, if any one of (13) or the various forms of

(1.4) holds and if (t,x,y) E (O,o)xRNx N- -p(t,x,y) is continuous,

then it follows from (1.5) that:

lim 2 N
(1.10) lt1$O tlog(p(t,x.y)) < -D(x,y)2 /4, x,y C RN

In addition to the preceding, we will also need the following

variant of Corollary (4.9) in [C-K-S].

(1.11) Theorem: Assume that P(t,x,dy) = p(t,x,y)dy, where

(t.x,y) E (O.,)xRNxRN )p(t,x,y) E [0,o) is continuous. Further,

assume that there exist e > 0 , r > O. B E (0,), and T E (0,1]

such that e i p(T,-,*) • B on {(x,y) E NxRN: Ix - y[ < r}. Then

there is a C E (0,o), depending only on N, B, e, and r, such that
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(1.12) p(t,x,y) < C / t 2 (t,x,y) e [1, )xNxR .

In particular, if, in addition, either e satisfies (1.3) or

(Pt: t > O} satisfies (1.4) for some v E [N,o), then there is a C,

depending only on A or B, N, v, e, and r, such that

(1.13) p(tx.y) < C(pt)- /2exp[-D(x,y)2/(l+p)t], t E (0,1.]
(1.13) p(tx.y) < -N/2 2

C(pt) -N/2exp[-D(x,y) /(l+p)t], t e [1,-),

for each p E (0,1].

Proof: Clearly the second assertion follows immediately from

the first when combined with the second part of Theorem (1.2).

To prove the first part, choose p E C (B(O,r))+ so that p = e
0

on B(O,r/2). Then, p(T,x,y) 2 p(x - y) for all x,y E RN; and

there is an a' > 0 (depending only on N, r, and a) such that

f(1 - cos(f-y))p(y)dy 2 e' iif2 for f E RN with Ifl • 1. Now

taking r(x,y) = p(T,x,y) in Corollary (4.9) of CC-K-S], we

N/2
conclude that p(nT,x,y) < C'/n / , for some C' E (0,'), depending

only on N, B, r, and e, and all n 2 1. Hence, if nT < t < (n+l)T,

then

p(t,x,y) = Jp(nT,x,f)P(t-nT,y,df) < C'/nN/2 ~ C/tN/2

for some C E (0,0) having the required dependence. Q.E.D.

We next turn to a primative version of the large deviation

theory for the short time behavior of diffusions. Throughout this

discussion, the function a:IR N - NRN will be as above, b:R NN- N

is a bounded uniformly Lipschitz continuous function, and L is the



N N

operator aij(x)a 8ax + bi(x)8x . Then there is a unique

i,j=l i J i=1

transition probability function Q(t,x,-) on IRN such that the

associated semigroup {Qt: t > O} satisfies

Qt(x) = ) p + [QsLP](x)ds, (t,x) E (O,-)xRN,

cc N
for all ~ E C o( ). In order to study Q(t,x,-), we introduce the

Ito stochastic integral equations

X 'h(tx) = x + a o(xe h(s,x))dp(s) +

rt

JO[ 2b(Xh' (s.x))+a(xe'h(s.x))h(s)]ds, t > o,

where e E (0,1], a:IRN -- RN@d is a uniformly Lipschitz continuous

d

function satisfying 2au = Zkajk for some d EZ+ (i.e. 2a = aat)

k=1

h C H - {h C C([O,);R d): h(O) = 0 and h E L 2([0.);R )}, and p(o)

is a R d-valued Brownian motion on some filtered probability space

(Q,gtP). If X 6 (-,x) - Xe'O(.,x), then Q(t,x,-) = Po(X 1 (t,x))- 1,

Po(X(,x))- 1 = Po(X (e2-,x))) and

dPo(xah1x - 1 =R,h
dPo(X e'(1,x)) R-6h

dPo(X (l.x))

exp L30 h(s)-dp(s) 2- 2 I(s) 2ds].

In particular, for all r E ¢ (the Borel field over N ) and any q E

(1, o):

P(Xe h(l,x) E r) = E [R6h X1 (6e x) r]

< exp[(q-l)llhl 2/2e2]Q(e2 .xrf)/
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where IlhllH 2 h11d11 2d and q' is the Holder conjugate of q.h ! L L2([O.m);[d

Hence, for all q E (1,·) and h E H:

(1.14) Q( x,) > exp[-qllhll /22]p(x h(lx ) E )q

Next, given h E H. define Yh(-,x) by

yh(t,x) = x + a(Y (s,x))h(s)ds, t > O.

and set A6,h(. x) = X'h(-,x) - Yh(-,x). Then

A h(t,x) = eI a(X'h(s,x))dp(s) + a2 b(X'h(sx))ds

rt
+ J [a(X6'h(sx)) - a(yh(sx))]A(s)ds.

In particular, there is a K E (0,'), depending only on the upper

bounds on a and b and the Lipschitz constant for a, such that
rt eh 21, 2 2EP[ A h(1,x)2] < Ke2exp[KlihlIH]; and this, together with (1.14),

yields

Q(t,x,B(Y(1,h),r)

(1.15) q.
( 11 - (Ktexp[KIIhllH]/r2)A1] exp[-qllhllU/2t]

for all q E (1,), r E (0,1], and t e (0,1].

Finally, we define d(xy) for xy E RN as inf{21/2 lhllH: h e H

and Yh(l,x) = y} (- X if no such h exists).

(1.16) Remark: It is easy to check that the value of d(x,y) does

not depend on the particular choice of Lipschitz continuous a

t 1/2satisfying 2a = aa t In particular, we can take a = (2a) , in

which case the Lipschitz constant of a can be bounded in terms of

the Cb-norm of a. In addition, it is obvious that D(x,y) •
d(x,y). What is less trivial, but is nonetheless not very

difficult, is the fact that
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(1.17) d(x,y) = D(x,y)

if d(x,-) is continuous at y (cf. Lemma (5.43) in [C-K-S]).

The following result is an essentially immediate consequence

of the preceding discussion.

(1.18) Lemma: For each R C (O,0) there is a 7 C (0,1), depending

only on R, the upper bounds on a and b, and the Lipschitz constant

for a, such that

(1.19) Q(t,x,B(y,r)) > 2- q exp[-qd(x,y)2 /4t]

for all q e (1,o), r C (0,1], and (t,x,y) e (0,7r2]xRNxRN with

Ix - yj • R.

(1.20) Remark: Although it is not in the direction in which we

are headed. we note the following complement to the remark (1.9).

Namely, suppose that Q(t,x,dy) = q(t,x,y)dy where (t,x,y) C

(0,o)xRNxRN -- :q(t,x,y) e [0,0) is continuous. Further. assume

that

(1.21) lim tlog inf{q(t,x,y): ly - x| • Kt 1/2}] = 0

for each K e (0,o). Then the preceding line of reasoning leads

quickly to

(1.22) lim tlog(q(t,xy)) 2 -d(x,y)2 /4, x,y C RN.

Indeed, given x,y eC N with d(x,y) < o, choose 7 and T from (0,1)

so that Q(t,x,B(y,(t/7)1/2) Ž 2-q exp[-qd(x,y)2 /4t] for all q C

(1,.) and t C (O,T]. Then, for any p C (0,1),

q(t,x,y) I q(pt.f,y)Q((l-p)txdf);
B(y,(t/7) 1/2

and so, by (1.22),



lim 2
tSO tlog(q(t,x,y)) > -qd(x.y) /4(1-p)

for all q E (1,-) and p E (0,1). In particular, in the case when

L = 2 (and therefore q(t,x,y) = p(t,x,y)) and remark (1.9)

applies, we have

2 lim
-d(x,y) 2/4 < tiO tlog(p(t,x,y))

(1.23) lim 2
t< o tlog(p(t,xy)) < -D(xy)2/4.

Thus, when, in addition, d(x,-) is continuous at y:

(1.24) tOm tlog(p(t,xy)) -d(x,y)2/4.

Since the uniform Hormander condition in (3.14) below implies both

(0.1) as well as (3.23), it follows immediately that (1.24) holds

whenever (3.14) is satisfied. This observation is the subject of

articles by R. Leandre announced in [L]

(1.25) Theorem: Assume that there is an R E (O,) such that

d(x,y) < R whenever ly - xl < 1. Then, for each r E (0,1] there

exists an a = a(r) e (0,1), depending only on R, the upper bounds

on a and b, and the Lipschitz constant for a, such that

(1.26) Q(t,x,B(y,r)) 2 aexp[-d(x,y) 2/at], (t,x,y) E (0,2]xR NxN .

In particular, if, in addition, Q(t,x,dy) = q(t,x,y)dy where

(t,x,y)----q(t,x,y) is continous, and if there is an e > 0 with the

property that q(1/2,x,y) 2 e whenever ly - xl < e, then there is a

7 E (0,1), depending only on e and a(e), such that

(1.27) q(tx,y) > -exp[-Jy - X12/_t], (t,x,y) E [1,2]xRNxR N .

Proof: Let r E (0,1/4) be given. Then, by (1.19) with
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q = 2, we know that T E (0,1] can be chosen so that

Q(t,x,B(y,r/2)) > exp[-d(x,y)2/2t]/4 for all t E (O,T] and ly - xi

< 1. Hence, if ly - xl < r/2, then Q(t,x,B(y,r)) 2

Q(t,x,B(x,r/2)) > 1/4 for all t E (O,T]. On the other hand, if t

E (O,T] and r/2 < ly - xi < 1, then Q(t,x,B(y,r)) >

exp[-d(x,y) 2/2t]/4 > exp[-2R21y - x12/r2t]/4. Finally, if [y - x|

> 1, let n be the smallest integer exceeding 41y - xl and set x =

n-m m
nm x + - and B = B(x ,r) for 0 < m < n; and, given t E (O,T],n nY m m

set T = t/n. Then

Q(t,x,B(y,r)) > J Q(T,x,f 1 )Q(rfl,d 2)--Q(rT ,B(y,r))
Blx---xB

Since !fm+1 - fmI < 1 for all 0 < m < n, it follows from this that

Q(t,x,B(y,r)) >2 exp[-nR2/t]/4] exp[-n2R2/t]/16. Thus, we have

now proved that (1.26) holds for all t E (O,T]. To extend the

estimate to all t E (0,2], suppose that t E (T,2] and let n be the

smallest integer for which t/n C (O,T]. Then, by (1.26) for T's

in (O,T].,

Q(t,xB(y,r)) > Q(r,x,dfl)Q(T,f1 ,dff 2 ) n 1Q(,f n- 1 B(yr))
B(x,r)n_ 1

2 (aexp[-nr2/at]] aexp[-(r + |y - xl) 2 /at].

Hence, since n • 2/T + 1, we can now adjust a so that (1.26) holds

for all t E (0,2].

Finally, to prove (1.27), set a = a(e). Then, by (1.26),

q(t,x,y) > f q(t/2,f,y)Q(t/2,x,df) > eaexp[-21y - xl/at]

B(y,e)

for all (t,xy) E [1,2]xNR xIR Q.E.D.

~ras... .Q.E.D.----------------- 



-13-

2. A Spectral Gap Estimate:

Let a and V be as in section 1), and define P(t,x,-),

{Pt: t > O}, etc. accordingly. Set w(x) = exp[-2(1 + jxj2 )1 /2 ]

and use w to also denote the measure w(dx) = w(x)dx. In this

section we will be studying the Dirichlet forms 9X, X E [1,}),

obtained by closing p E Co(RN) ) - v-axvq'd in L2(w) (the

L2-space of functions on IRN with respect to the weight w) where

ad-A) E a(X-). In fact, what we want to do is find conditions

which guarantee that there exists a K E (O,) with the property

that

2 2
(2.1) [If - Tfl2 g KhX(f,f) , f E L 2() and X E [1,0),

where f J fd/o(RN). We begin by showing that such a K exists

when a - I.

Note: In order to distinguish the case a _ I, we will use a

superscript "o" on quantities associated with it.

(2.2) Lemma: There is a K ° E (0,o) such that (2.1) holds for X°.

Proof: Obviously, what we have to do is show that if o =

[v-(cvp)]/ for ~ E C (NR) and if Ao denotes the Friedrich's

-o 2
extention of -2_ in L 2(), then 0 is a simple and isolated

eigenvalue of A. To this end, it is convenient to use the

unitary map U:L2(IRN ) L2(o) given by Uf _ f1/2 Indeed, since

{ jv(Up)j 2 d = { (1vP1 2 + V 2 )dx, where V E A(logl1/2), we see
MN ~N[RN IR

that A is unitarily equivalent to the Schrodinger operator -A + V

on L2 (R). Hence, the problem becomes that of showing that 0 is a

simple and isolated eigenvalue of -A + V.
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-0 1/2
First note that spec(-A + V) = spec(A° ) C [0,o) and that 1

is an eigenfunction for -A + V with eigenvalue 0. Hence, by

familiar reasoning, the fact that 0 = inf(spec(-A + V)) guarantees

that it must be a simple eigenvalue. In order to prove that 0 is

an isolated eigenvalue, note that V Cb(R N) and that V - 1 tends

to 0 at o. Hence, -A + V is obtained from -A + 1 by a relatively

compact perturbation; and.so spec(-A + V) can differ from

spec(-A + 1) = [1,) only by the addition of isolated eigenvalues.

In particular, this shows that 0 must be isolated. Q.E.D.

In considering more general a's, it is useful to observe that

(2.1) is equivalent to

(2.3) llf - fXI 2
2 KX2 (ff). X E [1.0) and f E L2 (X),

L (%,)

where w() = w(X), f = fd/= (N ) and _ is the Dirichlet

form obtained by closing ' e C(IR )-C. v-avfd in L2(u).

(2.4) Lemma: The transition probability function Px(t,x,-)

associated with i X satisfies

exp[-M(t + ly - xl)]P(t,x,-)

(2.5) • Px(t,x,-) • exp[-M(t + ly - xl)]P(tx,-),

where M depends only on the Cb - norm of a but not on either X

E [l,,) or (tx,y) (0,o)xR NxRN.

Proof: Define ,cp = [v-.(wXavp)]/ X = f'P + vW xav'p for 'p E

co N t 
C0(R ), and note that ,(ff) = (f,AXf) 2 2 f e O(A), where A.L~~ C ,wher

i~~~- }.2------------



2is the Friedrich's extention of -TX in L (oX). Next, set VX

VWX/wX, and note that God = [(d - VX)(X~o)]/w X. Hence, if

(Rt: t > O} is the semigroup determined by

Rt< = Pt - Pt-s(VXRSf)ds, t > O and p E Cb(R N)

and PP = [R t(oX)]/wX, t > 0 and EC b(RN), then ({P t > O} is

the unique Markov semigroup satisfying

P t = p + P(fqx)ds, t > 0 and 'p E Co( );

and as such, {Pt: t > O} is the Markov semigroup associated with

o'. Finally, note that Rh = t(y)R,(t,-,dy) where

exp[t(inf(V}))]P(t,x,'-) RX(tx,'-) exp[t(sup(V}))]P(t,x,').

Hence, if P?,(t,x,dy) [ow,(y)R(t,x,dy)]/ow(x), then Pt =

J(y)P(t,-,dy) and so Px(t,x.-) is the transition probability

function associated with 9&. In addition, it is clear from the

preceding representation of Px(t,x,-) that (2.5) holds with an M

having the required dependence. Q.E.D.

(2.9) Theorem: Assume that there exists an R > 0 such that d(x,y)

< R whenever ix - yIl 1. Also, assume that P(t,x,dy) =

p(t,x,y)dy where (t,x,y) e (O,-)xIR Nx N p--(t,x,y) is continuous

and p(1/2,xy) 2 e for some e > 0 and all x,y E NR with ix - yj

< e. Then there exists a K E (0,m), depending only on R, e, and

the C2 - norm of a, such that (2.1) holds.

Proof: We need only show that (2.3) holds for an appropriate

K. To this end, note that, by Lemma (2.2), (2.3) holds with K =

K° for O. Hence, using the spectral representation for the
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L2 (co)-semigroup determined by P°(t,x,-), one sees that

(2/2t) N (f(y) - f(x))2 P (t,x,dy)Gx(dx)

R NxIRN

> X2 (1 - exp[-t/(KO°X 2)])lf - X- 2II2
L 2 (wx)

for all X EC [1,) and t > O. At the same time,

& (f,f) > 1/ 2 J (f(y) - f(x)) Px(l,x.dy)wx(dx).
IR NxIR

Hence we will be done once we show that P(l1,x,-) >2 7P(t,x,-) for

some choice of t,r E (0,.1) depending only on R, a, and the Cb2-norm

of a. But, since P0 (t,x,dy) = (4rt)-N/2 exp[-ly - x1 2 /4t]dy, the

existence of such t and 7 is easily deduced from Lemma (2.4)

combined with Theorem (1.25). Q.E.D.

·- ~~- ~~s~------------ ~ ~ ~ ~ Q.E.D
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3. Long Time Estimates on the Fundamental Solution:

Our first goal in this section is to prove the following

result. Our proof is patterned on the method used in [F-S,2]

which, in turn, uses ideas introduced by J. Nash in his famous

paper [N].

(3.1) Theorem: Assume that there exist r, B, and K from (O,f)

such that

(3.2) P(t,x,B(x,rtl/2)) 2 1/2, (t,x) E [1/4,)xR N ,

(3.3) IIP 1 /411 - • B,

and (2.1) holds. Then there is an a e (O,1], depending only on r,

B, K, and the upper bound on a, such that

(3.4) PtP(O) 2 N/ 2 (y)dy, t E [1.-) and p E Co (B(O,rt1l 2 ))+

As a first step, we observe that (3.4) is equivalent to

(3.4') P 1 p(O) > a i(y)dy, X E [1,") and p e C (B(Or)),

where {P : t > O} is the semigroup associated with the transition
t

probability function Pxft,x,-) given by PX(t,x,F) = P(X2t,Xx,XF)

for (txr) e (O,)xRNx. We next set = v-(aXv) (recall that

a(- ) = a(X-)) and remark that {Pt: t' > O} is the only Markov

semigroup which satisfies Ph = + J P5 Z.pds, t e (O."), for all

e C(N). In particular, (t,x)C [O,T]xRN-- P p(x) is an element

12 N
of C b'2([O,T]xR N) for each T > 0 and

(3.5) atP t(x) = V[fPtt](x), (t,x) e (O,c)xl N,

for all e C o(RN) (cf. Theorem 3.2.4 in [S-V]).



(3.6) Lemma: There is a C c (O.-), depending only on r. N. B. K,

and the upper bound on a, such that

(3.7) log(P /29p]dw 2 -C f(y)dy, X E [l,o) and p E CE(B(O.r)).

Proof: Given X E [1,·), p E CO(B(Or))+ with (y)dy = 19

and 6 > 0, set u(t,x) = P '(x) + 6, v = log(u), and G(t) =

jv(t,y)w(dy)/w( N). Then, by (3.5), integration by parts, and

(2.1):

w(iN)G'(t) = fu(ty)[2u(t,-)](y)dy

=- v(log(o)).aNv(log(u(t,-)))dw + {v(v(t.-)).aXv(v(tl,))dw

2 -1/2 (log(i))-axv(log(i))du +1/2xi(v,v )

> -A + (1/2K)j(v(t,-) - G(t))2dw

where A E (O,0) depends only on the upper bound on a. Next, note
Chat the function C[e 2 +G(t) 
that )the function f E [e 2G(t)- )(log(f) - G(t))2/E is

non-increasing and that u(t,-) g B for t E [1/4,1/2]. Thus, if Ft

m{y E AN: u(t.y) 2 e2 +G(t)}, then

(NR )G'(t) 2 -A + (l og(B) t)) u(t,y)(dy)
t

for all t E [1/4,1/2]. At the same time,

1N iu(ty)(dy) 2 1 u(ty)w(dy) - e2+G(t)
W(R ) r t 1(R )

and, by (3.2),

u(ty)() P()(dy) (d) e 2 (1+ 4 r2)1/21 P
B(0,2r) B(0,2r)



=-2 (1+ 4 r2) 1/ 2 (* Pt) 2 N

B(0,2r) L (R )

=e (14r 2 ) I2 .p(x)P(X2 t,Xx,B(x,Xr))dx > L 2(4r 2 )/ 2

From this and the preceding, it is easy to see that there exist a

E (0,1] and M E (0,-), depending only on r, B , K, and A, such

that

2
G'(t) 2 7G(t) , t e [1/4,1/2],

so long as G(t) < -M for t C [1/4,1/2]. Since, in any case, G'(t)

2 -A/2(IR N), we therefore conclude that G(1/2) 2 -4/a if G(1/2) <

-M - A/w(R N). In other words, G(1/2) 2 -[(M + A/2/(IRN))V(4/7)].

Q.E.D.

Proof of (3.1): As we have said, it suffices to check (3.4')

with an a having the required dependence. To this end, let p e

Co (B(O,r)) with J p(y)dy =1 be given, and suppose that %P is a

second such function. Then, by (3.7) and Jensen's inequality:

log[(i ) i(,P,) 2 N = log W( i N)-(P/2,P/2)X2

log [(iN) - 1 (P1/2 )iP1/2)dW

(iR N) 1[ log(P 1 / 24)dw + log(P1/2X)d] Ž -2C/(R N)

for all X E C[1,). Hence, if a = (R N)exp[-2C/w(N )], then

(4,P 1P) 2 N 2 a. Finally, replace P by Pe e-N/2p(./e) and let

Q.E.D.

Before drawing conclusions from Theorem (3.1) it is useful to
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have the following simple observation.

(3.8) Lemma: Suppose that P(t,x.dy) = p(t.x.y)dy where (tx,y) E

(O,})xRNxRN --p(t,x,y) is continuous. If there exist a,r E (0,c)

such that p(t,x,y) > a/t N / 2 for all (t,x,y) E [l,})x NxMN with

ly - xl < rt1 / 2 then there is a p E (O,o), depending only on N,

a, r, such that

(3.9) p(t,xy) 2 (p/tN/2)exp[-Iy - x1 2 /pt]

for all (t,x,y) E [l,-)xRN x N with ly - xi < rt/4. If, in

addition, there is a T C(0,1 ] such that P(t,x,B(y,r)) 2

aexp[-ly - x12/at] for all (t,x,y) E (O,T]xRNxRN, then P E (0,o).

depending only on N, a, r, and T. can be chosen so that (3.9)

holds for all (t,x,y) E [2,)xINxRN.

Proof: First suppose that t E [1,0) and rt 1/2 < ly - xI <

rt/4, and let n be the smallest integer which exceeds

91y - x12/r 2t. Clearly 9y - x12/r 2 t o n loy0 - xl2 r2 t and

3|y - xl/n ! r(t/n)1 /2 Thus, if 6 y - x|/n and T - t/n, then

36 • rT1/2 and T 2 (rt) 2/lOly - x12 > 1. Now set x n-n +n
m n n y

and note that m+l - ml rT 1 / 2 for B(x 6), 1 < < n.

Hence, if B B(x A6), then

p(tXy) 2 P(T.X ,E1)P(T,f 1 2 ), . p.. (T n l y ) d f l ,,, dfn-1

BlX --xBn-l

N/2 N 6N)n-1 > (a/tN/2 )(aNr 1/2 n-;

and clearly the first part follows from this.

To prove the second part, suppose that t E [2,-) and ly - xl

2 rt/4 are given. Then with n the smallest integer exceeding
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n-m m
(t-1)/T, xm = n-r + ny, and B = B(x ,r)

B 1x---xBn_1m n inx nt

> n exp[-8(ly - x12 + r2n2)Vn2/at].

Since n < t/T < (ly - xl/rT)A(ly - x12/r2 t) and p(t,x,y) >

{ p(1,f,y)P(t-l,x,df), the second part follows. Q.E.D.

B(y,r)

(3.9) Theorem: Assume that P(t,x,dy) = p(t,x,y)dy where (t,x,y) E

(O,})xRNxRN *p(t,x,y) is continuous and satisfies p(1/2,x,y) > e

when ly - xi < r and p(1/4,-,*) < B for some 6, r, and B from

(0,m). Further, assume that there is an R E (0,o ) such that

d(x,y) < R whenever ly - x| < 1. Then there is a 1 e (0,1],

depending only on N, e, r, B. R, and lall such that

(3.10) p(t,x,y) > Pexp[-jy - x12/pt]

for all (t,x,y) e [1,-)x Nx N.

Proof: In view of Lemma (3.8) and Theorem (1.25), all that

we have to do is check that there are r and a from (0,1] such that

p(t,x,y) > a/t N/ 2 for all (t,x,y) C [1,~)xRNx~N with ly - xl <

rt1 /2 Moreover, since our assumptions are translation invariant,

it suffices for us to check that p(t,O,y) > a/t N /2 for all (t,y) e

[l,m)xR N with [y[ ; rtl/2; and, by Theorem (3.1), this reduces to

showing that P(t,x,B(x,rt1/2)) > 1/2 for some appropriately chosen

r e (0,0). But, by standard estimates (cf. Theorem (4.2.1) in

[S-V]), P(t,x,B(x,rt /2c) 2Nexp[-(r - M) 2/4AN1 / 2 ] for r > M,
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where = sup{( Z ._ x a i(x)]: x cE RN} and A =
i=l j=1 j

sup{((,a(x)n) N: x E EN and M e SN-1}. Hence, it is clear how to

choose r.
Q.E.D.

(3.11) Corollary: Assume that either (1.3) or (1.4) holds for

some v E [N,), 6 E (0,1], and A or B from (0,0) and also that

there is an R E (0,o) for which d(x,y) • R whenever ly - x| < 1.

In addition, assume that P(t,x,dy) = p(t,x,y)dy where (t,x,y) E

(O,)xR NxRN :- p(t,x,y) is continuous and satisfies p(1/2,x,y) > e

for all ly - xl < r and some positive r and e. Then there exists

an M E [1,o), depending only on N. v, R, r, e, A or B,- and

lall 2 N N N such that
Cb(R ; NOR N)

(3.12) N 2 xp[_-My-xl2/t] < p(tx,y) 5 t 2exp-[_y-xl2/Mt]
MtN/2 N/2Mt t

for all (t,xy) E [1,)xRNxRN.

Proof: The right hand side of (3.12) comes from Theorem

(1.11) and the assumption that d(x,y) g R for ly - xl g 1. The

left hand side of (3.12) is an simple application of Theorem (3.9)

once one notices that, again by (1.11), the required upper bound

on p(1/2,x,y) is a consequence of either (1.3) or (1.4).
Q.E.D.

(3.13) Corollary: Let P(t,x,-) corresponding to a be as in

N N N
Corollary (3.11) above. Suppose that a: NR O-EN IR is a second

2 N N®N a
symmetric matrix valued function in Cb( ;R ) and let P(t,x,.)

be the transition probability function determined by the operator
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= v(av). If a(-) 2 a(-), then P(t,x,dy) = p(t,x,y)dy where

(t.x,y,) E (O,o)xIR xR -- p(t,x,y) is measurable and

(3.14) AIN/2 expE-M!y-x 2/t ] < p(tx,y) < 2 xp-l-xi 2/Mt]
Mt t

for all (tx) E [l,o)xI N and almost every y E RN, where M E [1, )

depends only on N and Ial 2 N N N as well as the quantities v,

R, a, A or B, and hall 2 N N N from Corollary (3.11).

Proof: Let e denote the Dirichlet form determined by a and

note that 9 2 &. Thus, with the same A, v, and 6 as for t,
2 +4/v u 2 4/ f E ^/2N

(3.15) llfli2 < A(i(ff) + 6llfi 2 llfl 1 f L().

In addition, since IIPt 1 ;I M/tN/ 2, t E [1,0), Theorem (2.9) in

[C-K-S] says that Ifll 2 +4 / B(f.f)lf v for all f E L2 (iRN)
2 Arl1fCL

satisfying i(f,f) < lfll1, where B E (O,o) depends only on M and N.

Hence, we also have

2 L 1 1

Combining (3.15), (3.16), and Theorem (1.2), we conclude that

there is a C E (0,o), depending only on N, M, B, v, and R, such

that

(3.17) p(t,x,y) • (C/tN/2 )exp[-ly - x12/Ct]

for all (tx) E [1/4.-)xR N and a.e. y E RN. (We have used here

the fact that D(x,y) < d(x,y) < 2RIy - xl for ly - xl > 1.) In

particular, this completes the proof of the right hand side of

(3.14).

To prove the left hand side of (3.14), assume, for the
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moment, that a continous version of p exists. Next, note that, by

(3.17), both (3.2) and (3.3) hold with P replaced by P and

constants depending only on N and C. Also, since our assumptions

are translation invariant and because we already know that (2.1)

holds for all translates of a with a K having the required

dependence, we can proceed in precisely the same way as we did in

the proof of Theorem (3.9) to get the left hand side of (3.14).

Finally, in order to remove the assumption that p is contiuous,

proceed as follows. Given e > 0, set a = a + aI. Then, for each

e > 0, the corresponding pa will be continuous. In addition,

(3.14) will be satisfied for pe with an M which can be taken

independent of e E (0,1]. Hence, since P (t,x,-) tends weakly to

P(t,x,-) as eO, it is easy to see that (3.14) will hold for each

(t,x) E [1,})xNR and almost every y IRN. Q.E.D.

(3.18) Remark: It should be clear that the right hand side of

(3.14) holds with an M whose only dependence on a is in terms of

the upper bound A of a. Also (cf. Lemma (3.8)), so long as one

restricts ones attention to a region {(t,x,y) E [l,m)xRNxIN:

ly - xl < pt} for some p E (0,-), the M on the left hand side can

be chosen to depend on a only through A. Thus, it is only to get

the left hand side of (3.14) for all xy E RN that we need to

allow M to depend on IIall 2 N . It is not clear to us

whether this dependence is real or simply an flaw in our method.whether this dependence is real or simply an flaw in our method.
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This problem does not arrise in the uniformly elliptic case

(treated in [F-S,2]) because, in that case, one has that p(t,x,y)

> a/t N / 2 for some a E (0,1] and all (t,x,y) E (O,0)xRNxIN with

lY - xi < at1/2 (not just for t 2 1); and therefore one can extend

the argument used to prove the first part of Lemma (3.8) to cover

N N
the whole of IR xRN.

We are now ready to prove the main results of this article.

Namely, we are going to describe a class of non-elliptic a's to

which the above apply. To this end, assume that 2a = aa , where a

eCb(IRN ;IRNd); define d(x,y) accordingly, as in section 1); and,

N
for 1 < k < d, set V = 2 ca . For a E U ((1.....d}), set jal

k k x.
j=l j e=1

= e if a E ({l... d})), e E Z , and define Va = Yk if a = (k) and

Va k= E1@.a._V )] if e Ž 2, 1 < k I d, and a =

(a 1 ,...,ae 1 ,k). (We use [V,W] to denote the commutator, or Lie

product, of vector fields V and W.) Identifying T(R N) with N,

we define

(3.19) e(x) = Va(x)V(x)

for e E Z+ . The following theorem summarizes a few results which,

in one form or another, have been derived by various authors (cf.,

for example, Corollary (3.25) in [K-S,II] and Lemma (3.17) in

[K-S,III]).

(3.20) Theorem: Referring to the preceding, assume that

(3.21) Ae(x) > eI, x E N,
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for some e Z+ and 6 > O. Then P(t.x,dy) = p(t,x,y)dy where

(t,x,y) E (O,)xRNx N--.p(txy) is smooth. Moreover, for each

n > 0, there exist Cn, n', and v from (0,) such that

v /2
(3.22) j8p8ay;p(t,x,y)l < (C /t n )exp[-n ly - x12/t ]

for all (m,p,7) E Z+xNdxNd satisfying m + 1p1 + 171 < n and

(t,x,y) E (O,l]xIRNxN. Finally, there is a R e [1,0) such that

(3.23) (1/R)ly - xl < d(x,y) • Rjy - x| 1 / e

for all x,y E EN with ly - xI I 1.

Plugging these results about the "short time" properties of

p(t,x,y) into the machinery which we have been developing in the

present article, we obtain the following "long time" estimates.

(3.24) Theorem: Let a be as in the preceding and assume that

(3.21) holds for some e E Z+ and a > 0. Suppose that a e

C2(RN;IRNORN) is a second non-negative, symmetric matrix-valued

function, and define P(t,x,-) accordingly. If a(-) 2 a(-), then

P(tx.dy) = p(t.x,y)dy where (t.x,y) E (0,o)xIR xI -p(t,x.y) is

measurable and satisfies (3.14) for some M e (0,o). Moreover, M

can be chosen so that its only direct dependence on a is in terms

of Hail 2 N N N
Cb(R ;IR x N )

Proof: In view of Corollary (3.13), we need only check the

case when a = a; and, because of Corollary (3.11), this reduces to

showing that p(1/2,x,y) 2 e for some e > 0 and all x,y eC N with
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ly - xl < e. But, as we noted in the proof of Theorem (3.9),

P(1/4,x,B(x,r)) > 1/2, x E EN, for some r E (0,0). Hence, since

p(1/4 ,-,*) is symmetric,

(1/2,xx) 2 pl/42x,x) d IB(xr)[ (14.x)d]
B(x,r) B(x,r)

= (1/frN)P(1/4,x,B(x,r))2 2 (1/a NrN)/4.

At the same time, by (3.22), we see that there is a 6 > 0 such

that Ip(1/2,x,y) - p(l1/2,x,x)} I (1/80NrN) for all x,y E RN with

ly - xi I 6. Hence, we can take e = 6A(1/8RNrN). Q.E.D.

(3.25) Corollary: Let a C Cb(R;IRNx N ) be a non-negative

definite, symmetric matrix-valued function. Given 1 i k < N, set

N A

Vk= 2 aika , and define V (a E ({1....N}) e and e E Z ) in terms
j=l i a

of {V1 .....VN} accordingly. If there is an e > 0 and an e e Z'

such that

~~~(3.26) Z 2 N N-i
(3.26) ~ (V a '(Yx)' )N 2 e/2, x E NR and n C S

then P(t,x,dy) = p(t,x,y)dy where p is measurable and satisfies

(3.14) for some M E (0,o).

Proof: Without loss in generality, we assume that a(-) < I

2
and therefore that a(-) _(a()) • a(-). If we now take a =

1/2^2 a, then (3.26) implies (3.21) for the Ae(x) defined relative

to this a. Hence our result follows from Theorem (3.25) applied

to the pair a and a. Q.E.D.Q.E.D.
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(3.27) Remark: By combining the results in [F-P] with ideas from

[O-R], C. Fefferman and A. Sanchez-Calle remark in [F-S] that the

condition on a in Corollary (3.26) is necessary and sufficient for

the corresponding operator V to be sub-elliptic. In particular.

one can use this observation to conclude that the p in (3.26) is

smooth.

(3.28) Remark: The reader who remembers (0.1) in the introduction

may well be wondering why we have bothered to state Theorem (3.20)

or to derive the lower bound in the proof of Theorem (3.24). Our

reason is that the results in (3.20) are considerably easier to

prove than is (0.1) and that they suffice for our-present

purposes.
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4. Applications to a Large Scale Harnack's Inequality:

In [F-S,1], [K-S,III], and [F-S,2], various estimates on

fundamental solutions are shown to lead to Harnack's inequality.

In this section we will use similar techniques to derive a "large

scale" Harnack's inequality from the "long time" estimate obtained

in the previous section.

Throughout this section we will assume that the P(t,x,-)

associated with' = v-(av) admits a smooth density p(t,x,y) for

which there exist an M E [1,0) and a v E [N,-) such that

(4.1) p(t,x,y) I (M/t )/2exp[-[y - xi2/Mt], t e (0,1].

and

1 2exp[-Mly - x1 2 /t] < p(t,x,y)
Mt

(4.2) •~e/ M xp[-y - x12/Mt], t E [1l,)

for all (t,x,y) E (O,)xRNxRN .

(4.3) Remark: Note that if a is a in either Theorem (3.24) or

Corollary (3.25), then such M and v exist. Indeed, the existence

of M is the content of those results, whereas the existence of v

comes from the comparison of Dirichlet forms and an application of

the first part of Theorem (1.2).

Let (P(t), tP) be a Brownian motion on R ; and define

N
X(-,x), x E IR, by the Ito stochastic integral equation

(4.4) X(t,x) = x + a (X(sx))d3(s) + b(X(s,x))ds, t > 0,
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N
where b i = c a i· 1 < i < N. Given x Nand r E (0·~)·

i=l j
define

P i (t,x,r) = P(X(t,x) E r and X(s,x) C B(x° ,r) for s C [O t]).
x ,r

In the terminology of analysis, the density p 0 (t,x,y) of
x ,r

P o (t,x,-) is the fundamental solution for T in B(x ° .r) with
X ,r

boundary condition 0 (i.e. Dirichlet boundary conditions). The

key to much of our analysis is contained in the following.

(4.5) Lemma: There exist an e E (0,1] and R C[1/e,w), depending

only on N, M and v, such that, for each x° C RN and r E [R,-),

(4.6) P ((r) ,xy) 2 e/r N

X ,r

for all x,y E B(x °,r/2).

Proof: Without loss in generality, we assume that x° = 0,

and we will use p (t,x,y) to denote PO r(t 'x 'y).

Denote by f (x) the first time when X(-,x) exits from B(O,r).

Then, for e C (0,1] , r 2 1/e, and x,y E B(O,r/2):

2 2
Pr((er) ,x.y) = p((er) ,x,y)

-E [p((er)2 - r(x)(X}X(r(-xx)y) r (x) < (er)2]

>' 1 exp[M/e2 - M sup [exp[r2/4Ms]/p(s)]

M(er)xp-M/e 2

exp[-M/e 1 - u(Er) 2 tpexp[M/e2 - r2/4Ms]/p(s)ll
M(er)N ss(er)

----- Mier}N _1 - i ar}-----~-~~
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u N 1/2where p(s) E (s VsN)/. It is not hard to deduce from this that

the required inequality holds as soon as e is sufficiently small

and r is sufficiently large, depending only on N, M, and v.
Q.E.D.

(4.7) Theorem: Let e and R be as in Lemma (4.6). Then, for every

x E N, r E [R,c), and u E C2 (B(xOr))+ satisfying eu < 0 in

B(x° ,r),

(4.8) u(x) > (e/rN){ u(y) dy , x E B(x°,r/2).

B(x° ,r/2)

In particular, there exists a p E (0,1), depending only on N and

e, such that for any x° E N, r E [R,m), and u E

C2(B(x ,r))nCb(B(x ,r)) satisfying Vu = 0 in B(x° ,r):

(49) max [u(y) - u(x)] < p max [u(y) - u(x)]]
x,yEB(x ,r/2) xyEB(x ,r)

Thus, if u E C (R )nCb(N) and u = 0 in N, then u is constant.

Proof: Again we assume that x° O. Let u E C2 (B(O,r))

satisfying Vu < 0 be given. By a standard application of Ito's

formula

u(x) > EP u(X(r2(x)A(er) ,x})]

E [u(X((er) ,x)), fr(x > (6r) 2] - u(y)pr((6r)2,xy)dy

B(O,r/2)

where the notation is the same as that in the proof of Lemma

(4.6). Hence, by that lemma, (4.8) follows.

To prove (4.9), let a and I denote, respectively, the infemum

and supremum of u in B(O,r), and set F = {x E B(O,r/2): u(x) >

2+ a}. Assuming that FIrl > IB(O r/2)| and applying (4.8) to

.:mm~llC~-··-----~-2 2--- ri-
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u - a, we have, from (4.8), that u(x) - a > (eN/2 N+) 2a for

all x E B(O,r/2). Hence, if a' and 2' are the infemum and

supremum of u in B(O,r/2), then a' -a > (efN/2 2 - ; andso
N - 2

2' - a' < p(2 - a), where p m (1 - (egN/2N+ ))/2. If, on the

other hand, Irl < 'jB(O,r/2)1, then we repeat the preceding with

2 - u replacing u - a. Thus, in either case, (4.9) holds.

Finally, the assertion that a global, bounded solution to 2u

= 0 is constant follows easily since, by repeated application of

(4.9), we have that max [ u(x)] ! 2 pnllul1 for
x.y£B(O r)u(y } u 

all r > R and n e Z Q.E.D.

According to the scheme introduced by N. Trudinger [T], the

inequality (4.8) is one half of Harnack's inequality. To prove

the other half, we follow an argument similar to that given in

[F-S,1] to show that there exists a C E (0,-), depending only on

o N
N, M, v, and the upper bound A on a, such that for every x° E N

r C [1,c), and u C C2 (B(x° r))+ which satisfies 2u > 0 in B(x° r):

(4.10) u(x) < J u(y)dy , x e B(x°,r/4).

B(x ,r/2)
2

Given r C [1,0), define gr(x,y) = { p(t.x,y)dt for x X y.

It is then an easy matter to check that

2
(4.11) [(gr(x.,-))](y) = p(r ,xy) Ž O, x Xy.

I~- L ~ I 1 · · · ~ L aa~l~psrr
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Also, from the estimates (4.1) and (4.2), it is easy to check that

there exist C 1 E (0,),· depending only on N. M. and v, such that

max 2 12-N/2- N/
(4.12) xmB(aOrp) gr ( x y ) 2 d y ] C r2 N a - p( )

rr((2p+a)/3.a)

for all r E [l, ) and 0 < p < a < 1, where F (a.,) {x E EN: ra <
-r

Ixl < rp} for a < p.

We next recall the standard Caccioppli inequality. Namely,

given an open G in NR v E C2(G)+ satisfying Yv 2 0 and a ' E

C0 (G)

(4.13) [fp(vv-avv)dy] 2A 1/Ivpl14 v2 dy 1/2

supp('P)

(This is an application of integration by parts followed by

Schwartz's inequality.) We are now prepared to prove the

following result, from which (4.10) will be an easy step.

(4.14) Lemma: There is a C2 E (0,), depending only on N. M, A,

and v,. such that for all x ° E RN, r E [1,o), and u E C 2 (B(xO° r))+

satisfying Tu > 0 in B(x ° r):

(4.15) u(x) • (C2 /(a - p)X)[ U(y)2dy] x E B(x,rp),

B(x ,ra)

for all O < p < a I 1. where X = 2Vu.

Proof: As usual, we assume that x ° = O. Choose smooth

functions p and p for 0 < p < a < 1 so that 0 < p ,a <p,a a' p,a

1, pa 1 on B(O,(p+a)/2) and 0 off of B(O,(p+2a)/3), P a = 

on B(O,(p+2a)/3)UB(O,a)C and 1 on rl((p+a)/2,(p+2a)/3), and

IIvp IIOVIIV 1 pa C 3 /(a - p) for some C 3 E (0,c). For r E

,p), set lar = 7p a(-/r) and pr = 'p (-/r).P~ar .- ~a-r = -pa
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Now suppose that r, u, p, and a are given, and let x E

B(O,rp). Then, using 1 to denote np ar' we have

u(x) = (nu)(x) = (nru)(y)p(r2 x,y)dy - S[Y(nu)](y)g~(x y)dy

By (4.2),

{(u)(y)p(r2 x.y)dy M u(y)dy < N M( u(y)2dy]

B(O,ra) B(O,ra)

At the same time, since 2u 2 0:

-S2u](y)gr(xy)dy • -2{(vn-avu)(Y)gr(x y)dy

- u(y)[2u](y)gr (Xy)dy

-(vn-avu) (y)gr(x y)dy + {u(y)(vn-avg (x ' ))(y)dy

• [f gs(x,y) 2dy] f(v-ravu)(y)2dy1/2

supp(v( )

[[ gr (xy2dy] 2 [f (vu-avu)(y)dy]r(a - p)r
+r r)(y)dy

+ u(y} dr] [{~Vgr(x,-)-aVgr{X,-)){y)dy ] ]

r r

where r supp(v}) Frr((p+a)/2,(p+2a)/3). Note that by (4.13)

with a = P :p,a,r

1/2 2A1 2 C1

[ (vu-avu)(y)dy] r( - P) dy 

r B(O,ra)

and
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.1/2 2A 1/2
[(vgr(x,-)-avg (x'-))(y)dy] < r(a - g (xY)2 d

r Frr((p+2a)/3,a)

Combined with the preceding and (4.12), this now yields (4.15).
Q.E.D.

A particular case of (4.15) is the inequality

(4.16) u(x) < C4t[ NJ u(y)2 dy j x E B(x ,r/4),

B(x ,r/3)

where C4 = 6XC3. Hence, we will have proved (4.10) once we show

that the left hand side of (4.16) can be estimated in terms of

-lNS u(y) dy. To this end, assume that xo = 0 and set v(x) =

B(x ,r/2)

u(rx) for x E B(0,1). Then, (4.15) becomes the statement that

v() ( a -v(y)2dy for all 0 < p < a • 1 and x E

B(0,a)

B(O,p). Hence, by an easy argument due to Dahlberg and Kenig (cf.

the last part of the proof of Lemma (3.2) in [ F-S,1]), there is a

K E (0,a), depending only on C2 and X. such that [f v(y)2dy]

B(0,1/3)

< K v(y) dy; and clearly this transforms back into the required

B(0,1/2)

statement about u. In other words, we have now proved (4.10);

which, in combination with Theorem (4.7) gives the following

version of Harnack's inequality.

(4.17) Theorem: There exist R and K from (0,), depending only on

0 N
N. M, A, and v, such that for any x ° E IR r E [R,"), and u e

C (B(xr)), satisfying Su = 0 in B(x .r), u(y) < Ku(x) for all

__ l~C2(B--xo r)) + o
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x,y E B(x°,r/4). In particular, the only global, non-negative

solutions to 2u = 0 are constant.

(4.18) Remark: It should be clear that our assumption that

(t,x,y)---*p(t,x,y) is not essential and can be circumvented by a

procedure like the one which we used to conclude the proof of

Corollary (3.13). Also, we point out that had we worked a little

harder we could have derived the preceding Harnack's inequality

for non-negative solutions to the parabolic equation atu - Su = 0

(cf. [F-S,2]).
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