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#### Abstract

Let $\because$ be an imbedded submanifold of a smooth manifold $\Re$. In this thesis, we study the problem of restricting generalized functions on $\mathfrak{K}$ to $\Re$. More generally, if $\mathcal{O}$ is open in $\mathfrak{K}$ and $\mathfrak{N}$ is contained in the closure of $\theta$, we study the problem of defining boundary values on $\Re$, respectively, a restriction to $\Re$, for generalized functions defined on $\mathcal{O}$ where $\mathscr{N}$ is contained in the boundary of $\mathcal{\theta}$, respectively, the interior of $\mathcal{O}$. The generalized functions that we work with are continuous with respect to $L^{1}$-type seminorms which remain bounded when applied to sequences of densities converging weakly to a Dirac-type measure on $\Re$.


A new sufficient condition for restrictability is given in terms of a refined version of the wave front set of a generalized function which we define and study. In terms of this refinement, we also derive sufficient conditions in order that the product of generalized functions is well defined.
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## CHAPTER 0 INTRODUCTION

Let $\mathfrak{K}$ be a smooth manifold, $\mathscr{N}$ an imbedded submanifold of $\mathscr{N}$, and $\mathcal{O}$ an open set in $\mathfrak{N}$. In this paper, we are interested in defining boundary values on $\mathscr{K}$, or a restriction to $\mathscr{K}$, for generalized functions defined on $\theta$ depending on whether $\mathscr{H}$ is contained in the boundary or the interior of $\mathcal{\theta}$. The definition we give stems from the observation that if $f(x, t)$ is a smooth function on $\mathbf{R}^{n+1}$ and $\nu$ is a compactly supported density on $\mathbf{R}^{n} \times\{0\}$, we can define the value of the restriction of $f(x, t)$ on $\nu, \int f(x, 0) \nu$, as the limit we get by integrating $f(x, t)$ against any sequence of the form $\left\{\nu \otimes \eta_{n}\right\}$ where $\left\{\eta_{n}\right\}$ converges weakly to the Dirac density at $t=0$.

Hence, in Chapter I, we begin by defining a space of generalized functions on $\mathcal{O}, \Re_{\Re, \mathcal{O}}$, that are continuous with respect to $L^{1}$-type seminorms that remain bounded on such sequences. Then, since we wish to work on a manifold and the form of such sequences is not coordinate invariant, we define permissible sequences $\left\{\mu_{n}\right\}$ which are just a coordinate invariant version of the above sequence $\left\{\nu \otimes \eta_{n}\right\}$. Then, if $T$ is a generalized function, we say that $T$ has a restriction to $\Re$ if $\left\langle T, \mu_{n}\right\rangle$ converges as $n \rightarrow \infty$ and the limit depends only on $\nu$. We then show that this is a local property and if a limit exists, it is given by a generalized function on $\Re$, denoted $T_{\mathscr{O}, \mathfrak{\bullet}}$.

We also define convergence in $\mathscr{R}_{\Re, \mathscr{O}}$ which is strong enough to insure that if $T_{n}$ converges to $T$ in $\Re_{\Re, \mathcal{O}}$, then $\left(T_{n}\right)_{\Re, \mathcal{O}}$ converges to $T_{\Re, \mathcal{O}}$ weakly. In fact, the collection of restrictable generalized functions is seen to be sequentially closed in $\Re_{\Re, \vartheta}$. That is, if $T_{n}$ converges to $T$ in $\Re_{\Re, \mathcal{O}}$ and $\left(T_{n}\right)_{\Re, \mathcal{O}}$ exists for all $n$, then $T_{\Re, \ominus}$ also exists and equals the weak limit of the $\left(T_{n}\right)_{\Re, \mathcal{O}}$. This property is used throughout the paper.

Since in practice it is difficult to test $T$ against all such sequences $\left\{\mu_{n}\right\}$, it is natural to ask whether it is sufficient to work within a single coordinate system and there test $T$ against only permissible sequences of the form $\left\{\nu \otimes \eta_{n}\right\}$.

In the first two sections of Chapter II, we show this to be the case for both bounday values and restrictions when $\because$ has codimension one. In fact, by a Tauberian-type argument, we show that with an auxiliary condition on the Fourier transform of $\eta_{0}$, it is sufficient to consider only permissible sequences of the form $\left\{\nu \otimes n \eta_{0}(n t) d t\right\}$. To prove this, we construct a sequence of smooth functions converging to $T$ in $\Re_{\Re, \odot}$.

In these sections, we also study other properties of the spaces $\Re_{\Re, \ominus}$. For example, if $\Re$ is the
boundary of $\mathcal{O}$, we show that if $T \in \mathscr{\Re}_{\Re, \mathcal{O}}$, then $T$ can be extended to a generalized function on $\mathfrak{K}$ in a natural way.

In section 3, we identify distributions on $\mathbf{R}^{n}$ with generalized functions in the natural way and show that if $D$ is a distribution, $\varphi$ a compactly supported smooth function with integral one, then $D * \varphi_{t}$ can be considered as a generalized function on $\mathbf{R}_{+}^{n+1}$ whose boundary value on $\mathbf{R}^{n}$ is given by $D$. Here, $\varphi_{t}=t^{-n} \varphi(/ / t)$.

In the two sections of Chapter III, we essentially follow the pattern of the first two sections of Chapter II only in the case where the codimension of $\mathscr{N}$ is greater than one.

In Chapter IV, we are interested in studying the question of existence. To do this, we first refine the notion of the wave front set of a distribution of Hörmander [1] in section 1. Roughly speaking, we split the wave front set into orders of decay and then show that this splitting in local and coordinate invariant. These cones of variable decay are called $k$-wave front sets. We then study properties of these sets and their projections to the manifold, called the singular $k$-supports. For example, we show that if $k$ is a positive integer, then the singular $(-k)$-support of a distribution $D$ is contained in the complement of the set of points where $D$ is locally in $C^{k}$.

In section 2, we extend these definitions to generalized functions in the natural way, and show that if $\Omega$ has codimension $l$, and the $(-l)$-wave front set of $T$ does not intersect the normal bundle of $\mathscr{R}$, then $T$ has a restriction to $\mathscr{N}$. In some cases, we also derive a relationship between the $k$ wave front sets of $T$ and $T_{\Re, \mathcal{O}}$.

In section 3, we define the product of generalized functions as the restriction of the tensor product to the diagonal of the product manifold. We then derive sufficient conditions, in terms of $k$-wave front sets, in order that a product is well defined. Lastly, we discuss a couple of properties of products.

## CHAPTER I DEFINITIONS AND BASIC PROPERTIES

Let $\mathfrak{N}$ be a second countable $C^{\infty}$ manifold of dimension $n$. Recall that a density $\mu$ on $\mathfrak{N}$ is a signed measure on $\mathfrak{\Re}$ which in every coordinate system $U=\{(x)\}, \mu$ can be expressed as $\mu=\varphi(x) d x$ where $\varphi \in C^{\infty}(\Re)$. Note that if $U=\{(x)\}, V=\{(y)\}$ are two coordinate neighborhoods on $\mathfrak{T}$, say $\mu=\varphi(x) d x$ on $U, \mu=\psi(y) d y$ on $V$, then on $U \cap V$, if $y(x): U \cap V \rightarrow U \cap V$ is the change of coordinates diffeomorphism, we have

$$
\begin{equation*}
\left|\frac{\partial y}{\partial x}\right| \psi(y(x))=\varphi(x) \tag{1.0}
\end{equation*}
$$

where $|\partial y / \partial x|$ is the absolute value of $\operatorname{det}(\partial y / \partial x)$. Hence if $\chi \in C_{0}^{\infty}(U \cap V)$, we have a coordinate invariant definition of

$$
\int_{U \cap V} \chi \mu .
$$

Also note that by (1.0), $\mu \neq 0$ at $x_{0}$ has an intrinsic definition. That is, if $x_{0} \in U$, where $U=\{(y)\}$ is a coordinate neighborhood, then $\mu=\psi(y) d y$ on $U$ and we say $\mu \neq 0$ at $x_{0}$ if $\psi\left(x_{0}\right) \neq 0$. Then by (1.0), $\varphi\left(x_{0}\right) \neq 0$ in any other coordinate neighborhood of $x_{0}$.

Now, let $\mathcal{\theta}$ be open in $\mathfrak{N}$. We denote by $\mathfrak{G ( O )}$ the collection of compactly supported densities on $\mathfrak{H}$ supported in $\mathcal{O}$ topologized as follows. Let $\left\{\mu_{n}\right\} \subset \mathscr{B}(\mathcal{O})$. We say that $\mu_{n} \rightarrow 0$ if:
i) $\operatorname{supp} \mu_{n} \subset K \subset \mathcal{O} \quad \forall n \quad$ where $K$ is compact,
ii) If $U$ is any coordinate patch in $\mathcal{O}$ with coordinate functions $\left(x_{1}, \ldots, x_{n}\right)$, and $\mu_{n}=\varphi_{n}(x) d x$ in $U$, then $\left|(\partial / \partial x)^{\alpha} \varphi_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$ uniformly on every compact subset of $U$ for any multi-index $\alpha$.
Here we use the standard multi-index notation. That is, if $x=\left(x_{1}, \ldots, x_{n}\right), \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is an $n$-tuple of non-negative integers;

$$
\left(\frac{\partial}{\partial x}\right)^{\alpha}=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \cdots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}} .
$$

Similarly, $x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}} ; \alpha!=\alpha_{1}!\cdots \alpha_{n}!;|\alpha|=\sum_{i} \alpha_{i}$.
Note that ii) is coordinate invariant as above.
We denote by $\mathscr{B}^{\prime}(\mathcal{O})$ the collection of continuous linear functionals on $\mathscr{B}(\mathcal{O})$. By continuous we mean the following. If $T$ is a linear functional on $\mathscr{G}(\mathcal{\theta})$, we say that $T$ is continuous if $\left\langle T, \mu_{n}\right\rangle \rightarrow 0$ for any collection $\left\{\mu_{n}\right\} \subset \mathscr{B}(\theta)$ such that $\mu_{n} \rightarrow 0$. If $T \in \mathscr{B}^{\prime}(\mathcal{O})$, we call $T$ a generalized function. If $\left\{T_{n}\right\} \subset \mathfrak{B}^{\prime}(\mathcal{O})$, we say that $T_{n} \rightarrow 0$ if $\left\langle T_{n}, \mu\right\rangle \rightarrow 0$ for every $\mu \in \mathscr{B}(\mathcal{\theta})$.

We denote by $\mathcal{O}^{c}$ the closure of $\theta$.
Let $\mathscr{H}$ be an imbedded submanifold of $\mathfrak{N}$ of codimension $l$. Let $\mathcal{O}$ be open in $\mathfrak{N}$ such that $\mathscr{\mathscr { O }} \subset \mathfrak{O}^{C}$. Let $T \in \mathscr{F}^{\prime}(\mathcal{O})$.

Definition 1.1. We define $T \in \Re_{\vartheta, \ominus}$ if given any $x_{0} \in \mathscr{l}$ there is an integer $m$, a constant $c \in \mathbf{R}^{+}$, and a coordinate patch $U_{x_{0}}$ in $\mathfrak{\Re l}$, with coordinate functions $\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{l}\right)$, where $U_{x_{0}} \cap \mathfrak{R}$ $=\left\{\left(x_{1}, \ldots, y_{l}\right) \mid y_{i}=0 \quad \forall i\right\}$, so that

$$
\begin{equation*}
|\langle T, \mu\rangle| \leqslant c \sum_{\substack{|\alpha|+|\beta| \leqslant m \\|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}} \varphi\right\|_{1} \tag{1.1}
\end{equation*}
$$

for all $\mu \in \mathscr{B}\left(U_{x_{0}} \cap \mathcal{O}\right)$, where on $U_{x_{0}}, \mu=\varphi(x, y) d x d y$.
Here we make the convention that $(\partial / \partial x)^{\alpha} f=f$ if $\alpha=(0, \ldots, 0)$.
Clearly, if $T$ has compact support, we may take $c$ and $m$ as independent of $x_{0}$. Also, if $T \in \Re_{\vartheta, \vartheta}$ and $\zeta \in C^{\infty}(\Re)$, then $\zeta T \in \Re_{\Re, \odot}$.

Proposition 1.1. Let $T \in \Re_{\Re, \mathcal{Q}}, x_{0} \in \Re, V_{x_{0}}$ any coordinate patch in $\Re$ containing $x_{0}$ with coordinate functions $\left(\bar{x}_{1}, \ldots, \bar{x}_{k}, \bar{y}_{1}, \ldots, \bar{y}_{l}\right)$ where $\vartheta \cap V_{x_{0}}=\left\{\left(\bar{x}_{1}, \ldots, \bar{y}_{l}\right) \mid \bar{y}_{i}=0 \quad \forall i\right\}$. Then there is a neighborhood of $x_{0}, W_{x_{0}} \subset V_{x_{0}}$, and an integer $\bar{m}$ so that

$$
\begin{equation*}
|\langle T, \mu\rangle| \leqslant c^{\prime} \sum_{\substack{|\alpha|+|\beta| \leqslant \bar{m} \\|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial \bar{x}}\right)^{\alpha} \bar{y}^{\beta}\left(\frac{\partial}{\partial \bar{y}}\right)^{\beta^{\prime}} \varphi\right\|_{1} \tag{1.2}
\end{equation*}
$$

for all $\mu \in \mathscr{B}\left(0 \cap W_{x_{0}}\right), \mu=\varphi(\bar{x}, \bar{y}) d \bar{x} d \bar{y}$.
Proof. Let $U_{x_{0}}$ be as in Definition 1.1. Choose $W_{x_{0}} \subset U_{x_{0}} \cap V_{x_{0}}$. Then $W_{x_{0}}$ has coordinate functions $\left(x_{1}, \ldots, y_{l}\right)$ and ( $\left.\bar{x}_{1}, \ldots, \bar{y}_{l}\right)$. Let $\mu \in \mathscr{B}\left(\theta \cap W_{x_{0}}\right)$. Then $\mu=\varphi(\bar{x}, \bar{y}) d \bar{x} d \bar{y}$ and $\mu$ $=\psi(x, y) d x d y$ with $\psi(x, y)=\varphi(\bar{x}(x, y), \bar{y}(x, y))|\partial(\bar{x}, \bar{y}) / \partial(x, y)|$ where $|\partial(\bar{x}, \bar{y}) / \partial(x, y)|$ is the absolute value of the Jacobian determinant of the $C^{\infty}$ diffeomorphism $(x, y) \rightarrow(\bar{x}, \bar{y})$. Note that $\bar{x}(x, 0)=\bar{x}$ and $\bar{y}(x, 0)=0$. Expanding the $i$ th coordinate $\bar{y}_{i}(x, y)$ of $\bar{y}(x, y)$ by Taylor's formula, we have that

$$
\begin{equation*}
\bar{y}_{i}(x, y)=\sum_{j} y_{j} f_{i j}(x, y) \tag{1.3}
\end{equation*}
$$

where $f_{i j}(x, y)=\int_{0}^{1}\left(\partial \bar{y}_{i} / \partial y_{j}\right)(x, t y) d t$ are $C^{\infty}$ functions for all $i, j$.
Now the Jacobian matrix of the diffeomorphism $(x, y) \rightarrow(\bar{x}, \bar{y})$ at $y=0$ is given by

$$
\left[\begin{array}{cc}
\left.\frac{\partial \bar{x}}{\partial x}\right|_{y=0} & \left.\frac{\partial \bar{x}}{\partial y}\right|_{y=0} \\
0 & f_{i j}(x, 0)
\end{array}\right]
$$

Hence, since this is a nonsingular matrix, we must have that $\operatorname{det}\left|f_{i j}(x, 0)\right| \neq 0$. Hence $\operatorname{det}\left|f_{i j}(x, y)\right|$ $\neq 0$ for $(x, y)$ in a sufficiently small neighborhood of $U_{x_{0}} \cap V_{x_{0}} \cap \vartheta$. We modify $W_{x_{0}}$ to be this neighborhood. Without loss of generality, choose $W_{x_{0}}^{c}$ to be compact, $W_{x_{0}}^{c} \subset U_{x_{0}} \cap V_{x_{0}}$.

Now, since $\mu \in \mathscr{B}\left(W_{x_{0}} \cap \mathcal{O}\right) \subset \mathscr{B}\left(U_{x_{0}} \cap \mathcal{O}\right)$, we have by (1.1) that there is an $m, c$ so that

$$
\begin{equation*}
|\langle T, \mu\rangle| \leqslant c \sum_{\substack{|\alpha|+|\beta| \leqslant m \\|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta} \psi(x, y)\right\|_{1} . \tag{1.4}
\end{equation*}
$$

Now, by (1.3)

$$
\begin{aligned}
\frac{\partial}{\partial x_{i}} & =\sum_{j} \frac{\partial \bar{x}_{j}}{\partial x_{i}} \frac{\partial}{\partial \bar{x}_{j}}+\sum_{j k} \frac{\partial f_{j k}}{\partial x_{i}} y_{k} \frac{\partial}{\partial \bar{y}_{j}} \\
& =\sum_{j} \frac{\partial \bar{x}_{j}}{\partial x_{i}} \frac{\partial}{\partial \bar{x}_{j}}+\sum_{j k} h_{j k}^{(i)}(x, y) \bar{y}_{j} \frac{\partial}{\partial \bar{y}_{k}}
\end{aligned}
$$

by inverting $\bar{y}=A(x, y) y$ on $W_{x_{0}}$. Similarly,

$$
\frac{\partial}{\partial y_{i}}=\sum_{j} \frac{\partial \bar{x}_{j}}{\partial y_{i}} \frac{\partial}{\partial \bar{x}_{j}}+\sum_{j} k_{j}^{i \omega}(x, y) \frac{\partial}{\partial \bar{y}_{j}} .
$$

Hence, we have that

$$
\left(\frac{\partial}{\partial x}\right)^{\alpha}=\sum a_{\beta \gamma \gamma^{\prime}}(x, y)\left(\frac{\partial}{\partial \bar{x}}\right)^{\beta}(\bar{y})^{\gamma}\left(\frac{\partial}{\partial \bar{y}}\right)^{\gamma^{\prime}}
$$

where the sum is over $|\beta|+|\gamma| \leqslant|\alpha|,|\gamma|=\left|\gamma^{\prime}\right|$. Similarly,

$$
\left(\frac{\partial}{\partial y}\right)^{\alpha}=\sum_{|\beta|+|\gamma| \leqslant|\alpha|} c_{\beta \gamma}(x, y)\left(\frac{\partial}{\partial \bar{x}}\right)^{\beta}\left(\frac{\partial}{\partial \bar{y}}\right)^{\gamma} .
$$

And

$$
(y)^{\alpha}=\sum_{|\beta|=|\alpha|} b_{\beta}(x, y) \bar{y}^{\beta},
$$

where we note that all $a_{\beta \gamma \gamma^{\prime}}, c_{\beta \gamma}$ and $b_{\beta}$ are $C^{\infty}$ functions. Hence,

$$
\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}}=\sum_{|y|+|\delta| \leqslant m} d_{\gamma \delta \delta^{\prime}}(x, y)\left(\frac{\partial}{\partial \bar{x}}\right)^{\gamma}(\bar{y})^{\delta}\left(\frac{\partial}{\partial \bar{y}}\right)^{\delta^{\prime}},
$$

where in the sum, we have $\left|\delta^{\prime}\right| \leqslant|\delta|$ in general and $d_{\gamma \delta \delta^{\prime}}$ are $C^{\infty}$ functions for all $\gamma, \delta, \delta^{\prime}$.
From the above expression it follows that the right hand side of (1.4) is majorized by the right hand side of (1.2) with $\bar{m}=m$, and an appropriate constant $c^{\prime}$.

Definition 1.2. Let $\left\{\mu_{n}\right\} \subset \mathscr{B}(\mathcal{O})$. We say that $\left\{\mu_{n}\right\}$ is a permissible sequence on $\mathcal{O}$ if:
i) $\operatorname{supp} \mu_{n} \subset K$ for all $n$, $K$ a fixed compact set,
ii) If $U$ is any neighborhood of $\mathfrak{T}$, then $\operatorname{supp} \mu_{n} \subset U \cap \mathcal{O}$ for $n$ large,
iii) Given $x_{0} \in \mathcal{R}$, there is a coordinate neighborhood $U_{x_{0}}=\{(x, y)\}$ where $U \cap N$ $=\{(x, y) \mid y=0\}$, so that for every $\psi \in C_{0}^{\infty}\left(U_{x_{0}}\right)$,

$$
\sum_{\substack{|\alpha|+|\beta| \leqslant m \\|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}} \psi \varphi_{n}\right\|_{1} \leqslant c_{m} \quad \forall m
$$

where $c_{m}$ is independent of $n$, and $\mu_{n}=\varphi_{n}(x, y) d x d y$ on $U$,
iv) There exists a $\nu, \nu \in \mathscr{B}(\mathcal{T})$ such that

$$
\lim _{n}\left\langle F, \mu_{n}\right\rangle=\left\langle\left. F\right|_{\overparen{\vartheta}}, \nu\right\rangle \quad \text { for all } F \in C^{\infty}(\mathfrak{N})
$$

where $\left.F\right|_{\Re}$ is the restriction of $F$ to $\Re$.
(If $\left\{\mu_{n}\right\}$ is a permissible sequence, we will often say that $\mu_{n}$ converges to $\nu$, where we mean in the sence of iv).

Clearly, if $\left\{\mu_{n}\right\}$ is a permissible sequence, $\zeta \in C^{\infty}(\Re)$, then $\left\{\zeta \mu_{n}\right\}$ is a permissible sequence.
Proposition 1.2. Let $\left\{\mu_{n}\right\}$ be a permissible sequence, $x_{0} \in \mathcal{R}, V_{x_{0}}$ any coordinate patch where $\mathfrak{R} \cap V_{x_{0}}=\{(\bar{x}, \bar{y}) \mid \bar{y}=0\}$. Then there exists $W_{x_{0}} \subset V_{x_{0}}$ so that for all $\psi \in C_{0}^{\infty}\left(W_{x_{0}}\right)$.

$$
\begin{equation*}
\sum_{\substack{|\alpha|+|\beta| \leqslant m \\|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial \bar{x}}\right)^{\alpha}(\bar{y})^{\beta}\left(\frac{\partial}{\partial \bar{y}}\right)^{\beta^{\prime}} \psi \varphi_{n}\right\|_{1} \leqslant c_{m} \quad \forall m \tag{1.5}
\end{equation*}
$$

where $c_{m}$ is independent of $n$, and $\mu_{n}=\varphi_{n}(\bar{x}, \bar{y}) d \bar{x} d \bar{y}$ on $W_{x_{0}}$.
Proof. Identical to the proof of Proposition 1.1.
Defintion 1.3. We say that $T \in \Re_{\Re, \vartheta}$ has boundary values on $\Re[$ [ restriction to $\Re]$ if:
i) Given $x_{0} \in \mathscr{H}$, there is a neighborhood $V_{x_{0}}$ of $x_{0}$ in $\Re, \nu \in \mathscr{B}\left(V_{x_{0}}\right)$, such that $\nu \neq 0$ at $x_{0}$, and a permissible sequence on $\mathcal{O}$ converging to $\nu$,
ii) $\lim _{n}\left\langle T, \mu_{n}\right\rangle$ exists for all permissible sequences $\left\{\mu_{n}\right\}$,
iii) $\lim _{n}\left\langle T, \mu_{n}\right\rangle=0$ if $\nu=\lim _{n} \mu_{n}=0$,
iv) $\Re \subset \partial O[\Re \subset \mathcal{O}]$.

Here, $\partial \theta$ is the boundary of $\theta$.
Note that by (1.1) and (1.5), we have that for any $T \in \Re_{\vartheta, 0}$, any permissible sequence $\left\{\mu_{n}\right\}$,

$$
\begin{equation*}
\left|\left\langle T, \mu_{n}\right\rangle\right| \leqslant c \quad \text { for all } n . \tag{1.6}
\end{equation*}
$$

However, this does not imply, in general, the existence of a limit.
The following example shows that $i$ ) in Definition 1.3 is not superfluous.
Example 1. Let $\mathfrak{N}=\mathbf{R}^{2}, \mathcal{H}=\{(0, y)\}$. Let $a_{n}$ be a sequence so that $a_{0}=1, a_{n} \rightarrow 0$ and $\left(a_{n-1}-a_{n}\right) / a_{n}<a_{n}^{\alpha}$ for $\alpha>0$. Let $I_{n}=\left\{(x, y) \mid x \in\left(a_{n}, a_{n-1}\right)\right\}$. Let $\mathcal{O}=\cup_{n} I_{n}$. Let $\left\{\mu_{n}\right\}$ be a sequence of densities satisfying i), ii) and iii) of Definition 1.2. Say supp $\varphi_{n} \subset I_{n}$. Then on $I_{m}$, if $\varphi^{(k)}(s, y)=(\partial / \partial s)^{k} \varphi(s, y)$,

$$
\begin{aligned}
\left|\varphi_{n}(x, y)\right| & =\left|\int_{a_{n}}^{x} \frac{\left(s-a_{n}\right)^{k}}{k!} \varphi_{n}^{(k+1)}(s, y) d s\right| \leqslant\left|a_{n-1}-a_{n}\right|^{k}\left|\int_{a_{n}}^{x} \frac{\varphi_{n}^{(k+1)}(s, y)}{k!} d s\right| \\
& \leqslant \frac{\left|a_{n-1}-a_{n}\right|^{k}}{\left|a_{n}\right|^{k+1}}\left|\int_{a_{n}}^{x} \frac{s^{k+1} \varphi_{n}^{(k+1)}(s, y)}{k!} d s\right|
\end{aligned}
$$

So on $I_{n}$,

$$
\left|\varphi_{n}(x, y)\right| \leqslant \frac{a_{n}^{\alpha k}}{a_{n}} \int_{a_{n}}^{a_{n-1}}\left|\frac{s^{k+1} \varphi_{n}^{(k+1)}(s, y)}{k!}\right| d s
$$

Hence, $\left\|\varphi_{n}\right\|_{1} \leqslant c_{k} a_{n}^{\alpha(k+1)}$ where $c_{k}$ is independent of $n$ by iii) of definition 1.2. So, as $n \rightarrow \infty$, $\left\|\varphi_{n}\right\|_{1} \leqslant c_{k} a_{n}^{\alpha(k+1)} \rightarrow 0$. Hence, if $F \in C^{\infty}\left(\mathbf{R}^{2}\right)$,

$$
\int F(x, y) \varphi_{n}(x, y) d x d y \rightarrow 0
$$

Thus, if $\nu \in \mathscr{B}(\Re), \nu \not \equiv 0$, there is no permissible sequence on $\mathcal{O}$ converging to $\nu$.
Before continuing, note that if $\left\{\mu_{n}\right\}$ is a permissible sequence converging to $\nu$, then $\left\{\zeta \mu_{n}\right\}$ is a permissible sequence converging to $\left.\zeta\right|_{\mathscr{\gamma}} \nu$ for any $\zeta \in C^{\infty}(\Re)$.

Proposition 1.3. Let $T \in \Re_{\Re, \mathcal{O}}$ satisfy the conditions of Definition 1.3. Then there is a $T_{\mathscr{T}, \mathcal{O}} \in \mathfrak{G}^{\prime}(\mathfrak{T})$ so that $\lim _{n}\left\langle T, \mu_{n}\right\rangle=\left\langle T_{\vartheta, \vartheta}, \nu\right\rangle$ for all $\nu \in \mathscr{B}(\Re)$.
Proof. First note, that by iii) of Definition 1.3, if $\left\{\mu_{n}\right\},\left\{\bar{\mu}_{n}\right\}$ are permissible sequences converging to $\nu$, then $\lim _{n}\left\langle T, \mu_{n}\right\rangle=\lim _{n}\left\langle T, \bar{\mu}_{n}\right\rangle$. Hence, we can define $\left\langle T_{\rho_{, ~}, 0}, \nu\right\rangle$ for any $\nu$ so that there is a permissible sequence $\left\{\mu_{n}\right\}$ converging to $\nu$, and the value of $\left\langle T_{\Re, 0}, \nu\right\rangle$ is independent of the choice of $\left\{\mu_{n}\right\}$.
Let $\left\{\nu_{k}\right\} \subset \mathscr{B}(\mathscr{\Re}), \nu_{k} \rightarrow 0$. We will show that $\left\langle T_{\mathscr{T}, \vartheta}, \nu_{k}\right\rangle$ is defined and tends to 0 as $k \rightarrow \infty$. Let $K \subset \Omega$ be compact so that supp $v_{k} \subset K \forall k$. Let $x_{0} \in K ; \nu, V_{x_{0}}$ as in i) of Definition 1.3. Let $U_{x_{0}}$ be as in Definition 1.1. Choose $W_{x_{0}} \subset \vartheta$ so that $W_{x_{0}} \subset V_{x_{0}}, \nu \neq 0$ on $W_{x_{0}}$. Let $\omega_{n}$ be the permissible sequence on $\mathcal{\theta}$ converging to $\nu$. Clearly, if $\psi \in C_{0}^{\infty}\left(W_{x_{0}}\right)$,

$$
\psi \nu_{k}=\varphi_{k} \nu \quad \text { where } \varphi_{k} \in C_{0}^{\infty}\left(W_{x_{0}}\right)
$$

and $\varphi_{k} \rightarrow 0$. Let $\bar{\varphi}_{k}$ be in $C_{0}^{\infty}\left(U_{x_{0}}\right)$ so that $\bar{\varphi}_{k} \mid V x_{0}=\varphi_{k}$. Then if $\omega_{n}$ is permissible and converges to $\nu, \bar{\varphi}_{k} \omega_{n}$ is a permissible sequence and converges to $\varphi_{k} \nu=\psi \nu_{k}$. Clearly, we can choose $\bar{\varphi}_{k} \in C_{0}^{\infty}\left(U_{x_{0}}\right)$ so that $\bar{\varphi}_{k} \rightarrow 0$. Hence, $\left\langle T_{\vartheta, 0}, \psi \nu_{k}\right\rangle$ is defined $\forall_{k}$, and by definition:

$$
\left\langle T_{\Upsilon, 0}, \psi \nu_{k}\right\rangle=\lim _{n}\left\langle T, \bar{\varphi}_{k} \omega_{n}\right\rangle .
$$

Now, since $T \in \Re_{\vartheta, \varrho}$, we have for all $k$, that

$$
\left|\left\langle T, \bar{\varphi}_{k} \omega_{n}\right\rangle\right| \leqslant c \sum_{\substack{|\alpha|+|\beta \beta \leqslant m\\| \beta\left|=\left|\beta^{\prime}\right|\right.}}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}} \bar{\varphi}_{k} \theta_{n}\right\|_{1},
$$

where $c$ is independent of $n$ and $\omega_{n}=\theta_{n}(x, y) d x d y$. Hence,

$$
\left|\left\langle T_{\vartheta x, 0}, \psi \nu_{k}\right\rangle\right|=\lim _{n}\left|\left\langle T, \bar{\varphi}_{k} \omega_{n}\right\rangle\right| \leqslant c \sup _{n} \sum_{\substack{|\alpha|+|\beta| \leqslant m \\|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}} \bar{\varphi}_{k} \theta_{n}\right\|_{1} .
$$

But $\bar{\varphi}_{k} \rightarrow 0$ in $C_{0}^{\infty}\left(U_{x_{0}}\right)$ clearly implies that

$$
\lim _{k \rightarrow \infty}\left[\sup _{n} \sum_{\substack{|\alpha+\beta| \leqslant m \\|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}} \bar{\varphi}_{k} \theta_{n}\right\|_{I}\right]=0 .
$$

Hence, $\lim _{k}\left\langle T_{\Upsilon, \vartheta}, \psi \nu_{k}\right\rangle=0$.
Now if we choose $\left\{\psi_{i}\right\}, i=1, \ldots, N$ as a partition of unity over $K$, we have that

$$
\left\langle T_{\Upsilon, \mathfrak{O}}, \nu_{k}\right\rangle=\sum_{i=1}^{N}\left\langle T_{\Re, \mathfrak{Q}}, \psi_{i} \nu_{k}\right\rangle \rightarrow 0 \text { as } k \rightarrow \infty .
$$

So, $T_{\Re, \mathcal{O}} \in \mathscr{B}^{\prime}(\Re)$ by noting that the above construction shows that $T_{\Re, \mathcal{O}}$ is defined on all $\nu \in \mathfrak{B}(\mathcal{T})$.

Definition 1.4. Let $\mathfrak{\Re}, \mathfrak{R}, \mathcal{O}$ be as above. Let $\left\{T_{n}\right\} \subset \Re_{\Re, \vartheta}$. We will say that $T_{n} \rightarrow 0$ in $\Re_{\vartheta, \vartheta}$ if given $x_{0} \in \mathfrak{\Re}$, there is a coordinate patch $U_{x_{0}}=\{(x, y)\}$ in $\mathfrak{\Re}$ where $U_{x_{0}} \cap \mathfrak{R}=\{(x, y) \mid y=0\}$, an integer $m$, and a sequence $c_{n} \rightarrow 0$ so that

$$
\begin{equation*}
\left|\left\langle T_{n}, \mu\right\rangle\right| \leqslant c_{n} \sum_{\substack{|\alpha|+|\beta| \leqslant m \\|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}} \varphi\right\|_{1} \tag{1.7}
\end{equation*}
$$

for any $\mu \in \mathscr{B}\left(U_{x_{0}} \cap \mathcal{O}\right), \mu=\varphi(x, y) d x d y$ on $U_{x_{0}}$. If $\left\{T_{n}, T\right\} \subset \Re_{\Re, \vartheta}$, we say that $T_{n} \rightarrow T$ in $\Re_{\Re, \vartheta}$ if $T_{n}-T \rightarrow 0$.

If $T_{n} \rightarrow 0$ in $\Re_{\Re, \odot}$ and $\zeta \in C^{\infty}(\Re)$, clearly $\zeta T_{n} \rightarrow 0$ in $\Re_{\Re, \vartheta}$.
Proposition 1.4. Referring to Definition 1.4, if $V_{x_{0}}$ is any other coordinate patch containing $x_{0}$, say $V_{x_{0}}=\{(\bar{x}, \bar{y})\}$ where $V_{x_{0}} \cap \mathscr{F}=\{(\bar{x}, \bar{y}) \mid \bar{y}=0\}$, then there is a neighborhood $W_{x_{0}} \subset V_{x_{0}}$, an integer $\bar{m}$, and a sequence $\bar{c}_{n} \rightarrow 0$ so that

$$
\left|\left\langle T_{n}, \mu\right\rangle\right| \leqslant \bar{c}_{n} \sum_{\substack{\alpha|+|\beta| \leq \bar{m}\\| \beta \beta\left|=\left|\beta^{\prime}\right|\right.}}\left\|\left(\frac{\partial}{\partial \bar{x}}\right)^{\alpha}(\bar{y})^{\beta}\left(\frac{\partial}{\partial \bar{y}}\right)^{\beta^{\prime}} \varphi\right\|_{1}
$$

for any $\mu \in \mathscr{G}\left(W_{x_{0}} \cap \mathcal{\theta}\right), \mu=\varphi(\bar{x}, \bar{y}) d \bar{x} d \bar{y}$ on $W_{x_{0}}$.
Proof. Similar to the proof of Proposition 1.1 and is omitted.
Proposition 1.5. Let $T_{n} \rightarrow T$ in $\Re_{\Re, \ominus}$ and assume $T_{\Re, \ominus}$ and $\left(T_{n}\right)_{\Re, \ominus}$ exist. Then $\left(T_{n}\right)_{\Re, \ominus} \rightarrow T_{\Re, \ominus}$ in $\mathfrak{B}^{\prime}(\Re)$.
Proof. Let $x_{0} \in \mathscr{R}, U_{x_{0}}$ as in Definition 1.4. Let $U_{x_{0}} \cap \mathcal{R}=V_{x_{0}}$. Let $\nu \in \mathscr{G}\left(V_{x_{0}}\right),\left\{\mu_{m}\right\}$ $\subset \mathscr{B}\left(U_{x_{0}} \cap \mathcal{O}\right)$ a permissible sequence converging to $\nu$. Note that $\left\{\mu_{m}\right\}$ exists as in the proof of Proposition 1.3. Then

$$
\left\langle\left(T_{n}\right)_{\vartheta, \vartheta}-T_{\Re, \vartheta}, \nu\right\rangle=\lim _{m}\left\langle T_{n}-T, \mu_{m}\right\rangle .
$$

Now by (1.7), we have since $\left\{\mu_{m}\right\}$ is permissible, $\left|\left\langle T_{n}-T, \mu_{m}\right\rangle\right| \leqslant c \cdot c_{n}$ where $c$ is independent of $\mu_{m}$, and $c_{n} \rightarrow 0$ as $n \rightarrow \infty$. Hence, $\left\langle\left(T_{n}\right)_{\Re, \vartheta}-T_{\Re, \vartheta}, \nu\right\rangle \rightarrow 0$ for all $\nu \in \mathscr{B}\left(V_{x_{0}}\right)$.

Now if $\nu \in \mathscr{B}(\Re)$, we can write $\nu=\sum_{i} \psi_{i} \nu$ where the $\left\{\psi_{i}\right\}$ is a finite partition of unity over $\operatorname{supp} \nu$ that is subordinate to $V_{x_{i}}$ as above. Then clearly, as $n \rightarrow \infty$,

$$
\left\langle\left(T_{n}\right)_{\Re, \theta}-T_{\Re, \theta}, \nu\right\rangle=\sum_{i=1}^{M}\left\langle\left(T_{n}\right)_{\Re, \theta}-T_{\Re, \vartheta}, \psi_{i} \nu\right\rangle \rightarrow 0
$$

The following generalization of Proposition 1.5 will be useful later.
Proposition 1.6. Let $T_{n} \rightarrow T$ in $\Re_{\Re, \odot}$. Assume that $\left(T_{n}\right)_{\Re, \vartheta}$ exists for all $n$. Then $T_{\Re, \vartheta}$ exists.
Proof. Let $x_{0} \in \mathscr{F} ; U_{x_{0}}, V_{x_{0}}$ as in Proposition 1.5. Let $\nu \in \mathscr{B}\left(V_{x_{0}}\right),\left\{\mu_{j}\right\} \subset \mathfrak{B}\left(U_{x_{0}} \cap \mathcal{O}\right)$ a permissible sequence converging to $\nu$. Then

$$
\begin{aligned}
& \left|\left\langle T, \mu_{i}-\mu_{j}\right\rangle\right| \leqslant\left|\left\langle T_{n}, \mu_{i}-\mu_{j}\right\rangle\right|+\mid\left\langle T-T_{n}, \mu_{i}-\mu_{j}\right\rangle \\
& \left|\left\langle T_{n}, \mu_{i}-\mu_{j}\right\rangle\right| \leqslant\left|\left\langle T, \mu_{i}-\mu_{j}\right\rangle\right|+\left|\left\langle T-T_{n}, \mu_{i}-\mu_{j}\right\rangle\right|
\end{aligned}
$$

Hence, since $\left|\left\langle T-T_{n}, \mu_{i}-\mu_{j}\right\rangle\right| \leqslant 2 c_{n}$ for all $i, j$; we have that for each $n$,

$$
\begin{equation*}
\left|\left\langle T_{n}, \mu_{i}-\mu_{j}\right\rangle\right|-2 c_{n} \leqslant\left|\left\langle T, \mu_{i}-\mu_{j}\right\rangle\right| \leqslant\left|\left\langle T_{n}, \mu_{i}-\mu_{j}\right\rangle\right|+2 c_{n} . \tag{1.8}
\end{equation*}
$$

By assumption, $\lim _{i j}\left\langle T_{n}, \mu_{i}-\mu_{j}\right\rangle=0$ for all $n$. So using this in (1.8), we obtain that

$$
\lim _{i j}\left|\left\langle T, \mu_{i}-\mu_{j}\right\rangle\right| \leqslant 2 c_{n} \quad \text { for all } n .
$$

Hence, $\lim _{i}\left\langle T, \mu_{i}\right\rangle$ exists.

Now if $\nu=0$, we can proceed as above to obtain

$$
\begin{equation*}
\left|\left\langle T_{n}, \mu_{i}\right\rangle\right|-c_{n} \leqslant\left|\left\langle T, \mu_{i}\right\rangle\right| \leqslant\left|\left\langle T_{n}, \mu_{i}\right\rangle\right|+c_{n} . \tag{1.9}
\end{equation*}
$$

Hence, $\lim _{i}\left\langle T_{n}, \mu_{i}\right\rangle=0$ implies that $\lim _{i}\left\langle T, \mu_{i}\right\rangle=0$. So, $T_{\Upsilon, 0}$ exists for $\nu \in \mathfrak{B}\left(V_{x_{0}}\right)$. In general, if $\nu \in \mathscr{B}(\vartheta)$, we proceed as in the proof of Proposition 1.5, using a partition of unity argument.
It will be convenient later to have each $T \in \wp_{\Re, 0}$ supported in a coordinate patch. To this end, let $\left\{U_{i}\right\}$ be a locally finite covering of $\mathfrak{H}, U_{i}$ open in $\mathfrak{N}$. Let $\left\{\psi_{i}\right\}$ be a partition of unity subordinate to this cover.

## Proposition 1.7.

a) $\quad T \in \Re_{\vartheta, 0}$ if and only if $\psi_{i} T \in \Re_{\vartheta, 0}$ for all $i$.
b) $T_{n} \rightarrow 0$ in $\Re_{\Re, 0}$ if and only if $\psi_{i} T_{n} \rightarrow 0$ in $\Re_{\Re, 0}$ for all $i$.
c) $T_{\Re, \ominus}$ exists if and only if $\left(\psi_{i} T\right)_{\text {श, }}$ exists for all $i$. In this case, we have

$$
\begin{equation*}
T_{\Upsilon, \vartheta}=\sum_{i}\left(\psi_{i} T\right)_{\Re, \odot} . \tag{1.10}
\end{equation*}
$$

Proof. Note that $a$ ) and $b$ ) are clear by Definition 1.1 and Definition 1.4. As for $c$ ), we need only check that (1.10) is independent of $\left\{U_{i}\right\}$ and $\left\{\psi_{i}\right\}$. For this, let $\left\{V_{j}\right\}$ be another locally finite covering of $\mathscr{N} ;\left\{\varphi_{j}\right\}$ a partition of unity subordinate to $\left\{V_{j}\right\}$. Let $\left\{\mu_{n}\right\}$ be a permissible sequence converging to $\nu$. Then

$$
\left\langle\varphi_{j} T, \mu_{n}\right\rangle=\sum_{i}\left\langle\psi_{i} T, \varphi_{j} \mu_{n}\right\rangle .
$$

Hence, $\lim _{n}\left\langle\varphi_{j} T, \mu_{n}\right\rangle$ exists for all $j$, and

$$
\begin{equation*}
\lim _{n}\left\langle\varphi_{j} T, \mu_{n}\right\rangle=\sum_{i}\left\langle\left(\varphi_{i} T\right)_{\mathscr{T}, 0},\left.\varphi_{j}\right|_{\mathscr{R}} \nu\right\rangle . \tag{1.11}
\end{equation*}
$$

From (1.11), it is clear that $\lim _{n}\left\langle\varphi_{j} T, \mu_{n}\right\rangle=0$ if $\nu=0$. Hence, $\left(\varphi_{j} T\right)_{\Re, \vartheta}$ exists for all $j$. Further, from (1.11), we see that

$$
\sum_{j}\left\langle\left(\varphi_{j} T\right)_{\Re, 0}, \nu\right\rangle=\sum_{i}\left\langle\left(\psi_{i} T\right)_{\Re, 0}, \nu\right\rangle
$$

since $\left.\sum_{j} \varphi_{j}\right|_{\mathscr{\varkappa}} \nu=\nu$. Hence, (1.10) is independent of $\left\{U_{i}\right\},\left\{\psi_{i}\right\}$ and the proposition is proved.
Thus, without loss of generality, we will study in the following sections, the existence of boundary values or restrictions of generalized functions supported in coordinate patches.

Let $T \in \mathscr{B}^{\prime}(\mathcal{O}), \mu$ a nowhere vanishing density on $\mathfrak{\Re}$. Then the product $T \mu$ is a distribution $D \in \mathscr{D}^{\prime}(\mathcal{O})$ defined by:

$$
\langle D, \varphi\rangle=\langle T, \varphi \mu\rangle \quad \text { for all } \varphi \in C_{0}^{\infty}(\mathcal{\theta}) .
$$

It is easy to show that if $\psi \in C^{\infty}(\mathfrak{R})$, then

$$
(\psi T) \mu=\psi(T \mu)=(\psi \mu) T .
$$

Also, since $\mu$ is nonvanishing, we clearly have that the mapping $T \rightarrow T \mu$ is bijective and bicontinuous from $\mathscr{G}^{\prime}(\mathcal{O})$ to $\mathscr{D}^{\prime}(\mathcal{O})$. Hence, if $D \in \mathscr{D}^{\prime}(\mathcal{O}), D / \mu \in \mathscr{G}^{\prime}(\mathcal{O})$ is well defined. That is, if $\mu_{1}, \in \mathscr{B}(\mathcal{O})$, we have that $\mu_{1}=\varphi \mu$ where $\varphi \in C_{0}^{\infty}(\mathcal{O})$. Then $D / \mu=T$ is defined by,

$$
\left\langle T, \mu_{1}\right\rangle=\langle D, \varphi\rangle .
$$

Hence, given $D \in ๑^{\prime}(\theta)$, and $\mu$, we can say $D \in \Re_{\vartheta, \vartheta}$ if $D / \mu \in \Re_{\vartheta, \odot}$. This makes sense, since if $\mu^{\prime}$ is another nowhere vanishing density on $\mathfrak{T}$, then $\mu=f \mu^{\prime}$ where $f \in C^{\infty}(\mathscr{T}), f(x) \neq 0$ for all $x \in \Re$. Hence $D / \mu^{\prime}=f(D / \mu)$ and so $D / \mu^{\prime} \in \Re_{\Re, \vartheta}$ if and only if $D / \mu \in \Re_{\vartheta, \vartheta}$.

Also, $D / \mu^{\prime}$ has a restriction to, or boundary values on, $\mathcal{T}$ if and only if $D / \mu$ has. In this case, we have that $\left(D / \mu^{\prime}\right)_{\mathscr{T}, \ominus}=\left.f\right|_{\mathscr{T}}(D / \mu)_{\mathscr{R}, \Theta}$.

Now if $\nu$ is a nowhere vanishing density on $\vartheta$, and $(D / \mu)_{\Re, \vartheta}$ exists, we can define $D_{\Re, \vartheta}$ $=D_{\text {थ, },}(\mu, \nu)$ by

$$
\begin{equation*}
D_{\overparen{T}, 0}(\mu, \nu)=\left[(D / \mu)_{\Re, \vartheta}\right] \nu . \tag{1.12}
\end{equation*}
$$

As noted above, the existence of $D_{\Re, \ominus}$ is independent of $\mu$ and $\nu$, but the value of $D_{\text {פ, }, ~}$ is not. In fact, if $\mu^{\prime}$ and $\nu^{\prime}$ are other choices, $\mu=f \mu^{\prime}, \nu^{\prime}=g \nu$ where $f$ and $g$ are non-vanishing smooth functions on $\mathfrak{N}$ and $\mathscr{R}$ respectively, then

$$
\begin{equation*}
D_{\text {R, },}\left(\mu^{\prime}, \nu^{\prime}\right)=\left[\left.f\right|_{\mathscr{R}} g\right] D_{\text {r }, 0}(\mu, \nu) . \tag{1.13}
\end{equation*}
$$

For most purposes, it is more natural not to choose $\mu$ and $\nu$ independently of each other, but as in $\mathbf{R}^{n}$, to be related by a Riemannian structure. To this end, let $\langle,\rangle_{x}$ be a Riemannian metric on $\mathfrak{R}$. That is, for each $x,\langle,\rangle_{x}$ is a positive definite, symmetric, bilinear form on $T_{x}(\Re)$ so that if $\alpha, \beta: \mathfrak{K} \rightarrow T^{*}(\Re)$ are smooth sections, then $\langle\alpha(x), \beta(x)\rangle_{x}$ is a smooth function on $\Re_{\text {. This }}$ Riemannian structure induces, in a natural way, a nowhere vanishing density $\mu$ on $\Re$ defined as follows. If $U$ is a coordinate neighborhood of $\mathfrak{H}$ with coordinate functions $\left(x_{1}, \ldots, x_{n}\right)$, we define $\mu$ on $T(U)$ by

$$
\begin{equation*}
\mu\left(\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right)=\left|\operatorname{det}\left\langle\frac{\partial}{\partial x_{i}}, \frac{\partial}{\partial x_{j}}\right\rangle_{x}\right|^{\frac{1}{2}} . \tag{1.14}
\end{equation*}
$$

Clearly, $\mu$ is nonvanishing on $T(U)$ and hence is smooth. If $V$ is another coordinate neighborhood with coordinate functions $\left(y_{1}, \ldots, y_{n}\right), V \cap U \neq \varnothing$, then a calculation shows that on $V \cap U$,

$$
\mu\left(\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right)=\left|\operatorname{det} \frac{\partial y}{\partial x}\right| \mu\left(\frac{\partial}{\partial y_{1}}, \ldots, \frac{\partial}{\partial y_{n}}\right)
$$

where by $\partial y / \partial x$ we mean the Jacobian matrix. Hence, $\mu$ is indeed a density on $\mathfrak{\Re}$. Now since $\mathcal{\pi}$ is an imbedded submanifold of $\mathfrak{\Re}$, we can identify $T_{x}(\mathcal{\Re})$ with a subspace of $T_{x}(\Re)$ for all $x \in \Re$. Hence, the Riemannian metric on $\mathfrak{H}$ gives rise to a Riemannian metric on $\mathfrak{\Re}$, and as above, this gives rise to a nowhere vanishing density $\nu$ on $\vartheta$.

Hence, to work with distributions $D \in \mathscr{D}^{\prime}(\theta)$, we could assume that $\mathbb{\pi}$ is given a Riemannian structure and define $D \in \Re_{\vartheta, \theta}$ or $D_{\Re, \vartheta}$ as above with respect to the 'natural' densities $\mu$ and $\nu$. Note that if $f \in C^{\infty}(\Re)$, dit f nequ 0 ditend on $\Re$ and $\mu^{\prime}=f \mu, \nu^{\prime}=\left.f\right|_{\Re \gamma} \nu$, then by (1.13)

$$
\begin{equation*}
D_{\text {〒, }, 0}(\mu, \nu)=D_{\Re, 0}\left(\mu^{\prime}, \nu^{\prime}\right) . \tag{1.15}
\end{equation*}
$$

This observation is a convenience locally, since given any Riemannian metric on $\mathfrak{N}, U$ $=\left\{\left(x_{1}, \ldots, x_{n}\right)\right\}$ a coordinate neighborhood, we can choose $f$ above so that on $U, \mu^{\prime}=f \mu$ $=1 d x$. Then, if $\mu_{1} \in \mathscr{B}(\theta), \mu_{1}=\varphi(x) d x$ on $U$, we have that $\left\langle D / \mu^{\prime}, \mu_{1}\right\rangle=\langle D, \varphi\rangle$ as in $\mathbf{R}^{n}$. Hence, locally we can suppress the identification $D \leftrightarrow T$, and work as in $\mathbf{R}^{n}$.

Although we will work exclusively with generalized functions, we note that the above construction gives a natural way of applying the results of this paper to distributions on a Riemannian manifold.

## CHAPTER II <br> CODIM $\because=1$

## 1. Boundary Values of Generalized Functions

In this section, we make the following assumptions:
i) $\mathfrak{\Re} \subset \partial \vartheta$
ii) For each $x_{0} \in \mathscr{\Omega}$, there is some coordinate neighborhood $U$ of $x_{0}$ in $\mathfrak{H}$ such that $U \cap \mathscr{N}=\{(x, t) \mid t=0\}=V$ and $V \times(0, \delta) \subset \mathcal{O}$ for some $\delta>0$.
By Proposition (1.7), we can assume without loss of generality, that $\operatorname{supp} T \subset U$, a coordinate patch. Combining this with (2.1.0), we use the following model:
i) $\mathfrak{N}=\mathbf{R}^{n+1}=\mathbf{R}^{n} \times \mathbf{R}$
ii) $\mathscr{\mathscr { L }} \subset \mathbf{R}^{n}$ is open
iii) $\mathfrak{q} \times(0, \infty) \subset \mathcal{O}$
iv) $\mathscr{A} \subset \partial \mathcal{O}$
v) $T \in \mathscr{B}^{\prime}(\mathcal{O})$, supp $T$ is relatively compact.

In this setting, there always exists permissible sequences for any $\nu \in \mathscr{G}(\mathcal{O})$. For example, if $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right), \int \eta d t=1$, then $\omega_{n}=\nu \otimes n \eta(n t) d t$ converges to $\nu$, clearly, and for all $n$, supp $\omega_{n}$ $\subset \mathcal{O}$. Also, a simple calculation shows that $\omega_{n}$ satisfies iii) of Definition 1.2. This type of sequence is easier to work with in most cases than the general one. Our interest here is to justify the exclusive use of such sequences in applications. That is, we are interested in the following question:

Let $T \in \Re_{\mathscr{\vartheta}, \mathcal{\vartheta}}$. If $\lim _{n}\langle T, \nu \otimes n \eta(n t) d t\rangle$ exists for all $\nu \in \mathscr{B}(\mathcal{\Re})$, some $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right), \int \eta d t$ $=1$, does $T$ have boundary values on $\Re$ in the sense of Definition 1.3?
The following example shows that without an auxiliary condition on $\eta$, the answer is in general in the negative.
Example 1. Let $\eta_{0} \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right), \int \eta_{0} d t=1$. Assume that $\mathscr{F}\left(\eta_{0}\left(e^{t}\right)\right)\left(z_{0}\right)=0$ for $\operatorname{Im} z_{0}=-1$, $\operatorname{Re} z_{0} \neq 0$, where $\mathscr{F}\left(\eta_{0}\left(e^{t}\right)\right)\left(z_{0}\right)$ is defined by:

$$
\mathscr{F}\left(\eta_{0}\left(e^{t}\right)\right)\left(z_{0}\right)=\int \eta_{0}\left(e^{t}\right) e^{i t z_{0}} d t .
$$

Then, $\int \eta_{0}\left(e^{t-s}\right) e^{i t z_{0}} d t=0$ for all $s \in \mathbf{R}$. Letting $u=e^{t}$, we have that

$$
\int \eta_{0}\left(\frac{u}{e^{s}}\right) e^{i z_{0} \log u \frac{d u}{u}=0 \quad \text { for all } s . ~ . ~}
$$

Hence,

$$
\lim _{\epsilon \rightarrow 0} \int \eta_{0}\left(\frac{u}{\epsilon}\right) \frac{1}{\epsilon} g(u) d u=0
$$

where $g(u)=\left(e^{i z_{0} \log u} / u\right)$ is defined for $u>0$. Let $T=g(u) \otimes \psi(x)$ where $\psi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$. Then since $\operatorname{Im} z_{0}=-1$, we have that $\left|\left(e^{i z_{0} \log u} / u\right)\right|=1$ and hence, if $\mu=\varphi(u, x) d u d x \in \mathscr{B}(\mathcal{O})$, where $\mathcal{O}$ is equal to $\mathbf{R}^{+} \times \mathbf{R}^{n}$, then

$$
|\langle T, \mu\rangle| \leqslant c\|\varphi\|_{1} .
$$

That is, $T \in \mathscr{R}_{\mathbf{R}^{n}, \mathbf{R}^{+} \times \mathbf{R}^{n}}$. Also, for all $\nu \in \mathscr{B}\left(\mathbf{R}^{n}\right)$,

$$
\lim _{\epsilon \rightarrow 0}\left\langle T, \eta_{0}\left(\frac{t}{\epsilon}\right) \frac{1}{\epsilon} d t \otimes \nu\right\rangle=0 .
$$

However, if $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right)$, say supp $\eta \subset[1,2]$, then:

$$
\left\langle T, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) d t \otimes \nu\right\rangle=e^{i a \log \epsilon} \int_{1}^{2} \eta(t) e^{i a \log ^{\prime \prime}} d t \int \psi \nu
$$

where $a=\operatorname{Re} z_{0} \neq 0$. Clearly then, the limit as $\epsilon \rightarrow 0$ does not exist in general.
Hence, we must at least demand that $\mathscr{F}\left(\eta\left(e^{t}\right)\right)(z) \neq 0$ for $\operatorname{Im} z=-1, \operatorname{Re} z \neq 0$. That is, $\mathscr{F}\left(\eta\left(e^{t}\right) e^{t}\right)(s) \neq 0$ for $s \in \mathbf{R}$. In this case, we have the following.

Theorem 2.1.1. Let $\eta_{0} \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right), \int \eta_{0} d t=1$, $\mathscr{F}\left(\eta_{0}\left(e^{t}\right) e^{t}\right)(s) \neq 0$ for $s \in \mathbf{R}$. Let $T \in \Re_{\Re, \mathcal{O}}$ where $\mathscr{\Omega}, \mathcal{O}, T$ satisfy (2.1.0)'. Assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle T, \nu \otimes n \eta_{0}(n t) d t\right\rangle \tag{2.1.1}
\end{equation*}
$$

exists for all $\nu \in \mathscr{B}(\mathcal{O})$. Then $T$ has boundary values on $\mathfrak{N}$ in the sense of Definition 1.3. That is,
i) $\lim \left\langle T, \mu_{n}\right\rangle$ exists for all permissible sequences $\left\{\mu_{n}\right\}$,
ii) $\lim \left\langle T, \mu_{n}\right\rangle=0$ if $\nu=0$.

The proof of Theorem 2.1.1 will be obtained from a series of results.
Lemma 2.1.2. Let $g, f \in \varsigma(\mathbf{R}), \hat{f}(t) \neq 0$ for $t \in \mathbf{R}$. Then given $M \in \mathbf{Z}^{+}, \epsilon>0$, there is $\xi_{1}, \ldots, \xi_{N}$; $s_{1}, \ldots, s_{N}$ so that

$$
g(t)=\sum_{i=1}^{N} \xi_{i} f\left(t-s_{i}\right)+r(t)
$$

where $\left\|(d / d t)^{j} r\right\|_{1}<\epsilon$ for $j=0, \ldots, M$. Further,

$$
\left|\hat{g}(0)-\hat{f}(0) \sum_{i=1}^{N} \xi_{i}\right|<\epsilon
$$

Proof. First note, that there is an $h \in \delta(\mathbf{R})$ so that $\hat{h} \in C_{0}^{\infty}(\mathbf{R})$ and $\left\|(d / d t)^{j}(h-g)\right\|_{1}<\epsilon / 2$, $j \leqslant M$. To see this, let $\zeta \in C_{0}^{\infty}(\mathbf{R}), \zeta \equiv 1$ near 0 . Clearly, as $\delta \rightarrow 0$ we have for all $j$ that

$$
\left\|\left[\zeta(\delta t)(-i t)^{j} \hat{g}(t)-(-i t)^{j} \hat{g}(t)\right]^{{ }^{\circ}}\right\|_{1} \rightarrow 0
$$

where $\bar{k}$ is the inverse Fourier transform of $k$. Choose $\delta_{0}$ so that

$$
2 \pi\left\|\left[\zeta\left(\delta_{0} t\right)(-i t)^{j} \hat{g}(t)-(-i t)^{j} \hat{g}(t)\right]^{\check{c}}\right\|_{1}<\frac{\epsilon}{2}
$$

for $j=0, \ldots, M$. Let $\hat{h}(t)=\zeta\left(\delta_{0} t\right) \hat{g}(t)$. Clearly, $\hat{h}(t) \in C_{0}^{\infty}(\mathbf{R})$. Also, by the above inequality, we have that

$$
\left\|\left(\frac{d}{d t}\right)^{j}(h-g)\right\|_{1}<\frac{\epsilon}{2} \quad \text { for } j \leqslant M .
$$

Now $\hat{f}(t) \neq 0$ for all $t$ implies that $\hat{h}(t) / \hat{f}(t) \in C_{0}^{\infty}(\mathbf{R})$. Hence, $\hat{h} / \hat{f}=\hat{k}$ with $k \in \delta(\mathbf{R})$. So, $h^{j}(t)=f^{j} * k(t)$ where $h^{j}=(d / d t)^{j} h$ and $f^{j} * k(t)=\int f^{j}(s) k(t-s) d s$.

To complete the proof, we now show that if $f, k \in \delta(\mathbf{R})$, then the Riemann sums of $f * k$ converge to $f * k$ in $L^{1}(\mathbf{R})$. To see this, first assume that $f, k \in C_{0}^{\infty}(\mathbf{R})$. Then by partitioning $\mathbf{R}$ into sufficiently small intervals, it is clear that for each $x$, and for all $\epsilon$, there is $\left\{y_{i}\right\}_{i=1}^{m}$ so that

$$
\left|f(x-y) k(y) d y-\sum_{j=1}^{m} f\left(x-y_{j}\right) k\left(y_{j}\right) m_{j}\right|<\epsilon
$$

where $m_{j}=$ measure of the $j$ th interval. Now since $f * k \in C_{0}^{\infty}(\mathbf{R})$, we can have this estimate uniformly in $x$. Hence for all $\epsilon$, there is $\left\{y_{i}\right\}_{i=1}^{m}$ so that

$$
\left\|f * k(x)-\sum_{1}^{m} \xi_{j} f\left(x-y_{j}\right)\right\|_{1}<\epsilon .
$$

Note that $\xi_{j}=k\left(y_{j}\right) m_{j}$ and $\sum_{j=1}^{m}\left|\xi_{j}\right| \leqslant\|k\|_{1}$ for all $m$. Now, if $f \in \delta(\mathbf{R}), k \in C_{0}^{\infty}(\mathbf{R})$, we choose $\left\{f_{n}\right\} \subset C_{0}^{\infty}(\mathbf{R})$ so that $\left\|f-f_{n}\right\|_{1}<1 / n$. Then, by the above argument, we can choose $\left\{\xi_{i}\right\}_{1}^{m},\left\{y_{i}\right\}_{1}^{m}$ so that

$$
\left\|f_{n} * k(x)-\sum_{j=1}^{m} \xi_{j} f_{n}\left(x-y_{j}\right)\right\|_{1}<\frac{1}{n}
$$

Then

$$
\begin{aligned}
\left\|f * k(x)-\sum_{j=1}^{m} \xi_{j} f\left(x-y_{j}\right)\right\|_{1} \leqslant & \left\|f * k(x)-f_{n} * k(x)\right\|_{1}+\left\|f_{n} * k(x)-\sum_{j=1}^{m} \xi_{j} f_{n}\left(x-y_{j}\right)\right\|_{1} \\
& +\left\|\sum_{j=1}^{m} \xi_{j}\left[f_{n}\left(x-y_{j}\right)-f\left(x-y_{j}\right)\right]\right\|_{1} \\
& <\left\|f-f_{n}\right\|_{1}\|k\|_{1}+\frac{1}{n}+\sum_{j=1}^{m}\left|\xi_{j}\right|\left\|f-f_{n}\right\|_{1}<\frac{1}{n}\left(1+2\|k\|_{1}\right) .
\end{aligned}
$$

Finally, in the general case, we choose $k_{n} \in C_{0}^{\infty}(\mathbf{R})$, so that $\left\|k-k_{n}\right\|_{1}<1 / n$. We can then choose $\left\{\xi_{i}\right\},\left\{y_{i}\right\}$ so that

$$
\left\|f * k_{n}(x)-\sum_{i=1}^{m} \xi_{i} f\left(x-y_{i}\right)\right\|_{1}<\frac{1}{n}
$$

by the above argument. Then,

$$
\begin{aligned}
\left\|f * k(x)-\sum_{i=1}^{m} \xi_{i} f\left(x-y_{i}\right)\right\|_{1} & \leqslant\left\|f * k(x)-f * k_{n}(x)\right\|_{1}+\left\|f * k_{n}(x)-\sum_{i=1}^{m} \xi_{i} f\left(x-y_{i}\right)\right\|_{1} \\
& \leqslant \frac{1}{n}\left(1+\|k\|_{1}\right) .
\end{aligned}
$$

Hence, we can choose $\left\{\xi_{i}\right\},\left\{s_{i}\right\}$ so that

$$
\left\|h^{j}(t)-\sum_{i=1}^{m} \xi_{i} f^{j}\left(t-s_{i}\right)\right\|_{1}<\frac{\epsilon}{2}, \quad j \leqslant M,
$$

since $h^{j}=k * f^{j}$. Combining this with the estimate $\left\|h^{j}-g^{j}\right\|_{1}<\epsilon / 2$ obtained above completes the proof of the first part of the lemma.

By construction, we have that
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$$
\left|\int g-\sum_{i=1}^{m} \xi_{i} \int f\right|=\left|\int g-\sum_{i=1}^{m} \int \xi_{i} f\left(x-y_{i}\right) d x\right| \leqslant\left\|g-\sum_{i=1}^{m} \xi_{i} f\left(x-y_{i}\right)\right\|_{1}<\epsilon
$$

Noting that $\int g=\hat{g}(0), \int f=\hat{f}(0)$, completes the proof.
Proposition 2.1.3. Let $T \in \Re_{\vartheta, 0,}, \eta_{0}$ satisfy the conditions of Theorem 2.1.1. Then for all $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right), \int \eta \neq 0$

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\langle T, \nu \otimes n \eta(n t) d t\rangle \quad \text { exists for all } \nu \in \mathscr{H}(\Re) . \tag{2.1.2}
\end{equation*}
$$

Further, if $\int \eta=1$, the value of (2.1.2) is the same as the value of (2.1.1) for all $\nu$.
Proof. Let $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right)$. Clearly, $\eta_{0}\left(e^{t}\right) e^{t}, \eta\left(e^{t}\right) e^{t}$ are in $\delta(\mathbf{R})$ and $\left[\eta_{0}\left(e^{t}\right) e^{t}\right]^{\wedge}(s) \neq 0$ for all $s \in \mathbf{R}$. So for $\delta>0, M \in \mathbf{Z}^{+}$, we have by Lemma 2.1.2 that there exists $\xi_{1}, \ldots, \xi_{M} ; s_{1}, \ldots, s_{M}$ such that

$$
\eta\left(e^{u}\right) e^{u}=\sum_{i=1}^{M} \xi_{i} \eta_{0}\left(e^{u-s_{i}}\right) e^{u-s_{i}}+r(u)
$$

where $\left\|(d / d u)^{j} r\right\|_{1}<\delta$ for $j=0, \ldots, M$. Letting $e^{u}=t / \epsilon$, we obtain

$$
\frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right)=\sum_{i=1}^{M} \xi_{i} \eta_{0}\left(\frac{t}{\epsilon e^{s_{i}}}\right) \frac{1}{\epsilon e^{s_{i}}}+\frac{1}{\epsilon}\left[\frac{r(\log (t / \epsilon))}{t / \epsilon}\right] .
$$

Now by assumption, $T \in \Re_{\vartheta, \vartheta}$. Hence, if $\mu=\varphi(x, t) d x d t$ has support in $\mathcal{O}$, we have

$$
\begin{equation*}
|\langle T, \mu\rangle| \leqslant c \sum_{|\alpha|+j \leqslant N}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right\|_{1} . \tag{2.1.3}
\end{equation*}
$$

Choose $M$ above so that $N \leqslant M$. Then using (2.1.3), if $\nu=\varphi(x) d x \in \mathscr{B}(\Re)$,

$$
\begin{aligned}
& \left|\left\langle T,\left(\eta\left(\frac{t}{\epsilon}\right) \frac{1}{\epsilon}-\sum_{i=1}^{M} \xi_{i} \eta_{0}\left(\frac{t}{\epsilon \epsilon^{s_{i}}}\right) \frac{1}{\epsilon e^{s_{i}}}\right) d t \otimes \nu\right\rangle\right| \\
& \quad \leqslant c \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} \varphi\right\|_{1}\left\|_{t^{j}}\left(\frac{d}{d t}\right)^{j}\left[\frac{r(\log (t / \epsilon))}{t / \epsilon}\right] \frac{1}{\epsilon}\right\|_{1} \leqslant C^{\prime} \delta,
\end{aligned}
$$

since by substituting $u=\log (t / \epsilon)$,

$$
\left\|t^{j}\left(\frac{d}{d t}\right)^{j}\left[\frac{r(\log (t / \epsilon))}{t / \epsilon}\right] \frac{1}{\epsilon}\right\|_{1} \leqslant c \sum_{l=0}^{j}\left\|\left(\left(\frac{d}{d u}\right)^{l}\left[\frac{r(u)}{e^{u}}\right]\right) e^{u}\right\|_{1} \leqslant c \sum_{l=0}^{j}\left\|\left(\frac{d}{d u}\right)^{l} r\right\|_{1} \leqslant c \delta .
$$

Note that we have easily by induction,

$$
t^{j}\left(\frac{d}{d t}\right)^{j}=\sum_{l=0}^{j} c_{j l}\left(\frac{d}{d u}\right)^{l}
$$

So,

$$
\begin{aligned}
{\left[\overline{\lim _{\epsilon}}\right.} & \left.-\frac{\lim _{\epsilon}}{\epsilon}\right]\left|\left\langle T,\left(\eta\left(\frac{t}{\epsilon}\right) \frac{1}{\epsilon}-\sum_{i=1}^{M} \xi_{i} \eta_{0}\left(\frac{t}{\epsilon e^{s_{i}}}\right) \frac{1}{\epsilon e^{s_{i}}}\right) d t \otimes \nu\right\rangle\right| \\
& =\left[\overline{\lim _{\epsilon}}-\frac{\lim _{\epsilon}}{\epsilon}\right]\left|\left\langle T,\left(\eta\left(\frac{t}{\epsilon}\right) \frac{1}{\epsilon}-\left(\sum_{i=1}^{M} \xi_{i}\right) \eta_{0}\left(\frac{t}{\epsilon}\right) \frac{1}{\epsilon}\right) d t \otimes \nu\right\rangle\right| \leqslant c \delta .
\end{aligned}
$$

If $\int \eta=1$, then

$$
\left|\int \eta\left(e^{u}\right) e^{u}-\left(\sum_{i=1}^{M} \xi_{i}\right) \int \eta_{0}\left(e^{u}\right) e^{u}\right|=\left|1-\sum_{i=1}^{M} \xi_{i}\right|<\delta
$$

by Lemma 2.1.2. Also, $\left|\left\langle T, \eta_{0}(t / \epsilon)(1 / \epsilon) d t \otimes \nu\right\rangle\right| \leqslant c \forall \epsilon$. Hence,

$$
\begin{aligned}
& {\left[\overline{\lim _{\epsilon}}-\frac{\mathrm{lim}_{\epsilon}}{\epsilon}\right]\left|\left\langle T,\left(\eta\left(\frac{t}{\epsilon}\right) \frac{1}{\epsilon}-\eta_{0}\left(\frac{t}{\epsilon}\right) \frac{1}{\epsilon}\right) d t \otimes \nu\right\rangle\right|} \\
& \leqslant\left[\overline{\lim _{\epsilon}}-\frac{\lim }{\epsilon}\right]\left|\left\langle T,\left(\eta\left(\frac{t}{\epsilon}\right) \frac{1}{\epsilon}-\left(\sum_{i=1}^{M} \xi_{i}\right) \eta_{0}\left(\frac{t}{\epsilon}\right) \frac{1}{\epsilon}\right) d t \otimes \nu\right\rangle\right|
\end{aligned}
$$

$$
+\left[\overline{\lim _{\epsilon}}-\frac{\lim _{\epsilon}}{\epsilon}\right]\left|\left\langle T,\left(1-\sum_{i=1}^{M} \xi_{i}\right) \eta_{0}\left(\frac{t}{\epsilon}\right) \frac{1}{\epsilon} d t \otimes \nu\right\rangle\right|<c \delta
$$

Hence the limit in (2.1.2) exists and is equal to the limit in (2.1.1) for all $\nu$.
If $\int \eta=c \neq 0$, then by considering $\bar{\eta}=\eta / c$, we can see from the above argument that the limit in (2.1.2) exists and equals $c$ times the limit in (2.1.1).

In order to generalize the result of Proposition 2.1.3 to more general permissible sequences, we first construct a sequence of smooth functions converging to $T$ as in (1.7). Note, however, that if $\varphi \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right), \int \varphi=1$, we need not have $\varphi_{\epsilon} * T \rightarrow T$ in $\Re_{\Re, \odot}$ where

$$
\varphi_{\epsilon}(x)=\frac{1}{\epsilon^{n+1}} \varphi\left(\frac{x}{\epsilon}, \frac{t}{\epsilon}\right) .
$$

For example, in $\mathbf{R}^{n+1}$, identifying distributions and generalized functions, the Dirac delta $\delta \in \Re_{\mathscr{\Re}, \mathcal{O}}$ and $(\delta)_{\mathscr{O}, \mathcal{O}}=0$, where $\mathscr{R}=\mathbf{R}^{n}$ and $\mathcal{O}=\mathbf{R}^{n} \times(0, \infty)$. However, we cannot have that $\varphi_{\epsilon} * \delta=\varphi_{\epsilon}$ converges to $\delta$ in $\Re_{\Re, \emptyset}$ or else we would conclude that $\left(\varphi_{\epsilon}\right)_{\vartheta_{, \varrho}} \rightarrow 0$ weakly by Proposition 1.5. Clearly,

$$
\left(\varphi_{\epsilon}\right)_{\mathscr{T}, \mathscr{Q}}=\frac{1}{\epsilon^{n+1}}\left(\varphi\left(\frac{x}{\epsilon}, 0\right)\right)
$$

cannot converge weakly. We will modify the above convolution though, so that only the values of $T$ in $\{(x, t) \mid t>0\}$ are smoothed. This is natural, since if $S, T \in \mathscr{G}^{\prime}(\mathcal{O}), \operatorname{supp}(S-T)$ $\subset\{(x, t) \mid t \leqslant 0\}$, then $S-T \in \Re_{\Re, \ominus}$ and $(S-T)_{\Re, \ominus}=0$.
Let $T \in \Re_{\mathscr{O}, \mathcal{0}} ; \mathfrak{R}, \mathcal{O}, T$ satisfying the conditions of Theorem 2.1.1. Let $\eta \in C_{0}^{\infty}(\mathbf{R}), \varphi$ $\in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$, even functions; $0 \notin \operatorname{supp} \eta$, say supp $\eta=[-2,-1] \cup[1,2]$. Assume also that $\int \eta=1, \int \varphi=1$. Define for $v>0$ :

$$
\begin{equation*}
T_{m}(y, v)=\left\langle T, \varphi(m[y-x]) m^{n} d x \otimes \frac{m}{u} \eta\left(m \ln \frac{u}{v}\right) d u\right\rangle . \tag{2.1.4}
\end{equation*}
$$

Note that since $T$ has compact support, $T_{m}(y, v)$ vanishes for large $v$ uniformly in $m$.
Proposition 2.1.4. The function $T_{m}(y, v)$ is continuous in $v \geqslant 0, C^{\infty}$ for $v>0$ and $T_{m} \rightarrow T$ in $\Re_{\vartheta, \vartheta}$.
To prove the proposition, we need the following lemma.
Lemma 2.1.5. Let $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right), \int \eta=1, \eta$ an even function. Let $f \in L_{k+1}^{1}\left(\mathbf{R}^{n}\right)$. Then

$$
\begin{equation*}
\left\|\eta_{\epsilon} * f-f\right\|_{L_{k}} \leqslant c \epsilon\|f\|_{L_{k+1}}, \tag{2.1.5}
\end{equation*}
$$

where $c$ is independent of $f$.

Proof. For $F(x) \in L_{1}^{1}\left(\mathbf{R}^{n}\right)$, we have that $F(0)=-\sum_{i=1}^{n} \int_{0}^{\infty} F_{i}(t \nu) \nu_{i} d t$, where $|\nu|=1$ and $F_{i}=\partial F / \partial x_{i}$. Hence, letting $\omega=\int_{S^{n-1}} d \sigma$, we have that

$$
F(0)=-\frac{1}{\omega} \int_{S^{n-1}} d \sigma \int_{0}^{\infty} \sum_{i=1}^{n} F_{i}(t \nu) \frac{\nu_{i}}{t^{n-1}} t^{n-1} d t=-\frac{1}{\omega} \sum_{i=1}^{n} \int F_{i}(x) \frac{x_{i}}{|x|^{n}} d x
$$

Substituting $F(y)=f(x-y)$ into this expression, we get

$$
f(x)=\frac{1}{\omega} \sum_{i=1}^{n} \int f_{i}(x-y) \frac{y_{i}}{|y|^{n}} d y=\frac{1}{\omega} \int \nabla f(x-y) \cdot \frac{y}{|y|^{n}} d y \equiv \frac{1}{\omega}\left(\nabla f * \frac{y}{|y|^{n}}\right)(x) .
$$

Hence,

$$
f-\eta_{\epsilon} * f=\frac{1}{\omega}\left[\left(\nabla f * \frac{x}{|x|^{n}}\right)-\left(\nabla f * \frac{x}{|x|^{n}}\right) * \eta_{\epsilon}\right]=\frac{1}{\omega} \nabla f *\left[\frac{x}{|x|^{n}}-\frac{x}{|x|^{n}} * \eta_{\epsilon}\right] .
$$

So

$$
\begin{equation*}
\left\|f-\eta_{\epsilon} * f\right\|_{L_{k}} \leqslant \frac{c}{\omega}\|f\|_{L_{k+1}}\left\|\frac{x}{|x|^{n}}-\frac{x}{|x|^{n}} * \eta_{\epsilon}\right\|_{L^{1}} . \tag{2.1.6}
\end{equation*}
$$

To complete the proof, we need only show that

$$
\begin{equation*}
\left\|\frac{x}{|x|^{n}}-\frac{x}{|x|^{n}} * \eta_{\epsilon}\right\|_{L} \leqslant c \epsilon . \tag{2.1.7}
\end{equation*}
$$

Looking at components,

$$
\left\|\frac{x_{i}}{|x|^{n}}-\left(\frac{y_{i}}{|y|^{n}} * \eta_{\epsilon}\right)(x)\right\|_{1}=\int_{|x|<2 \epsilon} d x+\int_{|x| \geqslant 2 \epsilon}\left|\frac{x_{i}}{|x|^{n}}-\left(\frac{y_{i}}{|y|^{n}} * \eta_{\epsilon}\right)(x)\right| d x=I+I I .
$$

Now

$$
I \leqslant \int_{|x|<2 \epsilon}\left|\frac{x_{i}}{|x|^{n}}\right| d x+\int_{|x|<2 \epsilon}\left|\frac{y_{i}}{|y|^{n}} * \eta_{\epsilon}\right| d x \leqslant c \epsilon .
$$

For II, we expand $\left(x_{i}-y_{i}\right) /|x-y|^{n}$ about $y=0$ by Taylor's formula and obtain;

$$
\frac{x_{i}-y_{i}}{|x-y|^{n}}=\frac{x_{i}}{|x|^{n}}+\sum_{i=1}^{n} g_{i}(x) y_{i}+I I I, \quad \text { where } g_{i}(x)=\frac{\partial}{\partial y_{i}}\left[\frac{x_{i}-y_{i}}{|x-y|^{n}}\right]_{y=0} .
$$

Hence, since $\int \eta_{\epsilon}(y) d y=1$, and supp $\eta \subset\{x \| x \mid<1\}$ say, we have that

$$
\begin{aligned}
\frac{x_{i}}{|x|^{n}}-\left(\frac{y_{i}}{|y|^{n}} * \eta_{\epsilon}\right)(x) & =\int_{|y| \leqslant \epsilon}\left(\frac{x_{i}}{|x|^{n}}-\frac{x_{i}-y_{i}}{|x-y|^{n}}\right) \eta_{\epsilon}(y) d y \\
& =-\int_{|y|<\epsilon} \sum_{i=1}^{n} g_{i}(x) y_{i} \eta_{\epsilon}(y) d y-\int_{|y| \leqslant \epsilon}(I I I) \eta_{\epsilon}(y) d y \\
& =0+\int_{|y| \leqslant \epsilon}(I I I) \eta_{\epsilon}(y) d y
\end{aligned}
$$

since $\eta$ is an even function. So

$$
I I \leqslant \int_{|x| \geqslant 2 \epsilon} \int_{|y|<\epsilon}\left|(I I I) \eta_{\epsilon}(y)\right| d y d x \leqslant \int_{|x|>2 \epsilon} d x \int_{|y|<\epsilon} \frac{|y|^{2}}{|x-\theta|^{n+1}} \eta_{\epsilon}(y) d y
$$

where $0 \leqslant|\theta| \leqslant|y|$. Hence, since $|x|>2 \epsilon,|y|<\epsilon$ and $|x-\theta| \geqslant \| x|-|\theta||$ we have that

$$
I I \leqslant \epsilon^{2} \int_{|x|>2 \epsilon} \frac{d x}{| | x|-\epsilon|^{n+1}} \leqslant c \epsilon .
$$

Hence (2.1.7) is proved and so is the lemma.
Proof of Proposition 2.1.4. First, $T_{m} \in C^{\infty}$ for $v>0$ since

$$
\operatorname{supp} \eta\left(m \ln \frac{u}{v}\right) \subset\left\{u \left\lvert\, v e^{-\frac{2}{m}} \leqslant u \leqslant v e^{\frac{2}{m}}\right.\right\} .
$$

Also, $\int(m / u) \eta(m \ln (u / v)) d u=1 \forall v, m$. So letting $\eta_{v}(u) d u=(m / u) \eta(m \ln (u / v)) d u$ in Proposition 2.1.3, we see that for all $m$, each $y, \lim _{v \rightarrow 0} T_{m}(y, v)$ exists. To show that $T_{m}(y, v)$ can be extended continuously to $v=0$, we will show that

$$
\begin{equation*}
\left|\frac{\partial}{\partial y_{i}} T_{m}(y, v)\right| \leqslant c_{m} . \tag{2.1.8}
\end{equation*}
$$

Then,

$$
\begin{aligned}
\left|T_{m}\left(y_{1}, v\right)-T_{m}\left(y_{2}, 0\right)\right| & \leqslant\left|T_{m}\left(y_{1}, v\right)-T_{m}\left(y_{2}, v\right)\right|+\left|T_{m}\left(y_{2}, v\right)-T_{m}\left(y_{2}, 0\right)\right| \\
& \leqslant c_{m}\left|y_{1}-y_{2}\right|+\left|T_{m}\left(y_{2}, v\right)-T_{m}\left(y_{2}, 0\right)\right| \rightarrow 0 \text { as }\left(y_{1}, v\right) \rightarrow\left(y_{2}, 0\right) .
\end{aligned}
$$

Hence, $T_{m}$ is continuous in $v \geqslant 0$.
For (2.1.8), note that the $y_{i}$ difference quotients of $\varphi(m[y-x]) d x$ converge in $\mathscr{B}(\theta)$. Hence,

$$
\frac{\partial}{\partial y_{i}} T_{m}(y, v)=\left\langle T, \frac{m}{u} \eta\left(m \ln \frac{u}{v}\right) d u \otimes \varphi_{i}(m[y-x]) m^{n+1} d x\right\rangle \quad \text { where } \varphi_{i}=\frac{\partial}{\partial y_{i}} \varphi .
$$

Now, since $T \in \Re_{\vartheta, \bullet}$ and

$$
\operatorname{supp}\left[\frac{m}{u} \eta\left(m \ln \frac{u}{v}\right) d u \otimes \varphi_{i}(m[y-x]) m^{n+1} d x\right] \subset 0 \quad \text { for all } m, v>0,
$$

we have that

$$
\begin{aligned}
\left|\frac{\partial}{\partial y_{i}} T_{m}\right| & \leqslant c \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} \varphi_{i}(m[y-x]) m^{n+1}\right\|_{1}\left\|^{j}\left(\frac{\partial}{\partial u}\right)^{j} \frac{m}{u} \eta\left(m \ln \frac{u}{v}\right)\right\|_{1} \\
& \leqslant c \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} \varphi_{i}\right\| m^{|\alpha|+1}\left\|\left(\frac{d}{d t}\right)^{j} \eta\right\|_{1} m^{j} \leqslant c_{m},
\end{aligned}
$$

proving (2.1.8). To complete the proof of Proposition 2.1.4, we must show that there exists an $M$, $c_{m} \rightarrow 0$ so that

$$
\begin{equation*}
\left|\left\langle T-T_{m}, \mu\right\rangle\right| \leqslant c_{m} \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial y}\right)^{\alpha} v^{j}\left(\frac{\partial}{\partial v}\right)^{j} \varphi\right\|_{1} \quad \text { for all } \mu=\psi(y, v) d y d v \in \mathscr{G}(\mathcal{\vartheta}) . \tag{2.1.9}
\end{equation*}
$$

Before continuing, observe that if $T \in \mathscr{A}^{\prime}(\mathcal{O}), \varphi(x, y) \in C_{0}^{\infty}\left(\mathcal{O} \times \mathbf{R}^{n+1}\right)$, then

$$
\int\langle T, \varphi(x, y) d x\rangle d y=\left\langle T,\left[\int \varphi(x, y) d y\right] d x\right\rangle
$$

since the Riemann sums of $\left[\int \varphi(x, y) d y\right] d x$ converge in $\mathscr{B}(\mathcal{O})$. Let $\mu=\psi(y, v) d y d v$ be given. Then

$$
\begin{aligned}
\left\langle T_{m}(y, v), \mu\right\rangle & =\int T_{m}(y, v) \psi(y, v) d y d v=\int\left\langle T, \frac{m}{u} \eta\left(m \ln \frac{u}{v}\right) \varphi(m[y-x]) m^{n} d x d u\right\rangle \psi d y d v \\
& =\left\langle T,\left(\int \frac{m}{u} \eta\left(m \ln \frac{u}{v}\right) \varphi(m[y-x]) m^{n} \psi(y, v) d y d v\right) d x d u\right\rangle
\end{aligned}
$$

by the above observation since

$$
\frac{m}{u} \eta\left(m \ln \frac{u}{v}\right) \varphi(m(y-x)) m^{n} \psi(y, v)
$$

has uniform compact support in $(y, v, x, u)$-space for all $m$. Let

$$
f_{m}(x, u)=\int \frac{m}{u} \eta\left(m \ln \frac{u}{v}\right) \varphi(m[y-x]) m^{n} \psi(y, v) d y d v .
$$

Then for sufficiently large $m, \operatorname{supp} f_{m} \subset \mathcal{O}$. Hence, since $T \in \Re_{\Re, 0}$, we have that;

$$
\begin{aligned}
&\left|\left\langle T-T_{m}, \psi(x, u) d x d u\right\rangle\right|=\left|\left\langle T,\left[f_{m}(x, u)-\psi(x, u)\right] d x d u\right\rangle\right| \\
& \leqslant c \sum_{|\alpha|+j \leqslant N} \left\lvert\,\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} u^{j}\left(\frac{\partial}{\partial u}\right)^{j}\left[f_{m}-\psi\right]\right\|_{1}\right. \\
&= c \sum_{|\alpha|+j \leqslant N} \int \left\lvert\,\left(\frac{\partial}{\partial x}\right)^{\alpha} u^{j}\left(\frac{\partial}{\partial u}\right)^{j}\right. \\
& \left.\times\left[\int \frac{m}{u} \eta\left(m \ln \frac{u}{v}\right) \varphi(m[y-x]) \psi(y, v) m^{n} d y d v-\psi(x, u)\right] \right\rvert\, d x d u \\
&=c \sum_{|\alpha|+j \leqslant N} \int\left|\left(\frac{\partial}{\partial x}\right)^{\alpha}\left(\frac{\partial}{\partial t}\right)^{j}\left[\int \eta(m[t-s]) \varphi(m[x-y]) m^{n+1} \psi\left(y, e^{s}\right) e^{s} d y d s-\psi\left(x, e^{t}\right) e^{t}\right]\right| d x d t \\
&=c \sum_{|\alpha|+j \leqslant N} \int\left|\left(\eta_{m} \otimes \varphi_{m}\right) * f_{\alpha j}-f_{\alpha j}\right| d x d t
\end{aligned}
$$

$$
\text { where } V=e^{s}, u=e^{t}, f_{\alpha j}=\left(\frac{\partial}{\partial x}\right)^{\alpha}\left(\frac{\partial}{\partial t}\right)^{j}\left[\psi\left(x, e^{t}\right) e^{t}\right]
$$

Now, using the assumption that $\eta, \varphi$ are even functions, and applying Lemma 2.1 .5 we get

$$
\begin{aligned}
\left|\left\langle T_{m}-T, \mu\right\rangle\right| & \leqslant \frac{c}{m} \sum_{|\alpha|+j \leqslant N}\left\|f_{\alpha j}\right\|_{L \mid} \leqslant \frac{c}{m} \sum_{|\alpha|+j \leqslant N+1}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha}\left(\frac{\partial}{\partial t}\right)^{j} \psi\left(x, e^{t}\right) e^{t}\right\|_{1} \\
& =\frac{c}{m} \sum_{|\alpha|+j \leqslant N+1}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} u^{j}\left(\frac{\partial}{\partial u}\right)^{j} \psi(x, u)\right\|_{1}
\end{aligned}
$$

proving (2.1.9) with $c_{m}=c / m, M=N+1$.
Now let

$$
\tilde{T}_{m}(x, t)= \begin{cases}T_{m}(x, t) & t \geqslant 0 \\ T_{m}(x,-t) & t<0\end{cases}
$$

Since $\tilde{T}_{m}$ have uniform compact support, we can choose $S_{m} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$ with uniform compact support so that

$$
\begin{equation*}
\sup \left|\tilde{T}_{m}-S_{m}\right|<\frac{1}{m} \tag{2.1.10}
\end{equation*}
$$

Clearly, $S_{m} \rightarrow T$ in $\Re_{\vartheta, \vartheta}$ since if $\mu=\varphi(x, t) d x d t$,

$$
\left|\left\langle S_{m}-T, \mu\right\rangle\right| \leqslant\left|\left\langle S_{m}-T_{m}, \mu\right\rangle\right|+\left|\left\langle T_{m}-T, \mu\right\rangle\right| \leqslant \frac{1}{m}\|\varphi\|_{1}+\frac{c}{m} \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right\|_{1} .
$$

We now restate and prove the main theorem of this section.
Theorem 2.1.1. Let $\eta_{0} \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right), \int \eta_{0}=1$ and $\mathscr{F}\left(\eta_{0}\left(e^{t}\right) e^{t}\right)(s) \neq 0$ for $s \in \mathbf{R}$. Let $T$ be a generalized function on $\mathcal{O}, T \in \Re_{\Re, \mathcal{O}}$ where $\mathfrak{O}, \mathcal{O}, T$ satisfy (2.1.0)'. Assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle T, \nu \otimes n \eta_{0}(n t) d t\right\rangle \tag{2.1.1}
\end{equation*}
$$

exists for all $\nu \in \mathscr{B}(\vartheta)$. Then $T$ has boundary values on $\mathfrak{\vartheta}$ in the sense of Definition 1.3.
Proof. Let $\mu_{n}$ be a permissible sequence on $\mathcal{O}$ converging to $\nu$. Let $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right), \int \eta=1$. Then by Proposition 2.1.3, $\lim _{n \rightarrow \infty}\langle T, n \eta(n t) d t \otimes \nu\rangle$ exists. We will show that

$$
\begin{equation*}
\lim _{n}\left\langle T, \mu_{n}\right\rangle=\lim _{n}\langle T, n \eta(n t) d t \otimes \nu\rangle . \tag{2.1.11}
\end{equation*}
$$

Let $\mu_{n}=\varphi_{n}(x, t) d x d t, \nu=\psi(x) d x, S_{m}$ the sequence constructed in (2.1.10). Choose a subsequence, also denoted by $S_{m}$, so that $\left|\left\langle T-S_{m}, \mu_{n}\right\rangle\right| \leqslant 1 / m$ for all $n$. This is possible since $\mu_{n}$ is a permissible sequence and $S_{m} \rightarrow T$ in $\Re_{\vartheta, \mathcal{Q}}$.

Since $S_{m} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$, we have that for all $n$, there is a $j_{n}$ so that

$$
\left|\left\langle S_{m}, \mu_{j}-j \eta(j t) d t \otimes \nu\right\rangle\right|<\frac{1}{n} \quad \text { for } j>j_{n} .
$$

Combining, we have that for each $m$, there is a $j_{m}$ so that

$$
\left|\left\langle T, \mu_{j}\right\rangle-\left\langle S_{m}, j \eta(j t) d t \otimes \nu\right\rangle\right|<\frac{2}{m} \quad \text { for } j>j_{m}
$$

Letting $j \rightarrow \infty$, we see that

$$
\begin{equation*}
\left|\lim _{j}\left\langle T, \mu_{j}\right\rangle-\int S_{m}(x, 0) \psi(x) d x\right|<\frac{2}{m} \quad \text { for all } m . \tag{2.1.12}
\end{equation*}
$$

Now by construction, $S_{m} \rightarrow T$ in $\Re_{\Re, \vartheta}$. Hence,

$$
\lim _{j \rightarrow \infty}\left\langle S_{m}, j \eta(j t) d t \otimes \nu\right\rangle=\int S_{m}(x, 0) \psi(x) d x \rightarrow \lim _{j \rightarrow \infty}\langle T, j \eta(j t) d t \otimes \nu\rangle \quad \text { as } m \rightarrow \infty .
$$

Letting $m \rightarrow \infty$ in (2.1.12), we have that

$$
\lim _{j \rightarrow \infty}\left\langle T, \mu_{j}\right\rangle=\lim _{j \rightarrow \infty}\langle T, j \eta(j t) d t \otimes \nu\rangle
$$

proving (2.1.11) and hence the theorem.
Let $U=\{(y, s)\}, V=\{(x, t)\}$ be bounded open sets in $\mathbf{R}^{n+1}$. Let $\mathscr{H}_{1}$ be the slice $\{s=0\}$ of $U$, $\mathcal{O}_{2}$ the slice $\{t=0\}$ of $V$. Let $\chi: U \rightarrow V$ be a diffeomorphism such that $\chi(y, 0) \rightarrow(x, 0)$ and assume that $\chi$ extends diffeomorphically to a neighborhood of $U^{c}$. Let $\bar{\chi}$ be the induced diffeomorphism, $\bar{\chi}: \mathscr{N}_{1} \rightarrow \mathscr{N}_{2}$. Let $\mathcal{O}_{2} \subset V$ be open so that $\mathscr{N}_{2} \subset \partial \theta_{2}$ and $\{(x, t) \mid 0<t<\delta, x$ $\left.\in \mathcal{R}_{2}\right\} \subset \mathcal{O}_{2}$ for some $\delta$. Let $\mathcal{O}_{1}=\chi^{-1}\left(\mathcal{O}_{2}\right)$.

Now for $T \in \mathscr{B}^{\prime}\left(\mathcal{O}_{2}\right), \mu=\varphi(y, s) d y d s \in \mathscr{B}_{( }\left(\mathcal{O}_{1}\right)$, define

$$
\begin{equation*}
\left\langle\chi^{*} T, \mu\right\rangle=\left\langle T, \varphi\left(\chi^{-1}(x, s)\right)\right| \frac{\partial \chi^{-1}}{\partial(x, t)}|d x d t\rangle . \tag{2.1.13}
\end{equation*}
$$

Clearly, as in Proposition 1.1, if $T \in \Re_{\Re_{2}, \mathcal{O}_{2}}$ then $\chi^{*} T \in \Re_{\Re_{1}, \mathcal{O}_{1}}$.
Proposition 2.1.6. In the notation above, if $T_{\mathscr{T}_{2}, \mathcal{Q}_{2}}$ exists, $\left(\chi^{*} T\right)_{\mathscr{T}_{1}, \mathcal{O}_{1}}$ also exists and we have that for all $\nu \in \mathscr{B}_{\left(\Re_{1}\right)}$,

$$
\begin{equation*}
\left\langle\left(\chi^{*} T\right)_{\mathscr{T}_{1}, \mathcal{O}_{1}}, \nu\right\rangle=\left\langle\bar{\chi}^{*}\left(T_{\mathscr{T}_{2}, \mathcal{C}_{2}}\right), \nu\right\rangle . \tag{2.1.14}
\end{equation*}
$$

Proof. If $T$ is given by a smooth function, the result is trivial. In the general case, let $S_{m}$ be the sequence constructed in (2.1.10). Then since $\chi$ extends to a neighborhood of $U^{c}$, an application of the proof of Proposition 1.1 yields that

$$
\chi^{*} S_{m} \rightarrow \chi^{*} T \text { in } \Re_{\vartheta_{R_{1}}, Q_{1}} .
$$

Therefore, by Proposition 1.6, $\left(\chi^{*} T\right)_{\mathscr{O}_{1}, Q_{1}}$ exists and $\left(\chi^{*} S_{m}\right)_{\mathscr{R}_{1}, \mathcal{O}_{1}} \rightarrow\left(\chi^{*} T\right)_{\mathscr{R}_{1}, \mathcal{Q}_{1}}$ weakly. By the above observation, $\left(\chi^{*} S_{m}\right)_{\mathscr{V}_{1}, Q_{1}}=\bar{\chi}^{*}\left(S_{m}\right)_{\mathscr{V}_{2}, Q_{2}}$ since $S_{m} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$. Hence,

$$
\begin{equation*}
\bar{\chi}^{*}\left(S_{m}\right)_{\mathscr{\Re}_{2}, \mathcal{O}_{2}} \rightarrow\left(\chi^{*} T\right)_{\mathscr{\vartheta}_{1}, \mathcal{O}_{1}} \tag{2.1.15}
\end{equation*}
$$

weakly. Now, since $S_{m} \rightarrow T$ in $\Re_{\Re_{2}, \mathcal{O}_{2}}$ we have that $\left(S_{m}\right)_{\Re_{2}, \mathcal{O}_{2}} \rightarrow T_{\mathscr{R}_{2}, \mathcal{O}_{2}}$ weakly. So clearly, we have

$$
\begin{equation*}
\bar{\chi}^{*}\left(S_{m}\right)_{\mathscr{T}_{2}, \mathcal{O}_{2}} \rightarrow \bar{\chi}^{*}\left(T_{\mathscr{T}_{2}, \mathcal{H}_{2}}\right) \tag{2.1.16}
\end{equation*}
$$

weakly. Combining (2.1.15) with (2.1.16) we obtain (2.1.14).
We conclude this section with a theorem concerning the extension of generalized functions.
Theorem 2.1.7. Let $\mathcal{O} \subset \mathfrak{\Re}$ be open so that $\partial \mathcal{O}$ is an embedded submanifold of $\mathfrak{N}$. Then for every $T \in \Re_{\partial 0, \ominus}$ there exists a $\tilde{T} \in \mathfrak{B}^{\prime}(\mathfrak{R})$ so that

$$
\begin{equation*}
T=\left.\tilde{T}\right|_{\mathscr{B}(0)} \tag{2.1.17}
\end{equation*}
$$

In fact, we have that $\tilde{T} \in \Re_{\partial 0,90}$, and there is a natural injection,

$$
\begin{equation*}
\Re_{\partial \theta, \theta} \rightarrow \Re_{\partial 0, \Re \pi} . \tag{2.1.18}
\end{equation*}
$$

Proof. Let $T \in \Re_{\partial g, 0}$. Using a partition of unity argument as before, it is clear that it is enough to show the result locally. That is, it is sufficient to assume that $T$ has relatively compact support in a coordinate neighborhood $U=\{(x, t)\}$ of $\mathfrak{N}$ where $\mathfrak{\Re} \equiv U \cap \partial \mathcal{O}=\{(x, 0)\},\{(x, t) \in U$ $\mid t>0\} \subset \vartheta$ and there show that $T \in \Re_{\Re, O \cap U}$ can be extended to an element $\tilde{T} \in \mathscr{B}^{\prime}(U)$. In fact, we will show that $\tilde{T} \in \Re_{\Re, U}$. To define $\tilde{T}$, we first construct a partition of unity. For each $k \in \mathbf{Z}$, let $I_{k} \subset \mathbf{R}$ be defined by

$$
I_{k}=\left[\left(k+\frac{1}{2}\right) \ln 2,\left(k+\frac{3}{2}\right) \ln 2\right] .
$$

Let $\chi_{k}$ be the characteristic function of $I_{k}$. Let

$$
\zeta \in C_{0}^{\infty}(\mathbf{R}), \quad \int \zeta=1, \quad \operatorname{supp} \zeta \subset\left[-\frac{\ln 2}{2}, \frac{\ln 2}{2}\right]
$$

Then $\zeta * \chi_{k}(t)=\zeta * \chi_{0}(t-k \ln 2)$ and $\operatorname{supp} \zeta * \chi_{k} \subset[k \ln 2,(k+2) \ln 2]$. Let

$$
\begin{equation*}
\eta(t)=\zeta * \chi_{0}(\ln t), \quad t>0 . \tag{2.1.19}
\end{equation*}
$$

Then if $t>0$,

$$
\sum_{k=-\infty}^{\infty} \eta\left(2^{k} t\right)=\sum_{k=-\infty}^{\infty} \zeta * \chi_{0}(\ln t+k \ln 2)=\zeta * \sum_{k=-\infty}^{\infty} \chi_{k}(\ln t)=\zeta * 1=\int \zeta=1 .
$$

Note also, that supp $\eta \subset[1,4]$. Now for $\mu=\varphi(x, t) d x d t \in \mathscr{B}(U)$, we define $\tilde{T}$ by,

$$
\begin{equation*}
\langle\tilde{T}, \mu\rangle=\lim _{n \rightarrow \infty} \sum_{k=-\infty}^{n}\left\langle T, \eta\left(2^{k} t\right) \mu\right\rangle . \tag{2.1.20}
\end{equation*}
$$

Note that for each $n$, the above sum is finite since $\mu$ has compact support. Also, since supp $\eta\left(2^{k} t\right) \mu \subset \mathcal{O}$, we see that $\left\langle T, \eta\left(2^{k} t\right) \mu\right\rangle$ is well defined.

Let $S_{n}=\sum_{-\infty}^{n}\left\langle T, \eta\left(2^{k} t\right) \mu\right\rangle$. Then for $n \geqslant m$,

$$
\begin{aligned}
\left|S_{n}-S_{m}\right| & \leqslant\left|\left\langle T, \sum_{k=m}^{n} \eta\left(2^{k} t\right) \mu\right\rangle\right| \leqslant c \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j}\left[\sum_{k=m}^{n} \eta\left(2^{k} t\right) \varphi\right]\right\|_{1} \\
& \leqslant c \sum_{i+|\alpha|+j \leqslant M} \|\left[t^{i}\left(\frac{\partial}{\partial t}\right)^{i}\left[\sum_{k=m}^{n} \eta\left(2^{k} t\right)\right]\left[\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right] \|_{1} .\right.
\end{aligned}
$$

Now

$$
\left|t^{i}\left(\frac{\partial}{\partial t}\right)^{i}\left(\sum_{k=m}^{n} \eta\left(2^{k} t\right)\right)\right| \leqslant\left|t^{i}\left(\frac{\partial}{\partial t}\right)^{i} \sum_{\substack{k=m \\ k \text { even }}}^{n} \eta\left(2^{k} t\right)\right|+\left|t^{i}\left(\frac{\partial}{\partial t}\right)^{i} \sum_{\substack{k=m \\ k \text { odd }}}^{n} \eta\left(2^{k} t\right)\right| \leqslant c_{i} \quad \text { for all } t, n, m .
$$

Hence,

$$
\left|S_{n}-S_{m}\right| \leqslant c \sum_{\alpha, j} \int_{2^{-n}}^{2^{-m+2}} \int\left|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right| d x d t .
$$

Clearly, then, $\left|S_{n}-S_{m}\right| \rightarrow 0$ as $n, m \rightarrow \infty$. Thus, $\lim _{n} S_{n}$ exists for all $\mu$. To see that $\tilde{T} \in \Re_{\Re, U}$, let

$$
\chi_{1}^{n}(t)=\sum_{\substack{k=-\infty \\ k \text { even }}}^{n} \eta\left(2^{k} t\right), \quad \chi_{2}^{n}(t)=\sum_{\substack{k=-\infty \\ k \text { odd }}}^{n} \eta\left(2^{k} t\right) .
$$

Then,

$$
\begin{align*}
|\langle\tilde{T}, \mu\rangle| \leqslant & \sup _{n}\left|\left\langle T, \sum_{-\infty}^{n} \eta\left(2^{k} t\right) \mu\right\rangle\right| \leqslant \sup _{n}\left\{c \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j}\left[\Sigma \eta\left(2^{k} t\right) \varphi\right]\right\|_{1}\right\} \\
\leqslant & \sup _{n}\left\{c \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \chi_{1}^{n}(t) \varphi\right\|_{1}\right\}  \tag{2.1.21}\\
& +\sup _{n}\left\{c \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \chi_{2}^{n}(t) \varphi\right\|_{1}\right\} .
\end{align*}
$$

Differentiating the products $\chi_{1}^{n} \varphi, \chi_{2}^{n} \varphi$, as before and noting that

$$
\left|t^{i}\left(\frac{\partial}{\partial t}\right)^{i} x_{1}^{n}\right| \leqslant c_{i} \quad \text { for all } n, \quad\left|t^{i}\left(\frac{\partial}{\partial t}\right)^{i} x_{2}^{n}\right| \leqslant d_{i} \quad \text { for all } n,
$$

we obtain that (2.1.21) is dominated by

$$
\begin{equation*}
c \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right\|_{1} . \tag{2.1.22}
\end{equation*}
$$

Hence $\tilde{T} \in \Re_{\Re, U}$.
To show that the mapping; $\Re_{\partial 0,0} \rightarrow \Re_{\partial 0,9 \pi}$ taking $T \rightarrow \tilde{T}$ is natural, we now show that the value of $\tilde{T}$ as defined in (2.1.20) is coordinate invariant.

Let $U=\{(y, s)\}, V=\{(x, t)\}$ be coordinate neighborhoods on $\mathfrak{\pi}$ so that $U \cap V \cap \Re \neq \varnothing$ and $U \cap \mathfrak{R}=\{(y, s) \mid s=0\}, V \cap \mathscr{R}=\{(x, t) \mid t=0\}$. Let $\Psi: U \rightarrow V$ be a diffeomorphism $(y, s) \rightarrow(x, t)$ so that $\Psi:(y, 0) \rightarrow(x, 0)$. Let $t=\Psi_{t}(y, s)$. Then since the Jacobian of $\Psi$ at $s=0$ is nonsingular, we have that $\left(\partial \Psi_{t} / \partial s\right)(y, 0) \neq 0$ for all $y \in U \cap V$. Hence, given $K \subset U \cap V$, $K$ compact, there exists an $\epsilon>0, c_{1}, c_{2}$ so that if $0<s<\epsilon$,

$$
\begin{equation*}
c_{1} s \leqslant \Psi_{t}(y, s) \leqslant c_{2} s \quad \text { uniformly for } y \in K . \tag{2.1.23}
\end{equation*}
$$

Clearly, we can assume (supp $T)^{c} \subset U \cap V$ and is compact. Let $\epsilon, c_{1}, c_{2}$ be given for $K$ $=(\operatorname{supp} T)^{c}$. Let $\mu \in \mathscr{B}(U \cap V), \mu=\varphi(y, s) d y d s$ on $U, \mu=\bar{\varphi}(x, t) d x d t$ on $V$. Then on $U$,

$$
\langle\tilde{T}, \mu\rangle \equiv \lim _{n \rightarrow \infty} \sum_{k=-\infty}^{n}\left\langle T, \eta\left(2^{k} s\right) \mu\right\rangle=\lim _{n \rightarrow \infty} a_{n} .
$$

Also, on $V$,

$$
\langle\tilde{T}, \mu\rangle \equiv \lim _{m \rightarrow \infty} \sum_{k=-\infty}^{m}\left\langle T, \eta\left(2^{k} t\right) \mu\right\rangle=\lim _{m \rightarrow \infty} b_{m} .
$$

Hence,

$$
\begin{equation*}
a_{n}-b_{m}=\left\langle T,\left[\sum_{k=-\infty}^{n} \eta\left(2^{k} s\right)-\sum_{k=-\infty}^{m} \eta\left(2^{k} \Psi_{t}(y, s)\right)\right] \varphi(y, s) d y d s\right\rangle . \tag{2.1.24}
\end{equation*}
$$

Now $\operatorname{supp} \eta\left(2^{k} s\right) \subset\left\{s \mid 2^{-k} \leqslant s \leqslant 2^{-k+2}\right\}$ and $\operatorname{supp} \eta\left(2^{k} \Psi_{t}(y, s)\right) \subset\left\{s \mid d_{1} 2^{-k} \leqslant s \leqslant d_{2} 2^{-k+2}\right\}$ for all $y \in(\operatorname{supp} T)^{c}$ by (2.1.23). Hence, it is clear that

$$
\begin{equation*}
\operatorname{supp}\left[\sum_{k=-\infty}^{n} \eta\left(2^{k} s\right)-\sum_{k=-\infty}^{m} \eta\left(2^{k} \Psi_{t}(y, s)\right)\right] \subset\{(y, s) \mid f(n, m) \leqslant s \leqslant g(n, m)\} \tag{2.1.25}
\end{equation*}
$$

where $f, g$ tend to 0 as $n, m \rightarrow \infty$. Hence, using (2.1.25) and the fact that $T \in \Re_{\partial 0, \vartheta}$, we can estimate $\left|a_{n}-b_{m}\right|$ from (2.1.24) as we estimated $\left|s_{n}-s_{m}\right|$ above, to obtain that $\left|a_{n}-b_{m}\right| \rightarrow 0$ as $n, m \rightarrow \infty$. Hence, $\tilde{T}$ as defined in (2.1.20) has value independent of the coordinate system chosen.

## 2. Restrictions of Generalized Functions

Its now relatively simple to obtain a theorem for restrictions corresponding to Theorem 2.1.1. We assume $\mathfrak{O} \subset \mathbf{R}^{n+1}$ is open, $\mathbf{R}^{n+1}=\{(x, t)\}$ and $\mathcal{O} \cap\{(x, 0)\}=\mathfrak{\mathcal { L }}$. Let $\mathcal{O}^{+}=\{(x, t) \in \mathcal{O}$ $\mid t>0\}, \mathcal{O}^{-}=\{(x, t) \in \mathcal{O} \mid t<0\}$. Let $T \in \mathscr{B}^{\prime}(\mathcal{O})$ and as before, we assume that supp $T$ is compact. Note that $\mathcal{\vartheta}^{+}$and $\mathcal{V}^{-}$satisfy conditions iii) and iv) of (2.1.0)'.

We first relate convergence in $\Re_{\vartheta, \vartheta^{\circ}}$ to convergence in $\Re_{\Omega_{, \vartheta^{+}}}$and $\Re_{\vartheta, \theta^{-}}$. Our goal being to show that the sequence $S_{m}$ constructed in (2.1.10) actually converges in $\Re_{\vartheta, \vartheta}$.

Proposition 2.2.1. Let $T_{n}, T \in \Re_{\vartheta, 0}$ and assume that $T_{n} \rightarrow T$ in both $\Re_{\Re, 0^{+}}$and $\Re_{\Re, 0^{-}}$. Then $T_{n} \rightarrow T$ in $\Re_{\vartheta, 0 \cdot}$

Proof. Let $\mu \in \mathscr{B}(\mathcal{O}), \eta \in C_{0}^{\infty}(\mathbf{R})$ so that $\eta=1$ for $|t|<1 ; \eta=0$ for $|t|>2$. Then,

$$
\left|\left\langle T-T_{n}, \mu\right\rangle\right| \leqslant\left|\left\langle T-T_{n},\left(1-\eta\left(\frac{t}{\epsilon}\right)\right) \mu\right\rangle\right|+\left|\left\langle T-T_{n}, \eta\left(\frac{t}{\epsilon}\right) \mu\right\rangle\right|=I+I I .
$$

By assumption, we clearly have that $T_{n} \rightarrow T$ in $\mathscr{R}_{\vartheta, \vartheta^{+} \cup \vartheta^{-}}$. Hence since $\operatorname{supp}(1-\eta(t / \epsilon)) \mu$ $\subset \mathcal{O}^{+} \cup \mathfrak{O}^{-}$, we obtain that

$$
\begin{aligned}
I \leqslant & c_{n} \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j}\left[\left(1-\eta\left(\frac{t}{\epsilon}\right)\right) \varphi\right]\right\|_{1} \\
\leqslant & c_{n} \sum_{|\alpha|+j \leqslant M}\left\|\left(1-\eta\left(\frac{t}{\epsilon}\right)\right)\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right\|_{1} \\
& +c_{n} \sum_{\substack{|\alpha|+j+k \leqslant M \\
k>0}}\left\|\left[t^{k}\left(\frac{\partial}{\partial t}\right)^{k}\left(1-\eta\left(\frac{t}{\epsilon}\right)\right)\right]\left[\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right]\right\|_{1}=I I I+I V .
\end{aligned}
$$

Now

$$
I I I \leqslant c_{n} \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right\|_{1},
$$

clearly. Also,

$$
I V \leqslant c \sum_{|\alpha|, j} \int_{|t|<\epsilon}\left[\int\left|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right| d x\right] d t
$$

since

$$
\left|t^{k}\left(\frac{\partial}{\partial t}\right)^{k}\left(1-\eta\left(\frac{t}{\epsilon}\right)\right)\right| \leqslant c_{k} \quad \text { for all } \epsilon
$$

Hence, $I V \rightarrow 0$ with $\epsilon$ and we have that

$$
I \leqslant c_{n} \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right\|_{1} .
$$

Now since $T_{n}, T$ are in $\Re_{\vartheta, \theta}$, we have

$$
\begin{aligned}
I I & \leqslant\left|\left\langle T, \eta\left(\frac{t}{\epsilon}\right) \mu\right\rangle\right|+\left|\left\langle T_{n}, \eta\left(\frac{t}{\epsilon}\right) \mu\right\rangle\right| \\
& \leqslant c_{1} \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \eta\left(\frac{t}{\epsilon}\right) \varphi\right\|_{1}+c_{2} \sum_{|\alpha|+j \leqslant N}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \eta\left(\frac{t}{\epsilon}\right) \varphi\right\|_{1} .
\end{aligned}
$$

Calculating as with $I V$, we see that $I I \rightarrow 0$ with $\epsilon$. Hence, combining the above estimates for $I$ and $I I$ completes the proof.

Corollary 2.2.2. Let $T \in \Re_{\vartheta r, 0^{0}}$ such that $T_{\Re, 0^{+}}, T_{\Re, 0^{-}}$exist and are equal. Then there exists a sequence $S_{m} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$ such that $S_{m} \rightarrow T$ in $\Re_{\odot \tau, 0 \cdot}$.
Proof. Let $T_{m}^{ \pm}$be the sequences of functions as in Proposition 2.1.4 so that

$$
T_{m}^{ \pm} \rightarrow T \text { in } \Re_{\odot \gamma, \vartheta^{ \pm}} .
$$

Recall that $T_{m}^{+}(x, t)\left[T^{-}(x, t)\right]$ was continuous in $t \geqslant 0[t \leqslant 0]$ and $C^{\infty}$ in $t>0[t<0]$. Also, note by construction,

$$
T_{m}^{ \pm}(x, 0)=\left\langle\boldsymbol{T}_{\Upsilon, \ell^{ \pm}}, \varphi(m[x-y]) m^{n} d y\right\rangle .
$$

So by assumption, $T_{m}^{+}(x, 0)=T_{m}^{-}(x, 0)$. Therefore, let $S_{m} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$ be chosen so that

$$
\left|S_{m}-\tilde{T}_{m}\right|<\frac{1}{m}
$$

where $\tilde{T}_{m} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$ is defined by:

$$
\tilde{T}_{m}= \begin{cases}T_{m}^{+} & t \geqslant 0 \\ T_{m}^{-} & t \leqslant 0 .\end{cases}
$$

Clearly, $S_{m} \rightarrow T$ in $\Re_{\vartheta, \vartheta \pm}$ and $S_{m} \in \Re_{\vartheta, \vartheta} \forall m$. Hence by Proposition 2.2.1, the corollary is proved.
Theorem 2.2.3. Let $\eta_{1}, \eta_{2} \in C_{0}^{\infty}(\mathbf{R})$ so that supp $\eta_{1} \subset \mathbf{R}^{+}$, supp $\eta_{2} \subset \mathbf{R}^{-}, \int \eta_{1}=\int \eta_{2}=1$, $\mathscr{F}\left(\eta_{1}\left(e^{t}\right) e^{t}\right)(s) \neq 0$ and $\mathscr{F}\left(\eta_{2}\left(-e^{t}\right) e^{t}\right)(s) \neq 0$ for $s \in \mathbf{R}$. Let $T \in \Re_{\mathscr{O}, 0}$ have compact support. Assume that for all $\nu \in \mathscr{G}(\Re)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle T, n \eta_{1}(n t) d t \otimes \nu\right\rangle=\lim _{n \rightarrow \infty}\left\langle T, n \eta_{2}(n t) d t \otimes \nu\right\rangle . \tag{2.2.1}
\end{equation*}
$$

Then $T$ has a restriction to $\mathscr{T}$ in the sense of Definition 1.3, whose value is given by (2.2.1) for all $\nu$.
Proof. By Theorem 2.2 .1 and (2.2.1) we have that $T_{\Upsilon, 0^{+}}$and $T_{श, 0^{-}}$exist and are equal. By Corollary 2.2.2, there is a sequence $S_{m} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$ so that $S_{m} \rightarrow T$ in $\Re_{\vartheta, \odot}$. Hence, by Proposition 1.6, $T_{\Upsilon,, \vartheta}$ exists and $\left\langle T_{\vartheta, \vartheta}, \nu\right\rangle=\lim _{m}\left\langle\left(S_{m}\right)_{\vartheta, \vartheta}, \nu\right\rangle$ for all $\nu$. Combining this with (2.2.1) and the fact that $S_{m} \rightarrow T$ in $\Re_{\vartheta, \otimes^{ \pm}}$completes the proof.

Let $U=\{(y, s)\}, V=\{(x, t)\}$ be bounded open sets in $\mathbf{R}^{n+1}, \chi: U \rightarrow V$ a diffeomorphism so that $\chi(y, 0) \rightarrow(x, 0)$ and assume that $\chi$ extends diffeomorphically to a neighborhood of $U^{c}$. Let $\mathscr{N}_{1}$ be the slice $\{s=0\}$ of $U, \mathscr{R}_{2}$ the slice $\{t=0\}$ of $V$. Let $\mathcal{O}_{2} \subset V$ be open, $\mathcal{O}_{2} \cap \mathscr{N}_{2} \neq \varnothing$. Let $\mathcal{O}_{1}=\chi^{-1}\left(\mathcal{O}_{2}\right)$, and let $\bar{\chi}: \vartheta_{1} \rightarrow \mathscr{\vartheta}_{2}$ be the diffeomorphism induced by $\chi$.
Proposition 2.2.4. Let $T \in \Re_{\mathscr{R}_{2}, Q_{2}}$, and assume that $T_{\mathscr{\Re}_{2}, \mathcal{O}_{2}}$ exists. Then $\chi^{*} T \in \Re_{\Re_{1}, \mathscr{Q}_{1}}$ and has a restriction to $\mathscr{V}_{1}$ given by:

$$
\left.\left\langle\left(\chi^{*} T\right)_{\mathscr{T}_{1}, \mathcal{O}_{1}}, \nu\right\rangle=\left\langle\bar{\chi}^{*} T_{\mathscr{T}_{2}, \mathscr{O}_{2}}, \nu\right\rangle \quad \text { for all } \nu \in \mathscr{B}_{\left(\mathscr{T}_{1}\right)}\right) .
$$

Proof. Identical with the proof of Proposition 2.1.6.
We now give a generalization of Theorem 2.2.3.
Proposition 2.2.5. Let $T \in \Re_{\Re, \vartheta^{+}} \cap \Re_{\Re, 0^{-}}$and assume that $T_{\Upsilon_{, 0 \pm}}$ exist and are equal. Assume also, that for $\eta \in C_{0}^{\infty}(\mathbf{R}), \nu \in \mathfrak{B}(\vartheta)$, we have

$$
\begin{equation*}
\left|\left\langle T, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) d t \otimes \nu\right\rangle\right| \leqslant c_{\nu \eta} \quad \text { for all } \epsilon . \tag{2.2.2}
\end{equation*}
$$

Then $T \in \Re_{\Re, \vartheta}$ and has a restriction to $\Re$ equal to its common boundary value.

Proof. We need only show that $T \in \Re_{\wp, \Theta}$, then apply the proof of Theorem 2.2.3. Let $\eta \in C_{0}^{\infty}(\mathbf{R}), \eta=1$ for $|t|<1, \eta=0$ for $|t|>2$. Let $\mu=\varphi(x, t) d x d t \in \mathscr{B}(\mathcal{O})$. Then,

$$
\begin{equation*}
|\langle T, \mu\rangle| \leqslant\left|\left\langle T,\left(1-\eta\left(\frac{t}{\epsilon}\right)\right) \mu\right\rangle\right|+\left|\left\langle T, \eta\left(\frac{t}{\epsilon}\right) \mu\right\rangle\right|=I+I I . \tag{2.2.3}
\end{equation*}
$$

As for $I$, we proceed as in the proof of Proposition 2.2.1 and obtain

$$
\begin{equation*}
I \leqslant c \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right\|_{1} . \tag{2.2.4}
\end{equation*}
$$

Identifying $T$ with an element $D \in \mathcal{E}^{\prime}\left(\mathbf{R}^{n+1}\right)$, which we can since supp $T$ is compact, we have that for all $\mu=\varphi(x, t) d x d t \in \mathscr{B}(\mathcal{O})$,
(2.2.5) $|\langle T, \mu\rangle|=|\langle D, \varphi\rangle| \leqslant c \sup \sum_{|\alpha|+j \leqslant M}\left|\left(\frac{\partial}{\partial x}\right)^{\alpha}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right| \leqslant c \sum_{|\alpha|+j \leqslant M+1}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right\|_{1}$.

By Taylor's formula, write

$$
\varphi(x, t)=\varphi(x, 0)+\sum_{j=1}^{K} \frac{\varphi_{j}(x, 0)}{j!} t^{j}+R_{K+1}(x, t)
$$

where $\varphi_{j}=(\partial / \partial t)^{j} \varphi$ and $R_{K+1}$ has a $(K+1)$ st order zero in $t$ at $t=0$. Then

$$
\begin{aligned}
\left|\left\langle T, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) \varphi(x, t) d x d t-\frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) \varphi(x, 0) d x d t\right\rangle\right| \leqslant & \sum_{j=1}^{K}\left|\left\langle T, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) t^{j} \varphi_{j}(x, 0) d x d t\right\rangle\right| \\
& +\left|\left\langle T, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) \dot{-} R_{K+1}(x, t) d x d t\right\rangle\right|
\end{aligned}
$$

Using (2.2.5), we have that

$$
\left|\left\langle T, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) t^{j} \varphi_{j}(x, 0) d x d t\right\rangle\right| \leqslant c \epsilon^{j}, \quad\left|\left\langle T, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) R_{K+1}(x, t) d x d t\right\rangle\right| \leqslant c \epsilon \quad \text { if } K>M .
$$

Hence,

$$
\left|\left\langle T, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) \mu-\frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) \varphi(x, 0) d x d t\right\rangle\right| \rightarrow 0 \text { with } \epsilon .
$$

Combining this with (2.2.2), we have

$$
\begin{equation*}
\left|\left\langle T, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) \mu\right\rangle\right| \leqslant c_{\eta \mu} \quad \text { for all } \epsilon, \mu \in \mathscr{G}(\mathcal{O}) . \tag{2.2.6}
\end{equation*}
$$

Hence, by (2.2.6),

$$
I I=\left|\left\langle T, \eta\left(\frac{t}{\epsilon}\right) \mu\right\rangle\right| \leqslant c_{\eta \mu} \epsilon \rightarrow 0 \text { with } \epsilon .
$$

Letting $\epsilon \rightarrow 0$ in (2.2.3) and combining the estimates for $I$ and $I I$, we obtain

$$
|\langle T, \mu\rangle| \leqslant c \sum_{|\alpha|+j \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} t^{j}\left(\frac{\partial}{\partial t}\right)^{j} \varphi\right\|_{1} .
$$

That is, $T \in \Re_{\vartheta \tau, \ominus}$.

Remark. The assumption $T_{n}, T \in \Re_{\Re, 0}$ in Proposition 2.2 .1 can be weakened to the following: For all $\nu \in \mathscr{B}(\mathscr{\Re}), \eta \in C_{0}^{\infty}(\mathbf{R})$,

$$
\begin{equation*}
\left|\left\langle T, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) d t \otimes \nu\right\rangle \quad\right| \leqslant c_{\eta \nu}\left|\left\langle T_{n}, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) d t \otimes \nu\right\rangle\right| \leqslant c_{\eta \nu n} \tag{2.2.7}
\end{equation*}
$$

where $c_{\eta \nu}$ and $c_{\eta \nu n}$ are independent of $\epsilon$.
The proof is the same as the proof of Proposition 2.2.1 except to estimate $I I$, we follow the proof of Proposition 2.2.5.
Proposition 2.2.6. Let $T \in \Re_{\Re, 0^{+}} \cap \Re_{\vartheta \tau, 0^{-}}$and assume that $T_{\Upsilon, 0^{+}}$and $T_{\Re, 0^{-}}$exist and are equal. Then there is an $S \in \Re_{\Re, 0}$, such that $S=T$ on $\mathcal{O} \backslash \Re$, and $S$ has a restriction to $\mathscr{\vartheta}$ equal to the boundary values of $T$.

Proof. Let $\eta(t)=\zeta * \chi_{0}(\ln |t|)$ where $\zeta, \chi_{0}$ are as in the proof of Theorem 2.1.7. Then for all $t \neq 0, \sum_{k=-\infty}^{\infty} \eta\left(2^{k} t\right)=1$. We define $S$ as follows. Let $\mu=\varphi(x, t) d x d t \in \mathscr{B}(\mathcal{O})$. Define:

$$
\begin{equation*}
\langle S, \mu\rangle=\lim _{n \rightarrow \infty} \sum_{k=-\infty}^{n}\left\langle T, \eta\left(2^{k} t\right) \mu\right\rangle . \tag{2.2.8}
\end{equation*}
$$

Imitating the proof of Theorem 2.1.7, we see that $S$ is well defined and $S \in \Re_{\text {थ, },}$. Clearly, $S=T$ on $0 \backslash \Re$. Hence, $S_{\Re, \vartheta^{+}}$and $S_{\Re, 0^{-}}$exist and are equal. So by Corollary 2.2 .2 , there exists $\left\{S_{m}\right\} \in C_{0}^{\infty}(\mathcal{\theta})$ so that $S_{m} \rightarrow S$ in $\Re_{\vartheta, \theta}$. Thus by Proposition 1.6, $S_{\Re, \theta}$ exists and equals the weak limit of $\left(S_{m}\right)_{\text {丹, }, *}$ Clearly,

$$
S_{\vartheta, \theta^{ \pm}}=T_{\vartheta,, \vartheta^{ \pm}}=\text {weak } \lim \left(S_{m}\right)_{\vartheta \gamma, \theta^{ \pm}} .
$$

Hence, $S_{\text {ๆ, Q }}=T_{\vartheta, \text {, }}$.

## 3. Poisson Type Integrals

Let $D \in \mathscr{D}^{\prime}\left(\mathbf{R}^{n}\right), \varphi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right), \int \varphi=1$. Then it is well known that $\varphi_{\epsilon} * D \rightarrow D$ in $\mathscr{D}^{\prime}\left(\mathbf{R}^{n}\right)$ where

$$
\varphi_{\epsilon}(x)=\frac{1}{\epsilon^{n}} \varphi\left(\frac{x}{\epsilon}\right) .
$$

Let $\mathcal{O} \subset \mathbf{R}^{n} \times \mathbf{R}$ be defined by $\{(x, t) \mid t>0\}$. Making use of the natural identification of distributions and generalized functions in this setting, we will define $\tilde{D} \in \Re_{\vartheta, \vartheta}$ so that $\tilde{D}_{\Re, \vartheta}=D$. Here we identify $\mathfrak{H}=\mathbf{R}^{n}=\{(x, 0)\}$. For $\psi(x, t) \in C_{0}^{\infty}(\mathcal{O})$, we define;

$$
\begin{equation*}
\langle\tilde{D}, \psi\rangle=\int\left\langle D * t^{-n} \varphi(\dot{\bar{t}}), \psi(\cdot, t)\right\rangle d t . \tag{2.3.1}
\end{equation*}
$$

The integral is well defined since $\psi$ has compact support and the integrand is a continuous function of $t$ for $t \geqslant 0$. Clearly, $\tilde{D} \in \bigoplus^{\prime}(0)$.

Proposition 2.3.1. Let $\tilde{D}$ be defined by (2.3.1). Then $\tilde{D} \in \Re_{\vartheta, \vartheta}$ and $\tilde{D}_{\Re, \mathcal{Q}}=D$
Proof. Let $x_{0} \in \mathbf{R}^{n}, U$ a bounded neighborhood of $x_{0}$ in $\mathbf{R}^{n} \times \mathbf{R}$. Let $V=U \cap \mathscr{T}$. Then if $\operatorname{supp} \psi \subset U \cap \mathcal{O}$,

$$
\begin{equation*}
\langle\tilde{D}, \psi\rangle=\int\left\langle D * t^{-n} \varphi(\dot{\dot{t}}), \psi(\cdot, t)\right\rangle d t=\int\left\langle D, \psi(\cdot, t) * t^{-n} \varphi\left(\frac{-\cdot}{t}\right)\right\rangle d t . \tag{2.3.2}
\end{equation*}
$$

Now since $U$ is bounded, it is clear that for all $\psi \in C_{0}^{\infty}(U \cap O)$, that $\psi(\cdot, t) * t^{-n} \varphi(-/ t)$ has bounded support as a function of $x$, uniformly in $t$. Let $W \subset \mathbf{R}^{n}$ be a bounded open set so that

$$
\operatorname{supp}\left[\psi(\cdot t) * t^{-n} \varphi\left(\frac{-\cdot}{t}\right)\right] \subset W \quad \text { for all } t, \quad \text { for all } \psi \in C_{0}^{\infty}(U \cap \mathcal{\theta}) .
$$

Let $\chi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right), \chi \equiv 1$ on $W$. Then since $\chi D \in \mathcal{\delta}^{\prime}\left(\mathbf{R}^{n}\right)$, we have as in (2.2.5),

$$
\begin{equation*}
|\langle x D, \xi\rangle| \leqslant c \sum_{|\alpha| \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} \xi\right\|_{1} \quad \text { for all } \xi \in C_{0}^{\infty}(W) . \tag{2.3.3}
\end{equation*}
$$

Hence, from (2.3.2), (2.3.3),

$$
\begin{aligned}
|\langle\tilde{D}, \psi\rangle| & \leqslant \int\left|\left\langle D, \psi(\cdot, t) * t^{-n} \varphi\left(\frac{-\cdot}{t}\right)\right\rangle\right| d t=\int\left|\left\langle\chi D, \psi(\cdot, t) * t^{-n} \varphi\left(\frac{-\cdot}{t}\right)\right\rangle\right| d t \\
& \leqslant \int \sum_{|\alpha| \leqslant M}\left\|t^{-n} \varphi\left(\frac{-\cdot}{t}\right) *\left(\frac{\partial}{\partial x}\right)^{\alpha} \psi(\cdot, t)\right\|_{1} d t \leqslant\|\varphi\|_{1} \sum_{|\alpha| \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} \psi(x, t)\right\|_{L^{\prime}\left(\mathbf{R}^{n+1}\right)} .
\end{aligned}
$$

So $\tilde{D} \in \Re_{\text {थ, } \odot}$.
To prove that $\tilde{D}_{\Re, \emptyset}=D$, we will show that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\langle\tilde{D}, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) \psi(x)\right\rangle=\langle D, \psi\rangle \tag{2.3.4}
\end{equation*}
$$

for all $\psi \in C_{0}^{\infty}(V), \eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right)$, with $\int \eta=1$. Then by Theorem 2.1.1, the result will follow. Let $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right), \psi \in C_{0}^{\infty}(V)$ be given. Then

$$
\begin{equation*}
\left\langle\tilde{D}, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) \psi(x)\right\rangle=\int\left\langle D * t^{-n} \varphi(\dot{\dot{t}}), \psi(x)\right\rangle \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) d t=\int\left\langle D *(\epsilon u)^{-n} \varphi\left(\frac{\dot{\epsilon}}{\epsilon u}\right), \psi(x)\right\rangle \eta(u) d u \tag{2.3.5}
\end{equation*}
$$

Now the integrand in (2.3.5) is absolutely integrable, uniformly bounded in $\epsilon$ and converges pointwise to $\langle D, \psi(x)\rangle \eta(u)$. Hence, by the Dominated Convergence Theorem,

$$
\left\langle\tilde{D}, \frac{1}{\epsilon} \eta\left(\frac{t}{\epsilon}\right) \psi(x)\right\rangle \rightarrow\langle D, \psi\rangle \quad \text { as } \epsilon \rightarrow 0
$$

since $\int \eta(u) d u=1$.

## CHAPTER III <br> CODIM $\Re>1$

## 1. Boundary Values of Generalized Functions

Let $\mathfrak{N}$ have dimension $k+l$, $\Re \subset \Re$ an embedded submanifold of dimension $k$. In this section, we make the following assumptions on $\mathcal{O}$.
i) $\Re \subset \partial \vartheta$,
ii) There exists $U=\{(x, y)\}$, a coordinate neighborhood of $\mathfrak{M}$, so that $U \cap \mathfrak{\Re}$ $=\{(x, y) \mid y=0\}$, and for each $x \in U \cap \Re$, there is a neighborhood $V$ of $x$, an open truncated cone $W \subset \mathbf{R}^{l}$, so that $V \times W \subset \theta$. $W$ is a truncated cone if $\theta \in W$ implies $\tau \theta \in W$ for all $0<\tau<\epsilon$, some $\epsilon$.
By Proposition 1.7, we can assume without loss of generality that supp $T$ is relatively compact and supp $T \subset U \times\{y|\quad| y \mid<\epsilon\}$. Combining this observation with (3.1.0), we use the following model:
i) $\mathfrak{N}=\mathbf{R}^{k+l} \equiv \mathbf{R}^{k} \times \mathbf{R}^{l}$,
ii) $\Re \subset \mathbf{R}^{k} \equiv \mathbf{R}^{k} \times\{0\}$, is open
iii) $\mathfrak{\pi} \times W \subset \mathcal{O}$, where $W$ is an open cone in $\mathbf{R}^{l}$,
iv) $\pi \subset \partial \theta$,
v) $T \in \mathscr{B}^{\prime}(\Theta),(\operatorname{supp} T)^{c}$ compact in $\mathfrak{N}$.

In this setting, there always exists permissible sequences for any $\nu \in \mathscr{B}(\mathscr{K})$. For example, if $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right), \int \eta(t) t^{l-1} d t=1$, and $\left\{\zeta_{n}\right\} \subset C^{\infty}\left(S^{l-1}\right), \int_{S^{l-1}} \zeta_{n} d \sigma=1$, supp $\zeta_{n} \subset S^{l-1} \cap W$, then

$$
\begin{equation*}
\omega_{n}=\nu \otimes n^{l} \eta(n|y|) \zeta_{n}\left(\frac{y}{|y|}\right) d y \tag{3.1.1}
\end{equation*}
$$

converges to $\nu$ clearly, and supp $\omega_{n} \subset \mathcal{O}$. Also, if we require that

$$
\int_{S^{l-1}}\left|\left(\frac{\partial}{\partial y^{\prime}}\right)^{\alpha} \zeta_{n}\right| d \sigma \leqslant c_{|\alpha|} \quad \text { for all } n
$$

then $\omega_{n}$ is clearly a permissible sequence as in Definition 1.2.
As in Chapter II, we want to justify the exclusive use of such sequences in applications. That is, we are interested in the following question:

Let $T \in \Re_{\vartheta \uparrow, \vartheta}$. If $\lim _{n}\left\langle T, \nu \otimes n^{l} \eta_{0}(n|y|) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle$ exists for all $\nu \in \mathscr{B}(\vartheta)$, all $\left\{\zeta_{n}\right\}$ as above and some $\eta_{0}$, does $T$ have boundary values in the sense of Definition 1.3? Here $y^{\prime}=y /|y|$.

As before, for the answer to be affirmative, we need an assumption on the Fourier transform of $\eta_{0}$. Also, because of the geometry of the support of such sequences, we will need to modify $\theta$.

Given $\mathcal{O}$ as in (3.1.0)', we denote by $\mathcal{O}^{\prime} \subset \mathcal{O}$ any open set of the form:

$$
\begin{equation*}
\theta^{\prime}=\pi \times V \tag{3.1.2}
\end{equation*}
$$

where $V$ is an open cone in $\mathbf{R}^{l}$ satisfying the following property:
(3.1.3) $\quad$ There exists an open cone $W \subset \mathbf{R}^{l}$ so that $\mathscr{\mathscr { L }} \times W \subset \mathcal{O}$ and $V^{c} \backslash\{0\} \subset W$.

Clearly, if we can take $W=\mathbf{R}^{\backslash} \backslash\{0\}$ in (3.1.0)', then we can take $\mathcal{O}^{\prime}=\mathcal{O}$. We have then, the following:


$$
\begin{equation*}
\int t^{l-1} \eta_{0}(t) d t=1, \quad \mathscr{F}\left(e^{l t} \eta\left(e^{t}\right)\right)(s) \neq 0, \text { for } s \in \mathbf{R} \tag{3.1.4}
\end{equation*}
$$

Assume that for all $\nu \in \mathscr{B}(\Re)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle T, \nu \otimes n^{l} \eta_{0}(n|y|) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle \tag{3.1.5}
\end{equation*}
$$

exists and has value independent of $\left\{\zeta_{n}\right\}$ where $\left\{\zeta_{n}\right\} \subset C^{\infty}\left(S^{l-1}\right)$ satisfy:

$$
\begin{equation*}
\int \zeta_{n} d y^{\prime}=1, \quad \operatorname{supp} \zeta_{n} \subset W \cap S^{l-1}, \quad \int\left|\left(\frac{\partial}{\partial y^{\prime}}\right)^{\alpha} \zeta_{n}\right| d y^{\prime} \leqslant c_{|\alpha|} \quad \text { for all } n \tag{3.1.6}
\end{equation*}
$$

Then for any $\mathfrak{O}^{\prime} \subset \mathcal{O}$ as in (3.1.2), $T_{\Upsilon, \mathcal{O}^{\prime}}$ exists. Also, if $\mathfrak{O}_{1}^{\prime}, \mathfrak{O}_{2}^{\prime}$ are two such sets, then $T_{\Upsilon, \mathscr{O}_{1}^{\prime}}=T_{\vartheta \tau, \mathscr{O}_{2}^{\prime}}$
We will prove Theorem 3.1.1 following the same pattern as the proof of Theorem 2.1.1. But first, we express the seminorms in (1.1) in local spherical coordinates in $y$.

If $y_{0} \in S^{l-1}$, let $U^{\prime}$ be any $S^{l-1}$ neighborhood of $y_{0}$ diffeomorphic to an open set in $\mathbf{R}^{l-1}$. For example, let $U^{\prime}=S^{l-1} \backslash\{y\}$ where $y \neq y_{0}$. Let $\Psi:\left(y_{1}^{\prime}, \ldots, y_{l}^{\prime}\right) \rightarrow\left(\theta_{1}\left(y^{\prime}\right), \ldots, \theta_{l-1}\left(y^{\prime}\right)\right)$ denote this diffeomorphism. Then $\left\{\left(r=|y|, \theta_{1}, \ldots, \theta_{l-1}\right)\right\}$ can be used as coordinates on the cone $U$ generated by $U^{\prime}$. By induction, one can show that on $U$,

$$
\begin{equation*}
\left(\frac{\partial}{\partial y}\right)^{\beta}=\sum_{|\alpha|+j \leqslant|\beta|} h_{\alpha, j}(y)\left(\frac{\partial}{\partial \theta}\right)^{\alpha}\left(\frac{\partial}{\partial r}\right)^{j} \tag{3.1.7}
\end{equation*}
$$

where $h_{\alpha, j}(y)$ are homogeneous of degree $j-|\beta|$. Hence, on $U$, if $|\beta|=\left|\beta^{\prime}\right|, r=|y|$, we have

$$
\begin{equation*}
y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}}=\sum_{|\alpha|+j \leqslant|\beta|} a_{\alpha, j}(y)\left(\frac{\partial}{\partial \theta}\right)^{\alpha} r^{j}\left(\frac{\partial}{\partial r}\right)^{j} \tag{3.1.8}
\end{equation*}
$$

where $a_{\alpha, j}$ are homogeneous functions of degree 0 . So if $T \in \Re_{\Omega, \mathcal{0}}$, then locally,

$$
\begin{equation*}
|\langle T, \mu\rangle| \leqslant c \sum_{j+|\alpha|+|\beta| \leqslant M}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha}\left(\frac{\partial}{\partial \theta}\right)^{\beta} r^{j}\left(\frac{\partial}{\partial r}\right)^{j} \varphi(x, r \theta) J(r, \theta)\right\|_{1} \tag{3.1.9}
\end{equation*}
$$

where $\mu=\varphi(x, y) d x d y, J(r, \theta)=F(\theta) r^{l-1}$ is the Jacobian of the transformation $(r, \theta) \rightarrow y$, $F \in C^{\infty}\left(\mathbf{R}^{l-1}\right)$ and the $L^{1}$ norm is with respect to $d x d \theta d r$.

Proposition 3.1.2. Let $\eta_{0} \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right),\left\{\zeta_{n}\right\} \subset C^{\infty}\left(S^{l-1}\right), T \in \Re_{\vartheta, \odot}$ satisfy the assumptions of Theorem 3.1.1. Then for any $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right)$with $\int t^{l-1} \eta(t) d t=1$, and any $\boldsymbol{\nu} \in \mathscr{B}(\vartheta)$, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle T, \nu \otimes n^{\prime} \eta(n|y|) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle \tag{3.1.10}
\end{equation*}
$$

exists and is equal to the limit in (3.1.5).
Proof. Applying Lemma 2.1.2 to $e^{l u} \eta\left(e^{u}\right), e^{l u} \eta_{0}\left(e^{u}\right)$, we have that for each $N \in \mathbf{Z}^{+}$, and $\delta>0$, there is a $\xi_{1}, \ldots, \xi_{k}, s_{1}, \ldots, s_{k}$ so that

$$
\begin{equation*}
\eta\left(e^{u}\right) e^{l u}=\sum_{i=1}^{k} \xi_{i} \eta_{0}\left(e^{u-s_{i}}\right) e^{l u-l s_{i}}+r(u) \tag{3.1.11}
\end{equation*}
$$

where $\left\|(d / d u)^{j} r\right\|_{1}<\delta, j=0, \ldots, N$. And, since $\int t^{l-1} \eta=\int t^{l-1} \eta_{0}=1$, we have that $\left|1-\sum_{i=1}^{k} \xi_{i}\right|<\delta$. Letting $e^{u}=n t$ in (3.1.11) we obtain

$$
\begin{equation*}
n^{l} \eta(n t) \zeta_{n}\left(y^{\prime}\right)=\sum_{i=1}^{k} \xi_{i} \eta_{0}\left(\frac{n t}{e^{s_{i}}}\right)\left(\frac{n}{e^{s_{i}}}\right)^{l} \zeta_{n}\left(y^{\prime}\right)+n^{l} g(t) \zeta_{n}\left(y^{\prime}\right) \tag{3.1.12}
\end{equation*}
$$

where $g(t)=r(\ln [n t]) /(n t)^{l}$. Hence by (3.1.9), if $\nu=\varphi(x) d x \in \mathscr{H}(\Re)$,

$$
\begin{align*}
\mid\langle T, \nu & \left.\otimes n^{l} \eta(n|y|) \zeta_{n}\left(y^{\prime}\right) d y-\sum_{i=1}^{k} \xi_{i} \nu \otimes\left(\frac{n}{e^{s_{i}}}\right)^{l} \eta_{0}\left(\frac{n|y|}{e^{s_{i}}}\right) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle \mid \\
& \leqslant c \sum_{\substack{|\alpha|+|\beta|+j \leqslant M \\
i=1,2}}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} \varphi\right\|_{1}\left\|\left(\frac{\partial}{\partial \theta}\right)^{\beta} \varphi_{i}(\theta) \zeta_{n}(\theta)\right\|_{1}\left\|t^{j+l-1}\left(\frac{d}{d t}\right)^{j} g(t) n^{l}\right\|_{1} \tag{3.1.13}
\end{align*}
$$

where $\left\{\varphi_{1}, \varphi_{2}\right\}$ is a partition of unity over $S^{l-1}$ so we can use (3.1.9), and the $L^{1}$ norms are taken with respect to $d x, d \theta$ and $d t$ respectively. Choosing $N$ in Lemma 2.1.2 equal to $M$ and letting $x=\ln [n t]$, we have

$$
\left\|t^{j+l-1}\left(\frac{d}{d t}\right)^{j} g(t) n^{l}\right\|_{1} \leqslant c \sum_{i=1}^{j}\left\|e^{l x}\left(\frac{d}{d x}\right)^{i}\left[\frac{r(x)}{e^{l x}}\right]\right\|_{1} \leqslant c \sum_{i=1}^{j}\left\|\left(\frac{d}{d x}\right)^{i} r\right\|_{1} \leqslant c \delta
$$

Hence by assumption (3.1.6) on $\left\{\zeta_{n}\right\}$, we have that (3.1.13) is bounded by $c \delta$. So

$$
\begin{align*}
& {\left[\varlimsup_{n}-\frac{1 \mathrm{im}}{n}\right]\left|\left\langle T, \nu \otimes n^{l} \eta(n|y|) \zeta_{n}\left(y^{\prime}\right) d y-\sum_{i=1}^{k} \xi_{i} \nu \otimes\left(\frac{n}{e^{s_{i}}}\right) \eta_{0}\left(\frac{n|y|}{e^{s_{i}}}\right) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle\right|}  \tag{3.1.14}\\
& \quad=\left[\overline{\lim _{n}}-\frac{\lim }{n}\right]\left|\left\langle T, \nu \otimes n^{l} \eta(n|y|) \zeta_{n}\left(y^{\prime}\right) d y-\left(\sum_{i=1}^{k} \xi_{i}\right) \nu \otimes n^{l} \eta_{0}(n|y|) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle\right| \leqslant c \delta
\end{align*}
$$

Hence, since $\left|1-\sum_{i=1}^{k} \xi_{i}\right|<\delta$ and $\left|\left\langle T, \nu \otimes n^{l} \eta_{0}(n|y|) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle\right| \leqslant c$, we have by (3.1.14) that

$$
\begin{align*}
& {\left[\overline{\lim _{n}}-\frac{\lim }{n}\right]\left|\left\langle T, \nu \otimes n^{l} \eta(n|y|) \zeta_{n}\left(y^{\prime}\right) d y-\nu \otimes n^{l} \eta_{0}(n|y|) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle\right| } \\
& \leqslant\left[\overline{\lim _{n}}-\frac{\lim }{n}\right]\left|\left\langle T, \nu \otimes n^{l} \eta(n|y|) \zeta_{n}\left(y^{\prime}\right) d y-\left(\sum_{i=1}^{k} \xi_{i}\right) \nu \otimes n^{l} \eta_{0}(n|y|) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle\right|  \tag{3.1.15}\\
&+\left[\overline{\lim _{n}}-\frac{\lim }{n}\right]\left|\left\langle T,\left(1-\sum_{i=1}^{k} \xi_{i}\right) \nu \otimes n^{l} \eta_{0}(n|y|) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle\right| \leqslant c \delta .
\end{align*}
$$

Hence, the limit in (3.1.10) exists and equals the limit in (3.1.5).
In order to generalize Proposition 3.1.2 to more general permissible sequences, we construct a smooth sequence $S_{m}$ so that $S_{m} \rightarrow T$ in $\Re_{\Re, \vartheta^{\prime}}, \vartheta^{\prime}$ as before in (3.1.2). For this, let $T \in \Re_{\Re, \vartheta}, T$
satisfy the hypotheses of Theorem 3.1.1. Let $\mathfrak{O}^{\prime}$ be any set given by (3.1.2). We consider two cases:

1) If $W \neq \mathbf{R}^{\backslash} \backslash\{0\}$, then $W \cap S^{l-1} \neq S^{l-1}$. Hence, there is a $C^{\infty}$ diffeomorphism, $\Psi$ : $W \cap S^{l-1} \rightarrow \mathbf{R}^{l-1}$. Let $\zeta \in C_{0}^{\infty}\left(\mathbf{R}^{l-1}\right)$, supp $\zeta \subset\{$ neighborhood of 0$\}, \int \zeta d x=1$. Let $\zeta_{m}(x)$ $=m^{l-1} \zeta(m x), h\left(z^{\prime}\right)=1 / F\left(\Psi\left(z^{\prime}\right)\right)$, where $F$ is as in (3.1.9). Let $\eta \in C_{0}^{\infty}(\mathbf{R}), 0 \notin \operatorname{supp} \eta$ and assume that $\int \eta(s) d s=1$. Also, let $\varphi \in C_{0}^{\infty}\left(\mathbf{R}^{k}\right), \int \varphi=1$ and denote $m^{k} \varphi(m x)$ by $\varphi_{m}(x)$. Assume that $\zeta, \eta, \varphi$ are even functions. Finally, for $(x, y) \in \mathcal{O}^{\prime}$, we define

$$
\begin{equation*}
T_{m}^{\prime}(x, y)=\left\langle T_{w z}, \varphi_{m}(x-w) \eta\left(m \ln \frac{|z|}{|y|}\right) \frac{m}{|z|} \zeta_{m}\left(\Psi\left(y^{\prime}\right)-\Psi\left(z^{\prime}\right)\right) h\left(z^{\prime}\right) d w d z\right\rangle \tag{3.1.16}
\end{equation*}
$$

where as usual, $y^{\prime}=y /|y|, z^{\prime}=z /|z|$.
2) If $W=\mathbf{R}^{l} \backslash\{0\}$, let $\chi_{1}, \chi_{2} \in C^{\infty}\left(S^{l-1}\right)$ be a partition of unity of $S^{l-1}$ so that supp $\chi_{i}$ $\neq S^{l-1}, i=1$, 2. Let $\Psi_{i}$ be $C^{\infty}$ diffeomorphisms from a neighborhood of supp $\chi_{i}$ to $\mathbf{R}^{l-1}$, $h_{i}\left(z^{\prime}\right)=1 / F_{i}\left(\Psi_{i}\left(z^{\prime}\right)\right)$, where $F_{i}$ is as above only defined via $\Psi_{i}$. Let $\zeta, \eta, \varphi$ be as in 1$)$. Then for $(x, y) \in \mathcal{O}$ we define

$$
\begin{equation*}
T_{m}(x, y)=\sum_{i=1}^{2}\left\langle x_{i} T_{w z}, \varphi_{m}(x-w) \eta\left(m \ln \frac{|z|}{|y|}\right) \frac{m}{|z|} \zeta_{m}\left(\Psi_{i}\left(y^{\prime}\right)-\Psi_{i}\left(z^{\prime}\right)\right) h_{i}\left(z^{\prime}\right) d w d z\right\rangle . \tag{3.1.17}
\end{equation*}
$$

We now show that $T_{m}, T_{m}^{\prime}$ has the required properties.
Proposition 3.1.3. Let $T \in \Re_{\Re, 0}$ satisfy the hypotheses of Theorem 3.1.1. Then $T_{m}\left[\right.$ respectively $\left.T_{m}^{\prime}\right]$ is $C^{\infty}$ on $\mathcal{O}$ [resp. $\left.\vartheta^{\prime}\right]$, continuous to $\Re \times\{0\}$ and $T_{m} \rightarrow T$ in $\Re_{\odot, \mathcal{0}}\left[\mathrm{tid}!T_{m}^{\prime} \rightarrow T\right.$ in $\left.\Re_{\Re, \mathscr{\theta}^{\prime}}\right]$.

Proof. Without loss of generality, assume $\operatorname{supp} \eta \subset\{t|1 \leqslant|t| \leqslant 2\}$. Then for any $y$, we have that

$$
\operatorname{supp} \eta\left(m \ln \frac{|z|}{|y|}\right) \cdot \frac{m}{|z|^{l}} \subset\left\{z\left||y| e^{-2 m} \leqslant|z| \leqslant|y| e^{2 m}\right\}\right.
$$

and $\operatorname{supp} \zeta_{m}\left(\Psi_{i}\left(y^{\prime}\right)-\Psi_{i}\left(z^{\prime}\right)\right)$ is contained in an $S^{l-1}$-neighborhood of $y^{\prime}$ whose diameter decreases to 0 as $m \rightarrow \infty$. Hence, since (supp $T)^{c}$ is compact, $T_{m}(x, y)$ is well defined and $C^{\infty}$ on $\mathcal{O}$ since we can differentiate under the 'integral.' As for $T_{m}^{\prime}$, note that since $\Psi\left(V \cap S^{l-1}\right)$ is compactly contained in $\Psi\left(W \cap S^{l-1}\right)$, we have that for $m$ large, if $(x, y) \in \vartheta^{\prime}$,

$$
\operatorname{supp}\left[\varphi_{m}(x-w) \eta\left(m \ln \frac{|z|}{|y|}\right) \frac{m}{|z|} \zeta_{m}\left(\Psi\left(y^{\prime}\right)-\Psi\left(z^{\prime}\right)\right) h\left(z^{\prime}\right) d w d z\right] \subset \mathscr{\pi} \times W .
$$

Hence, $T_{m}^{\prime}(x, y)$ is well defined and $C^{\infty}$ on $\vartheta^{\prime}$.


$$
\begin{equation*}
T_{m}^{\prime}(x, 0) \equiv \lim _{\substack{y \rightarrow 0 \\ y \in \mathcal{O}}} T_{m}^{\prime}(x, y) \quad \text { exists } \tag{3.1.18}
\end{equation*}
$$

For this, let $x, m$ be fixed. Define

$$
\mu_{y}(w, z)=\varphi_{m}(x-w) \eta\left(m \ln \frac{|z|}{|y|}\right) \frac{m}{|z|} \zeta_{m}\left(\Psi\left(y^{\prime}\right)-\Psi\left(z^{\prime}\right)\right) h\left(z^{\prime}\right) d w d z .
$$

Then $T_{m}^{\prime}(x, y)=\left\langle T, \mu_{y}(w, z)\right\rangle$ and if we let $\bar{\eta}(t)=\eta(m \ln t) m / t^{l}, t>0$, we have that $\bar{\eta}$ $\in C_{0}^{\infty}\left(\mathbf{R}^{+}\right)$and $\int t^{l-1} \bar{\eta}(t) d t=1$. Note that we define $\bar{\eta}=0$ for $t \leqslant 0$. Also, if we let $\bar{\zeta}_{y}\left(z^{\prime}\right)=\zeta_{m}\left(\Psi\left(y^{\prime}\right)-\Psi\left(z^{\prime}\right)\right) h\left(z^{\prime}\right)$, then for $m$ large enough, supp $\bar{\zeta}_{y}\left(z^{\prime}\right) \subset W$ for all $y \in V$. Now
for each $y, \int_{S^{-1}} \bar{\xi}_{y}\left(z^{\prime}\right) d z^{\prime}=1$ and for each $\alpha$ we have

$$
\int_{S^{\prime-1}}\left|\left(\frac{\partial}{\partial z^{\prime}}\right)^{\alpha} \bar{\zeta}_{y}\left(z^{\prime}\right)\right| d z^{\prime} \leqslant c_{|\alpha|}
$$

independently of $y$. Hence,

$$
\mu_{y}(w, z)=\varphi_{m}(x-w) \bar{\eta}\left(\frac{|z|}{|y|}\right) \frac{1}{|y|^{\mid}} \bar{\zeta}_{y}\left(z^{\prime}\right) d w d z
$$

is easily seen to be a permissible sequence converging to $\varphi_{m}(x-w) d w$ as $y \rightarrow 0$, so by Proposition 3.1.2, $T_{m}^{\prime}(x, 0)$ exists. Now

$$
\frac{\partial}{\partial x_{i}} T_{m}^{\prime}(x, y)=\left\langle T, \frac{\partial}{\partial x_{i}}\left[\varphi_{m}(x-w)\right] \eta\left(m \ln \frac{|z|}{|y|}\right) \frac{m}{|z|} \zeta_{m}\left(\Psi\left(y^{\prime}\right)-\Psi\left(z^{\prime}\right)\right) h\left(z^{\prime}\right) d w d z\right\rangle .
$$

Hence, using (3.1.9), a calculation shows that

$$
\begin{equation*}
\left|\left(\frac{\partial}{\partial x_{i}}\right) T_{m}^{\prime}(x, y)\right| \leqslant c_{m} \quad \text { for all } y, x \tag{3.1.19}
\end{equation*}
$$

So if $(x, y) \in \mathcal{O}^{\prime},\left(x_{0}, 0\right) \in \mathscr{R} \times\{0\}$, we have by (3.1.19), that

$$
\begin{aligned}
\left|T_{m}^{\prime}(x, y)-T_{m}^{\prime}\left(x_{0}, 0\right)\right| & \leqslant\left|T_{m}^{\prime}(x, y)-T_{m}^{\prime}\left(x_{0}, y\right)\right|+\left|T_{m}^{\prime}\left(x_{0}, y\right)-T_{m}^{\prime}\left(x_{0}, 0\right)\right| \\
& \leqslant \sum_{i=1}^{k}\left|\frac{\partial}{\partial x_{i}} T_{m}^{\prime}(x, y)\right|\left|x-x_{0}\right|+\left|T_{m}^{\prime}\left(x_{0}, y\right)-T_{m}^{\prime}\left(x_{0}, 0\right)\right| \rightarrow 0 \\
\text { as }(x, y) & \rightarrow\left(x_{0}, 0\right) .
\end{aligned}
$$

Hence, $T_{m}^{\prime}(x, y)$ is continuous to $\Re \times\{0\}$ and $T_{m}^{\prime}(x, 0)$ is given by (3.1.18). A similar argument proves the same statement of $T_{m}(x, y)$.

Finally, we show that $T_{m}^{\prime} \rightarrow T$ in $\Re_{\Re, \vartheta^{\prime}}$. A similar argument will show that $T_{m} \rightarrow T$ in $\Re_{\odot, \vartheta}$.
For this, let $\mu=\psi(x, y) d x d y \in \mathscr{G}\left(\mathcal{O}^{\prime}\right)$. Then since $\psi$ has compact support, we have that,

$$
\begin{align*}
& \int T_{m}^{\prime}(x, y) \psi(x, y) d x d y=\left\langle T,\left[\int \psi(x, y) \varphi_{m}(x-w) \eta\left(m \ln \frac{|z|}{|y|}\right) \frac{m}{|z|^{l}}\right.\right.  \tag{3.1.20}\\
& \left.\left.\left.\times \zeta_{m} \Psi\left(y^{\prime}\right)-\Psi\left(z^{\prime}\right)\right) d x d y\right] h\left(z^{\prime}\right) d w d z\right\rangle .
\end{align*}
$$

For $m$ sufficiently large,

$$
\operatorname{supp}\left[\int \psi(x, y) \varphi_{m}(x-w) \eta\left(m \ln \frac{|z|}{|y|}\right) \frac{m}{|z|} \zeta_{m}\left(\Psi\left(y^{\prime}\right)-\Psi\left(z^{\prime}\right)\right) h\left(z^{\prime}\right) d x d y\right] \subset \theta^{\prime}
$$

Hence, since $T \in \Re_{\vartheta, \theta^{\prime}}$ we have that

$$
\begin{align*}
& \left|\left\langle T_{m}^{\prime}-T, \mu\right\rangle\right| \leqslant c \sum_{\substack{|\alpha|+|\beta| \leqslant M \\
|\beta|=\left|\beta^{\prime}\right|}} \int \left\lvert\,\left(\frac{\partial}{\partial w}\right)^{\alpha} z^{\beta}\left(\frac{\partial}{\partial z}\right)^{\beta^{\prime}}\right. \\
& \quad\left[\int \psi(x, y) \varphi_{m}(x-w) \eta\left(m \ln \frac{|z|}{|y|}\right) \frac{m}{|z|} \zeta_{m}\left(\Psi\left(y^{\prime}\right)-\Psi\left(z^{\prime}\right)\right) h\left(z^{\prime}\right) d x d y\right.  \tag{3.1.21}\\
& \quad-\psi(w, z)] \mid d w d z
\end{align*}
$$

Applying (3.1.9) to (3.1.21), and letting $|y|=e^{s},|z|=e^{t}, u=\Psi\left(y^{\prime}\right), v=\Psi\left(z^{\prime}\right)$ we have that (3.1.21) is bounded by

$$
\begin{align*}
& c \sum_{|\alpha|+|\beta|+j \leqslant M} \int \left\lvert\,\left(\frac{\partial}{\partial w}\right)^{\alpha}\left(\frac{\partial}{\partial v}\right)^{\beta}\left(\frac{\partial}{\partial t}\right)^{j}\right. \\
& \quad\left[\int \varphi_{m}(x-w) \eta_{m}(s-t) \zeta_{m}(u-v) \psi\left(x, e^{s} \Psi^{-1}(u)\right) F(u) e^{l s} d x d s d u\right.  \tag{3.1.22}\\
& \left.\quad-\psi\left(w, e^{t} \Psi^{-1}(v)\right) F(v) e^{l t}\right] \mid d w d t d v
\end{align*}
$$

where $\eta_{m}(s)=m \eta(m s)$ and $F$ is defined as in (3.1.9). Now since $\varphi, \eta$ and $\zeta$ are even functions, we can apply Lemma 2.1 .5 to obtain that (3.1.22) is bounded by

$$
\begin{equation*}
c_{m} \sum_{|\alpha|+|\beta|+j \leqslant M+1} \int\left|\left(\frac{\partial}{\partial w}\right)^{\alpha}\left(\frac{\partial}{\partial v}\right)^{\beta}\left(\frac{\partial}{\partial t}\right)^{j}\left[\psi\left(w, e^{t} \Psi^{-1}(v)\right) F(v) e^{l t}\right]\right| d w d t d v \tag{3.1.23}
\end{equation*}
$$

where $c_{m} \rightarrow 0$ as $m \rightarrow \infty$. Letting $|z|=e^{t}$, we have by induction that

$$
\left(\frac{\partial}{\partial t}\right)^{j}=\sum_{i=1}^{j} c_{i j}|z|^{i}\left(\frac{\partial}{\partial|z|}\right)^{i}
$$

Hence, substituting $|z|=e^{t}$ and observing that $(\partial / \partial t)^{i}\left[f(t) e^{l t}\right]=\left[\sum_{k=0}^{i} c_{i k}(\partial / \partial t)^{k} f\right] e^{l t}$, we have that (3.1.23) is bounded by

$$
\begin{equation*}
\left.c_{m} \sum_{|\alpha|+|\beta|+j \leqslant M+1} \int\left|\left(\frac{\partial}{\partial w}\right)^{\alpha}\right| z\right|^{j+l-1}\left(\frac{\partial}{\partial|z|}\right)^{j}\left(\frac{\partial}{\partial v}\right)^{\beta}\left[\psi\left(w,|z| \Psi^{-1}(v)\right) F(v)\right] d w d|z| d v . \tag{3.1.24}
\end{equation*}
$$

Now

$$
\left(\frac{\partial}{\partial v}\right)^{\beta}=\sum_{|\gamma| \leqslant|\beta|}|z|^{|\gamma|} c_{\gamma}(\nu)\left(\frac{\partial}{\partial z}\right)^{\gamma}
$$

where $c_{\gamma} \in C^{\infty}\left(\mathbf{R}^{l-1}\right)$. Hence, the integral in (3.1.24) is dominated by

$$
\begin{equation*}
\left.\left.c_{m} \sum_{\substack{|\alpha|+|\gamma|+j \leq M+1 \\ k=j+|\gamma|}} \int\left|\left(\frac{\partial}{\partial w}\right)^{\alpha}\right| z\right|^{k+l-1}\left(\frac{\partial}{\partial|z|}\right)^{j}\left(\frac{\partial}{\partial z}\right)^{\gamma}\left[\psi\left(w,|z| \Psi^{-1}(v)\right) F(v)\right]|d w d| z \right\rvert\, d v \tag{3.1.25}
\end{equation*}
$$

Finally, letting $v=\Psi\left(z^{\prime}\right)$ and noting that

$$
\left(\frac{\partial}{\partial|z|}\right)^{j}=\sum_{|\beta|=j} c_{\beta} z^{\beta}\left(\frac{\partial}{\partial z}\right)^{\beta} ; \quad|z| \leqslant c \sum_{i=1}^{l}\left|z_{i}\right|
$$

and $F \in C^{\infty}\left(\mathbf{R}^{l-1}\right)$, we see that the integral in (3.1.35) is dominated by

$$
\begin{equation*}
c_{m} \sum_{\substack{|\alpha|+|\beta| \leq M+1 \\|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial w}\right)^{\alpha} z^{\beta}\left(\frac{\partial}{\partial z}\right)^{\beta^{\prime}} \psi\right\|_{1} . \tag{3.1.26}
\end{equation*}
$$

Hence, $T_{m}^{\prime} \rightarrow T$ in $\Re_{\Re, \theta^{\prime}}$ as claimed, completing the proof of the proposition.

Henceforth, we will denote by $T_{m}$ the approximation constructed in Proposition 3.1.3. Choose $S_{m} \in C_{0}^{\infty}\left(\mathbf{R}^{k+l}\right)$ so that

$$
\begin{equation*}
\sup \left|S_{m}-T_{m}\right|<\frac{1}{m} \tag{3.1.27}
\end{equation*}
$$

on $\vartheta^{\prime}$ or $\mathcal{O}$ depending on $W$ in (3.1.3). Clearly then, $S_{m} \rightarrow T$ in $\Re_{\vartheta \tau, \mathcal{V}^{\prime}}$ (respectively $\left.\Re_{\vartheta \tau, \mathcal{U}}\right)$.
Proof of Theorem 3.1.1. Using $S_{m}$ in (3.1.27), the proof is the same as that of Theorem 2.1.1.
Let $U=\{(x, y)\}, V=\{(w, z)\}$ be bounded open sets in $\mathbf{R}^{k+l}$ or coordinate neighborhoods on two manifolds. Let $\mathscr{\pi}_{1}$ be the slice $\{y=0\}$ of $U, \mathscr{\Re}_{2}$ the slice $\{z=0\}$ of $V$. Let $\chi: U \rightarrow V$ be a diffeomorphism, $\chi: \mathscr{I}_{1} \rightarrow \mathscr{\Omega}_{2}$, that extends diffeomorphically to a neighborhood of $U^{c}$ and let $\left.\chi\right|_{\mathscr{T}_{1}}=\bar{\chi}$ be the diffeomorphism, $\bar{\chi}: \mathscr{\mathscr { }}_{1} \rightarrow \mathscr{\vartheta}_{2}$. Let $\mathcal{O}_{2} \subset V$ satisfy (3.1.0), $\mathcal{O}_{1}=\chi^{-2}\left(\mathcal{O}_{1}\right)$. Let $T \in \mathscr{B}^{\prime}\left(\mathcal{O}_{2}\right)$. Then if $\mu=\varphi(x, y) d x d y \in \mathscr{B}\left(\mathcal{O}_{1}\right)$, we define as before:

$$
\begin{equation*}
\left\langle\chi^{*} T, \mu\right\rangle=\left\langle T, \varphi\left(\chi^{-1}(w, z)\right)\right| \frac{\partial \chi^{-1}}{\partial(w, z)}|d w d z\rangle \tag{3.1.28}
\end{equation*}
$$

By Proposition 1.1, if $T \in \Re_{\Re_{2}, \mathscr{R}_{2}}$, then $\chi^{*} T \in \Re_{\Re_{1}, \theta_{1}}$.
Proposition 3.1.4. In the above notation, if $T_{\mathscr{T}_{2}, \mathcal{O}_{2}}$ exists, then $\left(\chi^{*} T\right)_{\mathscr{\Re}_{1}, Q_{1}}$ exists, and for all $\nu \in \mathscr{B}\left(\mathcal{T}_{1}\right)$,

$$
\begin{equation*}
\left\langle\left(\chi^{*} T\right)_{\mathscr{\Re}_{1}, Q_{1}}, \nu\right\rangle=\left\langle\bar{x}^{*} T_{\Re_{2}, Q_{2}}, \nu\right\rangle . \tag{3.1.29}
\end{equation*}
$$

Proof. The same as the proof of Proposition 2.1.6.

## 2. Restrictions of Generalized Functions

It's now relatively easy to obtain a theorem for restrictions corresponding to Theorem 3.1.1. We assume that $\mathcal{O} \subset \mathbf{R}^{k+l}$ is open, $\mathbf{R}^{k+l}=\{(x, y)\}$ and $\mathcal{O} \cap\{(x, 0)\}=\Re$. Let $\mathcal{O}_{0}=\mathcal{O} \backslash \Re$.

Theorem 3.2.1. Let $T \in \Re_{\vartheta, \vartheta}$. Let $\eta_{0} \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right)$satisfy (3.1.2). Assume that for all $\nu \in \mathscr{G}(\mathcal{\Re})$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle T, \nu \otimes n^{l} \eta_{0}(n|y|) \zeta_{n}\left(y^{\prime}\right) d y\right\rangle \tag{3.2.1}
\end{equation*}
$$

exists and has value independent of $\left\{\zeta_{n}\right\}$ where $\left\{\zeta_{n}\right\}$ satisfy:
(3.2.2) $\quad \int_{S^{\prime-1}} \zeta_{n} d \sigma=1, \quad \zeta_{n} \in C^{\infty}\left(S^{l-1}\right), \quad \int_{S^{l-1}}\left|\left(\frac{\partial}{\partial y^{\prime}}\right)^{\alpha} \zeta_{n}\right| d \sigma \leqslant c_{|\alpha|} \quad$ for all $n$.

Then $T$ has a restriction to $\mathscr{r}$ in the sense of Definition 1.3 whose value is given by (3.2.1) for all $\nu$.
Proof. Clearly, $T \in \Re_{\Re, \theta_{0}}$ and by Theorem 3.1.1, $T_{\Re, \mathcal{O}_{0}}$ exists. Let $\left\{\mu_{n}\right\} \subset \mathscr{B}(\mathcal{O})$ be a permissible sequence converging to $\nu \in \mathscr{B}(\mathscr{T})$. Say $\mu_{n}=\varphi_{n}(x, y) d x d y, \nu=\varphi(x) d x$. Let $\chi \in C^{\infty}(\mathbf{R})$ so that $\chi=1$ for $t>1, \chi=0$ for $t<1 / 2$. Then for all $\mu \in \mathscr{B}(\mathcal{O})$,

$$
\begin{equation*}
\left\langle T, \chi\left(\frac{1}{\epsilon}|y|\right) \mu\right\rangle \rightarrow\langle T, \mu\rangle \quad \text { as } \epsilon \rightarrow 0 . \tag{3.2.3}
\end{equation*}
$$

To see this, note that since $T \in \Re_{\vartheta,, O}$,

$$
\begin{aligned}
\left|\left\langle T,\left(1-\chi\left(\frac{|y|}{\epsilon}\right)\right) \mu\right\rangle\right| \leqslant & c \sum_{\substack{|\alpha|+|\beta| \leqslant M \\
|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}}\left[\left(1-\chi\left(\frac{|y|}{\epsilon}\right)\right) \varphi\right]\right\|_{1} \\
\leqslant & c \sum_{|\alpha|+|\beta| \leqslant M}\left\|\left(1-\chi\left(\frac{|y|}{\epsilon}\right)\right)\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}} \varphi\right\|_{1} \\
& +c \sum_{\substack{|\alpha|+|\beta|+|\gamma| \leqslant M \\
|\gamma|>0}} \|\left[y^{\gamma}\left(\frac{\partial}{\partial y}\right)^{\gamma^{\prime}}\left(1-\chi\left(\frac{|y|}{\epsilon}\right)\right)\right] \\
\times\left[\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}} \varphi\right] \|_{1}= & I+I I .
\end{aligned}
$$

Clearly, $I \rightarrow 0$ as $\epsilon \rightarrow 0$. Writing $y^{\gamma}(\partial / \partial y)^{\gamma^{\prime}}$ by (3.1.8), differentiating, and letting $|y|=\epsilon r$, we obtain that

$$
\begin{aligned}
& \qquad I I \leqslant c \epsilon \sum_{\substack{|\alpha|+|\beta| \leqslant m \\
0<j<m}} \int_{\frac{1}{2}}^{1} \iint^{j}\left|\chi^{j}(r) \varphi_{\alpha \beta \beta^{\prime}}\left(x, \epsilon r y^{\prime}\right)\right|(\epsilon r)^{l-1} d x d y^{\prime} d r \\
& \text { where } \varphi_{\alpha \beta \beta^{\prime}}=\left(\frac{\partial}{\partial x}\right)^{\alpha} y^{\beta}\left(\frac{\partial}{\partial y}\right)^{\beta^{\prime}} \varphi .
\end{aligned}
$$

Hence, $I I \rightarrow 0$ with $\epsilon$. That is, $\langle T, \chi(|y| / \epsilon) \mu\rangle \rightarrow\langle T, \mu\rangle$ as $\epsilon \rightarrow 0$. So for each $n$, choose $\epsilon_{n}$ with

$$
\left|\left\langle T, \mu_{n}\right\rangle-\left\langle T, \chi\left(\frac{|y|}{\epsilon_{n}}\right) \mu_{n}\right\rangle\right|<\frac{1}{n} .
$$

Then $\lim _{n}\left\langle T, \mu_{n}\right\rangle$ exists if and only if $\lim _{n}\left\langle T, \chi\left(|y| / \epsilon_{n}\right) \mu_{n}\right\rangle$ exists. But a calculation shows that $\chi\left(|y| / \epsilon_{n}\right) \mu_{n}$ is a permissible sequence on $\vartheta_{0}$ converging to $\nu$. Hence, $\lim _{n}\left\langle T, \chi\left(|y| / \epsilon_{n}\right) \mu_{n}\right\rangle$ exists and equals the limit in (3.2.1). Therefore, the same is true of $\lim _{n}\left\langle T, \mu_{n}\right\rangle$. That is, $T_{श, \vartheta}$ exists.

Proposition 3.2.2. Let $T_{n}, T \in \Re_{\Re, \ominus}$ and assume that $T_{n} \rightarrow T$ in $\Re_{\Re, \theta_{0}}$. Then $T_{n} \rightarrow T$ in $\Re_{\vartheta, \vartheta}$.
Proof. The same as the proof of Proposition 2.2 .1 only we estimate $I$ in that proof as $I I$ was estimated in the preceding proof.

Corollary 3.2.3. Let $T \in \Re_{\Re, \vartheta}$ and assume that $T_{\Re, \mathscr{O}_{0}}$ exists. Then there exists $\left\{S_{m}\right\} \subset C_{0}^{\infty}(\mathcal{O})$ so that $S_{m} \rightarrow T$ in $\Re_{\ominus, \theta}$.

Proof. Choose $\left\{S_{m}\right\} \subset C_{0}^{\infty}(\theta)$ as in (3.1.27) where $S_{m} \rightarrow T$ in $\Re_{\vartheta, \mathcal{O}_{0}}\left\{S_{m}\right\}$ exists since $T_{\vartheta, \mathcal{O}_{0}}$ does. Then by Proposition 3.2.2, we have that $S_{m} \rightarrow T$ in $\Re_{\vartheta, \mathcal{\ominus}}$.
Let $U=\{(x, y)\}, V=\{(w, z)\}$ be bounded open sets in $\mathbf{R}^{k+l}, \chi a C^{\infty}$ diffeomorphism, $\chi: U \rightarrow V$ so that $\chi:(x, 0) \rightarrow(w, 0)$. Assume $\chi$ extends diffeomorphically to a neighborhood of $U^{c}$. Let $\mathcal{\tau}_{1}$, respectively $\mathscr{\vartheta}_{2}$, be the slice $\{y=0\}$ of $U$, respectively $\{z=0\}$ of $V$. Let $\bar{\chi}$ be the induced diffeomorphism, $\bar{\chi}: \mathscr{\vartheta}_{1} \rightarrow \mathscr{\vartheta}_{2}$. Let $\vartheta_{2} \subset V$ so that $\mathscr{\vartheta}_{2} \cap \vartheta_{2} \neq \varnothing$. Let $\vartheta_{1}=\chi^{-1}\left(\mathcal{O}_{2}\right)$.

Proposition 3.2.4. Using the above notation, let $T \in \Re_{\Re_{2}, \mathscr{O}_{2}}$ and assume $T_{\Re_{2}, \Theta_{2}}$ exists. Then $\left(\chi^{*} T\right)_{\Re_{1}, Q_{1}}$ exists and

$$
\begin{equation*}
\left\langle\left(\chi^{*} T\right)_{\left.\mathscr{R}_{1}, \mathcal{O}_{1}, \nu\right\rangle}=\left\langle\bar{\chi}^{*} T_{\mathscr{R}_{2}, \mathcal{Q}_{2}}, \nu\right\rangle \quad \text { for all } \nu \in \mathscr{B}\left(\mathscr{T}_{1}\right) .\right. \tag{3.2.4}
\end{equation*}
$$

Proof. Identical to the proof of Proposition 2.1.6.
The proofs of the following two Propositions are the same as those of Proposition 2.2.5 and Proposition 2.2.6 respectively, and are omitted.
Proposition 3.2.5. Let $T \in \Re_{\vartheta, \mathcal{0}_{0}}$ and assume that for all $\nu \in \mathscr{F}(\vartheta), \eta \in C_{0}^{\infty}\left(\mathbf{R}^{l}\right)$ we have that

$$
\begin{equation*}
\left|\left\langle T, \nu \otimes \frac{1}{\epsilon} \eta\left(\frac{y}{\epsilon}\right) d y\right\rangle\right| \leqslant c_{\nu \eta} \quad \text { for all } \epsilon \tag{3.2.5}
\end{equation*}
$$


Proposition 3.2.6. Let $T \in \Re_{\vartheta \tau, \otimes_{0}}$ and assume that $T_{\Re, \otimes_{0}}$ exists. Then there exists an $S \in \Re_{\vartheta, \Theta_{0}}$ so that $S=T$ on $\ominus_{0}, S_{\Re, \vartheta}$ exists and equals $T_{\vartheta, \mathscr{Q}_{0}}$.

## CHAPTER IV EXISTENCE OF RESTRICTIONS AND PRODUCTS

## 1. A Refinement of the Wave-Front Set of a Distribution

Let $X$ be a $C^{\infty}$ second countable manifold. We recall the definition of the wave front set of a distribution $D \in Q^{\prime}(X)$ and several of its properties.

Definition 4.1.1. Let $X \subset \mathbf{R}^{n}$ be open, $D \in \mathscr{D}^{\prime}(X)$. Then the wave front set of $D$, denoted $W F(D)$, is defined as the complement in $X \times\left(\mathbf{R}^{n} \backslash\{0\}\right)$ of

$$
\begin{gather*}
\left\{\left(x_{0}, \xi_{0}\right) \mid \text { there exists neighborhoods } U_{x_{0}}, V_{\xi_{0}} \text { so that for all } \Phi \in C_{0}^{\infty}\left(U_{x_{0}}\right),\right. \\
\text { for all } \left.N \in \mathbf{Z}^{+},(\Phi D)^{\wedge}(\tau \xi)=\mathcal{O}\left(\tau^{-N}\right) \text { uniformly in } \xi \in V_{\xi_{0}}\right\} . \tag{4.1.1}
\end{gather*}
$$

It is clear that

$$
\begin{equation*}
\operatorname{sing} \operatorname{supp} D=\pi(W F(D)) \tag{4.1.2}
\end{equation*}
$$

where $\pi: X \times\left(\mathbf{R}^{\eta} \backslash\{0\}\right) \rightarrow X, \pi(x, \xi) \rightarrow x$ and sing supp $D$ is defined as the complement in X of

$$
\begin{equation*}
\left\{x \mid \exists U_{x} \text { with } D \in C^{\infty}(U)\right\} . \tag{4.1.3}
\end{equation*}
$$

Also, it is clear that $W F(D)$ is a closed cone in $X \times\left(\mathbf{R}^{n} \backslash\{0\}\right)$ where by conic, we mean:

$$
\begin{equation*}
\left(x_{0}, \xi_{0}\right) \in W F(D) \Rightarrow\left(x_{0}, \tau \xi_{0}\right) \in W F(D) \quad \text { for all } \tau \in \mathbf{R}^{+} . \tag{4.1.4}
\end{equation*}
$$

Proposition 4.1.1. $\left(x_{0}, \xi_{0}\right) \notin W F(D)$ if and only if for all real valued functions $\psi(x, a) \in C^{\infty}\left(\mathbf{R}^{n}\right.$ $\left.\times \mathbf{R}^{p}\right)$ so that $d_{x} \psi\left(x_{0}, a_{0}\right)=\xi_{0}$, there are neighborhoods $U_{x_{0}}, A_{a_{0}}$ so that for all $\Phi \in C_{0}^{\infty}(U)$, all $N$,

$$
\begin{equation*}
\left\langle D, \Phi e^{-i \tau \psi(\cdot a)}\right\rangle=\mathfrak{O}\left(\tau^{-N}\right) \tag{4.1.5}
\end{equation*}
$$

uniformly in $a \in A_{0}$.
Proof. See [1]
Hence, if $X$ is a manifold, $D \in \mathscr{D}^{\prime}(X)$, Proposition 4.1.1 is taken as the definition of $W F(D)$. This definition is clearly coordinate invariant and agrees with Definition 4.1.1 if $X \subset \mathbf{R}^{n}$. With this definition, it is natural to consider $W F(D)$ as a closed conic subset of $T^{*} X \backslash\{0\}$. That is, the cotangent bundle of $X$ minus the zero section.
The objective of the rest of this section will be to refine the $W F(D)$ into orders of decay and
then show this refinement to be coordinate invariant. We begin with:
Definition 4.1.2. Let $X \subset \mathbf{R}^{n}$ be open, $x_{0} \in X, V \subset \mathbf{R}^{n}$ a cone. Let $D \in \mathcal{D}^{\prime}(X), k \in \mathbf{R}$. We define the order of $D$ at $x_{0}$ on $V$ to be less than or equal to $k$, denoted

$$
\begin{equation*}
\operatorname{Ord}_{x_{0}, V} D \leqslant k \tag{4.1.6}
\end{equation*}
$$

if there exists a neighborhood $U$ of $x_{0}$, an open conic neighborhood $W$ of $V$ so that $V^{c} \backslash\{0\} \subset W$ and for all $\varphi \in C_{0}^{\infty}(U)$ we have

$$
\begin{equation*}
\left|(\varphi D)^{\wedge}(\xi)\right| \leqslant c(1+|\xi|)^{k} \quad \text { uniformly on } W . \tag{4.1.7}
\end{equation*}
$$

We say that $\operatorname{Ord}_{x_{0}, V} D=k$ if

$$
\begin{equation*}
k=\inf \left\{k^{\prime} \mid \operatorname{Ord}_{x_{0}, V} D \leqslant k^{\prime}\right\} \tag{4.1.8}
\end{equation*}
$$

If $\xi_{0} \in \mathbf{R}^{n}$, we define

$$
\begin{equation*}
\operatorname{Ord}_{x_{0}, \xi_{0}} D=\operatorname{Ord}_{x_{0}, V} D \quad \text { where } V=\left\{\tau \xi_{0} \mid \tau \in \mathbf{R}^{+}\right\} \tag{4.1.9}
\end{equation*}
$$

If $\operatorname{Ord}_{x_{0}, V} D \leqslant k$ for all $k \in \mathbf{R}$, we say that $\operatorname{Ord}_{x_{0}, V} D=-\infty$.
Note that $\operatorname{Ord}_{x_{0}, V} D=k$ does not imply that $\operatorname{Ord}_{x_{0}, V} D \leqslant k$. Also, if $V \subset V^{\prime}$, we clearly have that

$$
\begin{equation*}
\operatorname{Ord}_{x_{0}, V} D \leqslant \operatorname{Ord}_{x_{0}, V^{\prime}} D \quad \text { for all } x_{0} \tag{4.1.10}
\end{equation*}
$$

Letting $g_{D}(x, \xi)=\operatorname{Ord}_{x, \xi} D$, we see that for each $D \in \mathscr{Q}^{\prime}(X), g_{D}(x, \xi)$ is an upper semicontinuous function on $X \times \mathbf{R}^{n}$. That is, for each $\lambda$,

$$
\left\{(x, \xi)\left|\left|g_{D}(x, \xi)\right|<\lambda\right\} \text { is open in } X \times \mathbf{R}^{n}\right.
$$

Also, if $D \in \mathcal{E}^{\prime}(X)$,

$$
\begin{equation*}
\operatorname{Ord}_{x_{0}, \mathbf{R}^{\mathbf{n}}} D \leqslant k \quad \text { for some } k \text { independent of } x_{0} \tag{4.1.11}
\end{equation*}
$$

Finally, if $D \in L_{k}^{1}(X)$,

$$
\begin{equation*}
\operatorname{Ord}_{x_{0}, \mathbf{R}^{n}} D \leqslant-k \quad \text { for all } x_{0} \tag{4.1.12}
\end{equation*}
$$

Proposition 4.1.2. Let $h, g$ be measurable functions on $\mathbf{R}^{n}$ so that $|g| \leqslant c(1+|x|)^{k},|h|$ $\leqslant c(1+|x|)^{N}$. Then if $-N$ is sufficiently large,

$$
\begin{equation*}
|(h * g)(x)| \leqslant c(1+|x|)^{k} \tag{4.1.13}
\end{equation*}
$$

Proof. If $k \geqslant 0$, we can choose $N=-k-n-1$ and

$$
\begin{aligned}
|(h * g)(x)| & \leqslant \int(1+|x-y|)^{k}(1+|y|)^{-k-n-1} d y \leqslant(1+|x|)^{k} \int(1+|y|)^{-n-1} d y \\
& \leqslant c(1+|x|)^{k}
\end{aligned}
$$

If $k<0$,

$$
\begin{aligned}
|(h * g)(x)| & \leqslant \int_{|y| \leqslant|x| / 2}(1+|x-y|)^{k}(1+|y|)^{N} d y+\int_{|y| \geqslant|x| / 2}(1+|x-y|)^{k}(1+|y|)^{N} d y \\
& =I+I I .
\end{aligned}
$$

If $|y| \leqslant|x| / 2$, then $|x-y| \geqslant|x| / 2$ so

$$
I \leqslant c(1+|x|)^{k} \int(1+|y|)^{N} \leqslant c(1+|x|)^{k} \quad \text { if } N=-n-1 .
$$

And, in $I I$, since $(1+|x-y|)^{k} \leqslant 1, \quad(1+|y|)^{k} \leqslant c(1+|x|)^{k}$,

$$
I I \leqslant(1+|x|)^{k} \int(1+|y|)^{N-k} d y \leqslant c(1+|x|)^{k} \quad \text { if } N-k \leqslant-n-1 .
$$

Combining the estimates above, completes the proof.
Corollary 4.1.3. Let $D \in \mathscr{D}^{\prime}(X), x_{0} \in X$. Then

$$
\begin{equation*}
\operatorname{Ord}_{x_{0}, \mathbf{R}^{n}} D \leqslant k, \quad \text { for some } k \in \mathbf{R} \tag{4.1.14}
\end{equation*}
$$

Proof. Let $U \subset X$ be any bounded neighborhood of $x_{0}$. Let $\chi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$, $\chi \equiv 1$ on $U$. Then $\chi D \in \mathcal{E}^{\prime}(X)$, so by (4.1.11),

$$
\left|(\chi D)^{\wedge}(\xi)\right| \leqslant c(1+|\xi|)^{k} \quad \text { for some } k, \quad \text { all } \xi
$$

Now for all $\varphi \in C_{0}^{\infty}(U)$,

$$
\left|(\varphi D)^{\wedge}(\xi)\right|=\left|(\varphi \chi D)^{\wedge}(\xi)\right|=\left|\hat{\varphi} *(\chi D)^{\wedge}(\xi)\right| \leqslant c(1+|\xi|)^{k}
$$

by Proposition 4.1.2 since $\hat{\varphi} \in \delta\left(\mathbf{R}^{n}\right)$.
The following two propositions will be useful in showing how Definition 4.1.1 is affected by coordinate changes.

Proposition 4.1.4. Let $\bar{\varphi}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ be smooth, and assume that $[\partial \bar{\varphi} / \partial x]_{x_{0}}=[0]$. Then there is a neighborhood $U$ of $x_{0}$ so that for all $\varphi \in C_{0}^{\infty}(U)$,

$$
\begin{equation*}
\int \varphi(x) e^{i \tau(x+\bar{\psi}(x)) \cdot \xi^{\prime}} d x=O\left(\tau^{-N}\right) \tag{4.1.15}
\end{equation*}
$$

for all $N$, uniformly in $\xi^{\prime} \in S^{n-1}$.
Proof. Let

$$
g_{i}\left(x, \xi^{\prime}\right)=\frac{\partial}{\partial x_{i}}\left[(x+\bar{\varphi}(x)) \cdot \xi^{\prime}\right]=\xi_{i}^{\prime}+\sum_{j=1}^{n} \frac{\partial \bar{\varphi}_{j}}{\partial x_{i}} \xi_{j}^{\prime}
$$

Since $\partial \bar{\varphi}_{j} / \partial x_{i}=0$ for all $i, j$ when $x=x_{0}$, it is clear that $\sum_{i=1}^{n} g_{i}^{2}\left(x, \xi^{\prime}\right)=1+h\left(x, \xi^{\prime}\right)$ where $\left|h\left(x, \xi^{\prime}\right)\right|$ can be made arbitrarily small, uniformly in $\xi^{\prime} \in S^{n-1}$, by taking $\left|x-x_{0}\right|$ small. Choose $U$ so that $\sum_{i=1}^{n} g_{i}^{2} \neq 0$ for $x \in U, \xi^{\prime} \in S^{n-1}$. Define

$$
\begin{equation*}
L=\sum_{i=1}^{n} \frac{g_{i}\left(x, \xi^{\prime}\right)}{\sum_{j}^{2} g_{j}^{2}\left(x, \xi^{\prime}\right)} \frac{\partial}{\partial x_{i}} \tag{4.1.16}
\end{equation*}
$$

Then $L$ is well defined on $U \times S^{n-1}$ and $L\left[(x+\bar{\varphi}(x)) \cdot \xi^{\prime}\right]=1$. Hence if $\varphi \in C_{0}^{\infty}(U)$,

$$
\begin{aligned}
\int \varphi(x) e^{i \tau(x+\bar{\varphi}(x)) \cdot \xi^{\prime}} d x & =\frac{1}{i \tau} \int \varphi(x) L\left[e^{i \tau(x+\bar{\varphi}(x)) \cdot \xi^{\prime}}\right] d x=\frac{1}{i \tau} \int\left[L^{\prime} \varphi\right] e^{i \tau(x+\bar{\varphi}(x)) \cdot \xi^{\prime}} d x \\
& =\frac{1}{(i \tau)^{N}} \int\left[\left(L^{\prime}\right)^{N} \varphi\right] e^{i \tau(x+\bar{\varphi}(x)) \cdot \xi^{\prime}} d x .
\end{aligned}
$$

Hence, $\left|\int_{N^{\prime}} \varphi(x) e^{i \tau(x+\bar{\varphi}(x)) \cdot \xi^{\prime}} d x\right| \leqslant c_{N} \tau^{-N}$ for all $N$, uniformly in $\xi^{\prime} \in S^{n-1}$ where $c_{N}$ depends on $\sup _{U}\left|\left(L^{\prime}\right)^{N} \varphi\right|$.
Proposition 4.1.5. Let $f$ be a measurable function on $\mathbf{R}^{n}$ satisfying $|f(\xi)| \leqslant c(1+|\xi|)^{M}$ some $M$. Assume that on an open cone $W \subset \mathbf{R}^{n},|f(\xi)| \leqslant c(1+|\xi|)^{k}$ uniformly. Let $g$ be a measurable function on $\mathbf{R}^{n}$ so that $|g(\xi)| \leqslant c(1+|\xi|)^{N}$. Then if $-N$ is sufficiently large, we have that

$$
\begin{equation*}
|(g * f)(\xi)| \leqslant c(1+|\xi|)^{k} \tag{4.1.17}
\end{equation*}
$$

uniformly on $V$, where $V$ is any cone satisfying $V^{c} \backslash\{0\} \subset W$.
Proof. Clearly, since $V^{c} \backslash\{0\} \subset W$, we have that there exists $c>0$ so that if $\xi \in V$, then $\{x||x-\xi|<c| \xi \mid\}$ is contained in $W$. Let $U$ be an open conic neighborhood of $V$ defined by:

$$
U=\{x| | x-\xi|<c| \xi \mid \quad \text { for some } \xi \in V\}
$$

Then

$$
|(g * f)(\xi)| \leqslant \int_{U}|g(x-\xi) f(x)| d x+\int_{\mathbf{R}^{n} \backslash U}|g(x-\xi) f(x)| d x=I+I I .
$$

Now since $U \subset W$, we have that

$$
I \leqslant \int_{\mathbf{R}^{n}}|g(x-\xi)|(1+|x|)^{k} d x \leqslant c(1+|\xi|)^{k} \quad \text { for all } \xi
$$

if $N$ is chosen as in Proposition 4.1.2. Now for $I I$, note that if $\xi \in V, x \in \mathbf{R}^{n} \backslash U$ then $|x-\xi| \geqslant c|\xi|$. Hence, since $k-M \leqslant 0$,

$$
\begin{aligned}
I I & \leqslant \int(1+|x-\xi|)^{N}(1+|x|)^{M} d x \leqslant c(1+|\xi|)^{k-M} \int(1+|\xi-x|)^{N+M-k}(1+|x|)^{M} d x \\
& \leqslant c(1+|\xi|)^{k-M}(1+|\xi|)^{M} \\
& =c(1+|\xi|)^{k} \quad \text { for } \xi \in V
\end{aligned}
$$

by Proposition 4.1.2 if we choose $N$ appropriately. Combining estimates $I \& I I$ completes the proof.

We will use Proposition 4.1.4 and Proposition 4.1.5 to see how the order of a distribution behaves under coordinate changes. First, we remove the presence of a norm | | in Definition 4.1.2.

Defintition 4.1.3. Let $V$ be a cone in $\mathbf{R}^{n}$. We say that a relatively compact set $U^{\prime} \subset \mathbf{R}^{n} \backslash\{0\}$ is a generating neighborhood for $V$ if $U=\left\{\tau \xi \mid \xi \in U^{\prime}, \tau \in \mathbf{R}^{+}\right\}$is an open conic neighborhood for $V$.

Clearly, in Definition 4.1.2 we can require that

$$
\begin{equation*}
(\varphi D)^{\wedge}\left(\tau \xi^{\prime}\right)=\mathfrak{O}\left(\tau^{k}\right) \tag{4.1.18}
\end{equation*}
$$

uniformly for $\xi^{\prime} \in U_{V}^{\prime}$ where $U_{V}^{\prime}$ is a generating neighborhood for $V$.
Theorem 4.1.6. Let $X, Y$ be open in $\mathbf{R}^{n}$, $\Phi$ a diffeomorphism, $\Phi: X \rightarrow Y$ so that $\Phi(\bar{x})=\bar{y}$. Let $d \Phi_{\bar{x}}$ denote the Jacobian of $\Phi$ at $\bar{x}$. Let $D \in \mathscr{D}^{\prime}(Y), V$ a closed cone in $\mathbf{R}^{n}, W=\left(d \Phi_{\bar{x}}\right)^{t} V$. Then

$$
\begin{equation*}
\operatorname{Ord}_{\bar{y}, V} D=\operatorname{Ord}_{\bar{x}, W} \Phi_{*} D . \tag{4.1.19}
\end{equation*}
$$

Proof. Let $\Phi_{i}$ be the $i$ th coordinate function of $\Phi$. Expanding by Taylor's formula about $x=\bar{x}$,

$$
\begin{equation*}
\Phi_{i}(x)=\Phi_{i}(\bar{x})+\sum_{j=1}^{n} \frac{\partial \phi_{i}(\bar{x})}{\partial x_{j}}(x-\bar{x})_{j}+h_{i}(x) \tag{4.1.20}
\end{equation*}
$$

where $(x-\bar{x})_{j}=x_{j}-\bar{x}_{j} ; h_{i} \in C^{\infty}$, and $\partial h_{i} / \partial x_{j}=0$ at $x=\bar{x}$ for all $i, j$. Hence

$$
\Phi(x)=\left[\Phi(\bar{x})-\left(d \Phi_{\bar{x}}\right) \bar{x}\right]+\left(d \Phi_{\bar{x}}\right) x+h(x) .
$$

Letting $y=\Phi(x)$, we get

$$
\begin{equation*}
y=\left[\bar{y}-\left(d \Phi_{\bar{x}}\right) \Phi^{-1}(\bar{y})\right]+\left(d \Phi_{\bar{x}}\right) \Phi^{-1}(y)+\bar{\varphi}(y) \tag{4.1.21}
\end{equation*}
$$

where $\bar{\varphi}(y)=h \circ \Phi^{-1}(y)$ has the property that $\partial \bar{\varphi}_{i} / \partial y_{j}=0$ for all $i, j$ at $y=\bar{y}$. Let $k \in \mathbf{R}$ so that $\operatorname{Ord}_{\bar{y}, V} D \leqslant k$. Then by Definition 4.1.2, there is a neighborhood $U_{\bar{y}}$ of $\bar{y}$, a generating neighborhood $U_{V}^{\prime}$ of $V$ so that

$$
\begin{equation*}
\left|\left\langle D, \varphi(y) e^{i \tau\left(y \cdot \xi^{\prime}\right)}\right\rangle\right|=\mathcal{O}\left(\tau^{k}\right) \tag{4.1.22}
\end{equation*}
$$

uniformly in $\xi^{\prime} \in U_{V}^{\prime}$ for all $\varphi \in C_{0}^{\infty}\left(U_{\bar{y}}\right)$. We define $U_{\bar{x}} \subset \Phi^{-1}\left(U_{\bar{y}}\right)$ shortly. Let $U_{W}^{\prime}$ $\subset\left(d \Phi_{\bar{x}}\right)^{t} U_{V}^{\prime}$ so that if $U_{W}$ is the cone generated by $U_{W}^{\prime}$, then

$$
\begin{equation*}
W \subset U_{W} \quad \text { and } \quad U_{W}^{c} \subset\left(d \Phi_{\bar{x}}\right)^{t} U_{V} \backslash(0) \tag{4.1.23}
\end{equation*}
$$

We will show that

$$
\begin{equation*}
\left|\left\langle\Phi_{*} D, \psi(x) e^{i \tau\left(x \cdot v^{\prime}\right)}\right\rangle\right|=O\left(\tau^{k}\right) \tag{4.1.24}
\end{equation*}
$$

uniformly in $\nu^{\prime} \in U_{W}^{\prime}$ for all $\psi \in C_{0}^{\infty}\left(U_{\bar{x}}\right)$.
Now by definition,

$$
\begin{equation*}
\left\langle\Phi_{*} D, \psi(x) e^{i \tau\left(x \cdot v^{\prime}\right)}\right\rangle=\left\langle D, \psi\left(\phi^{-1}(y)\right) e^{i \tau \Phi^{-1}(y) \cdot v^{\prime}}\right\rangle . \tag{4.1.25}
\end{equation*}
$$

Now for any choice of $U_{\bar{x}} \subset \Phi^{-1}\left(U_{\bar{y}}\right), \psi(y) \equiv \psi\left(\Phi^{-1}(y)\right) \in C_{0}^{\infty}\left(U_{\bar{y}}\right)$. Also, for any $\nu^{\prime} \in U_{W}^{\prime}$, there is a $\xi^{\prime} \in U_{V}^{\prime}$ so that $v^{\prime}=\left(d \Phi_{\bar{x}}\right)^{t} \xi^{\prime}$. Hence, (4.1.25) becomes

$$
\begin{equation*}
\left\langle D, \psi(y) e^{i \tau\left(d \Phi_{\bar{x}}\right) \Phi^{-1}(y) \cdot \xi^{\prime}}\right\rangle . \tag{4.1.26}
\end{equation*}
$$

Let $\varphi \in C_{0}^{\infty}\left(U_{\bar{y}}\right)$ so that $\varphi \equiv 1$ on supp $\psi$. Substituting (4.1.21) into (4.1.26) we obtain

$$
\begin{align*}
e^{i \tau\left[\left(d \Phi_{\bar{x}}\right) \Phi^{-1}(\bar{y})-\bar{y}\right] \cdot \xi^{\prime}}\left\langle D, \psi(y) e^{i \tau(y-\bar{\varphi}(y)) \cdot \xi^{\prime}}\right\rangle & =e^{i \tau\left[\left(d \Phi_{\bar{x}}\right) \Phi^{-1}(\bar{y})-\bar{y}\right] \cdot \xi^{\prime}}\left\langle[\varphi D]\left[\psi(y) e^{-i \tau \bar{\varphi}(y) \cdot \xi^{\prime}}\right], e^{i \tau\left(y \cdot \xi^{\prime}\right)}\right\rangle  \tag{4.1.27}\\
& =e^{\left.i \tau\left(d \Phi_{\bar{x}}\right) \Phi^{-1}(y)-\overline{\bar{y}}\right] \cdot \xi^{\prime}}[\varphi D]^{\wedge} *\left[\psi(\cdot) e^{-i \tau \bar{\psi}(\cdot) \cdot \xi^{\prime}}\right]^{\wedge}\left(\tau \xi^{\prime}\right) .
\end{align*}
$$

Now

$$
\begin{equation*}
(\varphi D)^{\wedge}\left(\tau \xi^{\prime}\right)=\mathfrak{O}\left(\tau^{k}\right) \tag{4.1.28}
\end{equation*}
$$

uniformly in $\xi^{\prime} \in U_{V}^{\prime}$ by (4.1.22). Also, by Proposition 4.1.4, if $U \subset U_{\bar{y}}$ is small enough, $\bar{y} \in U$,

$$
\begin{equation*}
\left[\psi(\cdot) e^{-i \tau \bar{\varphi}(\cdot) \cdot \xi^{\prime}}\right]^{\wedge}\left(\tau \xi^{\prime}\right)=\mathscr{O}\left(\tau^{-N}\right) \quad \forall N \tag{4.1.29}
\end{equation*}
$$

uniformly in $\xi^{\prime} \in S^{n-1}$ for any $\psi \in C_{0}^{\infty}(U)$. Hence, by assumption (4.1.23) on $U_{W}^{\prime}$, we can
choose $N$ large, apply Proposition 4.1.5 to (4.1.27) to obtain that $\forall \psi \in C_{0}^{\infty}\left(U_{\bar{x}}\right)$, where $U_{\bar{x}} \subset \Phi^{-1}(U)$,

$$
\begin{equation*}
\left\langle\Phi_{*} D, \psi(x) e^{i \tau\left(x \cdot v^{\prime}\right)}\right\rangle=\mathcal{O}\left(\tau^{k}\right) \tag{4.1.30}
\end{equation*}
$$

uniformly in $\nu^{\prime} \in U_{W}^{\prime}$. Hence,

$$
\begin{equation*}
\operatorname{Ord}_{\bar{x}, W} \Phi_{*} D \leqslant \operatorname{Ord}_{\bar{y}, V} D \tag{4.1.31}
\end{equation*}
$$

So if $\operatorname{Ord}_{\bar{y}, V} D=-\infty$, we are done. Otherwise, by the same argument, we can show that

$$
\begin{equation*}
\operatorname{Ord}_{\bar{y},\left(d \Phi_{\bar{y}}^{-1}\right) W}\left(\Phi^{-1}\right)_{*}\left(\Phi_{*} D\right) \leqslant \operatorname{Ord}_{\bar{x}, W}\left(\Phi_{*} D\right) . \tag{4.1.32}
\end{equation*}
$$

Noting that $\left(\Phi^{-1}\right)_{*}\left(\Phi_{*} D\right)=D,\left(d \Phi_{\bar{y}}^{-1}\right) W=V$ yields

$$
\begin{equation*}
\operatorname{Ord}_{\bar{y}, V} D \leqslant \operatorname{Ord}_{\bar{x}, W}\left(\Phi_{*} D\right) . \tag{4.1.33}
\end{equation*}
$$

Combining (4.1.32) with (4.1.33) proves (4.1.19).
We now define the order of a distribution $D \in \mathscr{D}^{\prime}(X)$ where $X$ is a manifold.
Definition 4.1.4. Let $D \in \mathscr{D}^{\prime}(X), X$ a manifold, $x_{0} \in X, V$ a closed cone in $\left(T^{*} X \backslash\{0\}\right)_{x_{0}}$. We say that

$$
\operatorname{Ord}_{x_{0}, V} D \leqslant k, \quad k \in \mathbf{R}
$$

if there exists a coordinate neighborhood $U_{x_{0}}=\{(x)\}$, a generating neighborhood $U_{V}^{\prime}$ for $V$ so that for all $\varphi \in C_{0}^{\infty}\left(U_{x_{0}}\right)$,

$$
\begin{equation*}
\left\langle\varphi D, e^{i \tau\left(x \cdot \xi^{\prime}\right)}\right\rangle=O\left(\tau^{k}\right) \tag{4.1.34}
\end{equation*}
$$

uniformly in $\xi^{\prime} \in U_{V}^{\prime}$. We define $\operatorname{Ord}_{x_{0}, V} D=k$ etc. as in Definition 4.1.2.
By Theorem 4.1.6, the order of a distribution is well defined, independently of the coordinate system chosen. That is, if $\operatorname{Ord}_{x_{0}, V} D \leqslant k$ in one coordinate system, the same is true in any coordinate system.

Definition 4.1.5. Let $k \in \mathbf{R}, x_{0} \in X, \xi_{0} \in\left(T^{*} X \backslash\{0\}\right)_{x_{0}}, D \in \mathscr{Q}^{\prime}(X)$. We say that $\left(x_{0}, \xi_{0}\right)$ is in the $k$-wave front set of $D$, denoted

$$
\begin{equation*}
\left(x_{0}, \xi_{0}\right) \in W F_{k} D \tag{4.1.35}
\end{equation*}
$$

if $\operatorname{Ord}_{x_{0}, \xi_{0}} D \geqslant k$. That is, if $\operatorname{Ord}_{x_{0}, \xi_{0}} T=k^{\prime}$ where $k^{\prime} \geqslant k$. We let $W F_{\infty} D=\cup_{k} W F_{k} D$.
Clearly, $W F_{k} D$ is conic for $-\infty<k \leqslant \infty$, and since $\operatorname{Ord}_{x, \xi} D$ is an uppersemicontinuous of $(x, \xi)$, we see that for $-\infty<k<\infty, W F_{k} D$ is a closed set in $T^{*} X \backslash\{0\}$.
Also, if $\left(x_{0}, \xi_{0}\right) \in W F_{k} D$, then $\left(x_{0}, \xi_{0}\right) \in W F(D)$. Hence

$$
\begin{equation*}
W F_{\infty} D=\cup_{k} W F_{k} D \subset W F(D) . \tag{4.1.36}
\end{equation*}
$$

Also, it is clear that

$$
\begin{equation*}
\left(T^{*} X \backslash\{0\}\right) \backslash(W F(D)) \subset\left\{\left(x_{0}, \xi_{0}\right) \mid \operatorname{Ord}_{x_{0}, \xi_{0}} D=-\infty\right\} . \tag{4.1.37}
\end{equation*}
$$

However, we may have that

$$
\left\{\left(x_{0}, \xi_{0}\right) \mid \operatorname{Ord}_{x_{0}, \xi_{0}} D=-\infty\right\} \cap W F(D) \neq \varnothing
$$

To see this, we construct the following example.
Given $b>a>0$, let

$$
f_{a, b}(x)= \begin{cases}(1 /|x|-a)+(1 / b-|x|) & \text { if } a<|x|<b \\ 0 & \text { otherwise }\end{cases}
$$

Let $f_{a, b}^{k}(x)$ be the $k$ th primitive of $f_{a, b}(x)$ on $\{x|\quad a<|x|<b\}$. For example,

$$
f_{a, b}^{2}(x)=(|x|-a)[\ln (|x|-a)-1]+(b-|x|)[\ln (b-|x|)-1]
$$

is continuous on $\left\{x|a \leqslant|x| \leqslant b\}\right.$. Here we define $f_{a, b}^{k}(x)=0$ outside of $\{x|a<|x|<b\}$. Clearly,

$$
f_{a, b}^{k}(x) \in L_{k-1}^{1}\left(I_{a, b}\right) \backslash L_{k}^{1}\left(I_{a, b}\right) \quad \text { for } k \geqslant 1
$$

where $I_{a, b}=\{x|a<|x|<b\}$. Define,

$$
F(x)= \begin{cases}f_{1 / n+1,1 / n}^{n}(x) & \text { if } x \in I_{1 / n+1.1 / n} \\ 0 & \text { otherwise }\end{cases}
$$

Then for each $n \geqslant 1$,

$$
F(x) \in L_{n-1}^{1}\left(|x|<\frac{1}{n}\right) \backslash L_{n}^{1}\left(|x|<\frac{1}{n}\right) .
$$

Clearly then, $F(x)$ is not $C^{\infty}$ in any neighborhood of $x=0$, so

$$
W F(F(x))_{0} \neq \varnothing
$$

However, if $\varphi \in C_{0}^{\infty}(|x|<1 / n)$, then $(\varphi F)^{\hat{n}}=\hat{\varphi} * \hat{F}=\hat{O}(|\xi|)^{1-n}$ by Proposition 4.1.2 since $\hat{\varphi} \in \delta(\mathbf{R})$. Hence

$$
\operatorname{Ord}_{0, \mathbf{R}^{n}} F=-\infty .
$$

With this in mind, we give the following.
Definition 4.1.6. We define $W F_{-\infty} D=\left\{\left(x_{0}, \xi_{0}\right) \mid \operatorname{Ord}_{x_{0}, \xi_{0}} D=-\infty\right\} \cap W F(D)$.

## Hence,

$$
\begin{equation*}
\underset{k \geqslant-\infty}{\cup} W F_{k} D \subset W F(D) . \tag{4.1.38}
\end{equation*}
$$

Also, by definition,

$$
\begin{equation*}
W F(D) \subset \underset{k \geqslant-\infty}{\cup} W F_{k} D . \tag{4.1.39}
\end{equation*}
$$

Combining (4.1.38) with (4.1.39) we have

$$
\begin{equation*}
W F(D)=\bigcup_{k \geqslant-\infty}^{\cup} W F_{k} D . \tag{4.1.40}
\end{equation*}
$$

Now given $k$, if $\varphi \in C_{0}^{N}(X), N=N(k)$ is large, $\varphi\left(x_{0}\right) \neq 0$, then by (4.1.11) and Proposition 4.1.5 we have that

$$
\begin{equation*}
W F_{k}(\varphi D)_{x_{0}}=\left(W F_{k} D\right)_{x_{0}} . \tag{4.1.41}
\end{equation*}
$$

If $\varphi \in C_{0}^{\infty}(X), \varphi\left(x_{0}\right) \neq 0$, then (4.3.23) is true for all $k$. Now let $\pi: T^{*} X \rightarrow X$ be the usual projection; $(x, \xi) \rightarrow x$.

Definition 4.1.7. Let $D \in D^{\prime}(X),-\infty<k<\infty$. We define the singular $k$-support of $D$ by:

$$
\begin{align*}
\operatorname{sing}_{k} \operatorname{supp} D & =\left[\cup \pi\left(W F_{k^{\prime}} D\right)\right]^{c} \quad \text { where } k^{\prime}>k, \\
\operatorname{sing}_{-\infty} \operatorname{supp} D & =\left[\bigcup_{k \geqslant-\infty} \pi\left(W F_{k} D\right)\right]^{c} \tag{4.1.42}
\end{align*}
$$

Note that if $\operatorname{Ord}_{x_{0}, \xi_{0}} T=k$, where $\xi_{0} \in\left(T^{*} X \backslash\{0\}\right)_{x_{0}}$, then $x_{0}$ may or may not be in the $\operatorname{sing}_{k} \operatorname{supp} T$. However, if $\operatorname{Ord}_{x_{0}, V} T \leqslant k$ where $V=\left(T^{*} X \backslash\{0\}\right)_{x_{0}}$, then there is a neighborhood $U_{x_{0}}$ so that $\operatorname{Ord}_{x, V} T \leqslant k$ for all $x \in U_{x_{0}}$. Hence, $x_{0} \notin \operatorname{sing}_{k}$ supp $T$.

If $W \subset\left(T^{*} X \backslash\{0\}\right)_{x_{0}}$ is a closed cone, we will sometimes write that $\operatorname{Ord}_{x_{0}, W} T \nless k$ where we will mean either
i) $\operatorname{Ord}_{x_{0}, W} T=k^{\prime}$ where $k^{\prime}>k$, or
ii) $\operatorname{Ord}_{x_{0}, W} T=k$ but we do not have that $\operatorname{Ord}_{x_{0}, W} \leqslant k$.

Then if $\operatorname{Ord}_{x_{0}, W} T * k$, we see that $x_{0} \in \operatorname{sing}_{k} \operatorname{supp} T$.
Clearly,

$$
\begin{equation*}
\operatorname{sing}_{k} \operatorname{supp} D \subset \operatorname{sing} \operatorname{supp} D \quad \text { for all } k \tag{4.1.43}
\end{equation*}
$$

And, by (4.1.40) and (4.1.2),

$$
\begin{equation*}
\operatorname{sing}_{-\infty} \operatorname{supp} D=\operatorname{sing} \operatorname{supp} D . \tag{4.1.44}
\end{equation*}
$$

Proposition 4.1.7. Let $k \in \mathbf{Z}^{+} \cup\{0\}$. Then

$$
\begin{equation*}
\text { sing }_{-k} \operatorname{supp} D \subset X \backslash\left\{x \mid \quad \exists U_{x} \text { with } \psi D \in C_{0}^{k}(X) \quad \text { for all } \psi \in C_{0}^{\infty}(U)\right\} \tag{4.1.45}
\end{equation*}
$$

Proof. Given $x_{0}$, assume that there exists $U_{x_{0}}$ with

$$
\psi D \in C_{0}^{k}(X) \quad \forall \psi \in C_{0}^{\infty}\left(U_{x_{0}}\right) .
$$

Then in any coordinate system on $U_{x_{0}}, \psi D \in L_{k}^{1}\left(U_{x_{0}}\right)$. Hence by (4.1.12),

$$
\operatorname{Ord}_{x_{0}, W} D \leqslant-k, \quad \text { where } W=\left(T^{*} X \backslash\{0\}\right)_{x_{0}} .
$$

So, by the remarks following Definition 4.1.7,

$$
x_{0} \in X \backslash\left(\operatorname{sing}_{-k} \operatorname{supp} D\right) .
$$

Proposition 4.1.8. Let $\Phi: X \rightarrow Y$ be a $C^{\infty}$ diffeomorphism, $D \in \mathcal{D}^{\prime}(Y)$, $\bar{\Phi}^{*}$ denote the induced mapping of $T^{*} Y \rightarrow T^{*} X$. Then

$$
\begin{equation*}
W F_{k}\left(\Phi_{*} D\right)=\bar{\Phi}^{*}\left(W F_{k} D\right) \quad-\infty \leqslant k<\infty . \tag{4.1.46}
\end{equation*}
$$

## Hence

$$
\begin{equation*}
\operatorname{sing}_{k} \operatorname{supp}\left(\Phi_{*} D\right)=\Phi^{-1}\left(\operatorname{sing}_{k} \operatorname{supp} D\right) \quad-\infty \leqslant k<\infty . \tag{4.1.47}
\end{equation*}
$$

Proof. Immediate from Theorem 4.1.6 and the above definitions.

## 2. Existence of Restrictions of Generalized Functions

Let $T \in \mathfrak{B}^{\prime}(\Re), \mu$ a nowhere vanishing density on $\mathfrak{T}$.
Definition 4.2.1. Let $k \in \mathbf{R} \cup\{-\infty\}$. We define $W F_{k}(T)$ by

$$
\begin{equation*}
W F_{k}(T)=W F_{k}(T \mu) \tag{4.2.0}
\end{equation*}
$$

where $T \mu \in \mathscr{D}^{\prime}(\Re)$ is defined by, $\langle T \mu, \varphi\rangle=\langle T, \varphi \mu\rangle$ for all $\varphi \in C_{0}^{\infty}(\Re \mathbb{R})$.
The above definition makes sense, since if $\mu_{1}, \mu_{2}$ are two such choices of nowhere vanishing densities, then $\mu_{1}=f \mu_{2}$ where $f \in C^{\infty}(\Re)$ and $f \neq 0$ for all $x \in \Re$. Hence, $T \mu_{1}=f T \mu_{2}$. So by (4.1.41), $W F_{k}\left(T \mu_{1}\right)=W F_{k}\left(T \mu_{2}\right)$ for all $k$.

Our purpose in this section will be to derive a sufficient condition for restrictability of a generalized function $T$ in terms of its $k$-wave front sets.

In the following, we will use the convention set forth in Chapter I. That is, in local coordinates, we will identify $T$ with $T \mu$. So if $\mu_{1} \in \mathscr{B}(\mathcal{O}), T \in \mathscr{B}^{\prime}(\mathcal{O}), \mu_{1}=\varphi \mu$, we will identify $\left\langle T, \mu_{1}\right\rangle$ with $\langle T \mu, \varphi\rangle$. For notational convenience, we will denote $T \mu$ by $D$.

Let $\mathscr{H}$ be an embedded submanifold of $\mathfrak{N} . \operatorname{Say} \operatorname{dim} \mathscr{R}=k+l, \operatorname{dim} \mathscr{N}=k$.
Definition 4.2.1. The conormal bundle of $\mathfrak{\Re}$, denoted $N^{*}(\Re)$ is

$$
\begin{equation*}
\left\{(z, \eta) \in T^{*}(\Re) \backslash\{0\}|\quad z \in \mathfrak{R}, \quad \eta|_{T_{z}^{*}(\Re)}=0\right\} . \tag{4.2.1}
\end{equation*}
$$

In local coordinates, if $U=\left\{\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{l}\right)\right\}$ so that $V \equiv U \cap \mathscr{N}=\{(x, y) \mid y=0\}$, then $T_{x}(\Re)$ is spanned by $\left\{\partial / \partial x_{i} \mid i=1, \ldots, k\right\}$ clearly. Hence, $N^{*}(\Re)$ over $V$ is spanned by $\left\{d y_{1}, \ldots, d y_{l}\right\}$.
Theorem 4.2.1. Let $T \in \mathscr{F}^{\prime}(\mathfrak{\Re})$, $\mathfrak{\Re} \subset \mathfrak{\Re}$ as above. Assume that for each $x \in \mathfrak{\Re}$,

$$
\begin{equation*}
\operatorname{Ord}_{x, N_{x}^{*}(\mathfrak{O})} T<-l . \tag{4.2.2}
\end{equation*}
$$

Then $T \in \Re_{\Re, \text {,丹 }}$ and $T_{\Re,, \Re r}$ exists.
Note that (4.2.2) can be written as;

$$
\begin{equation*}
W F_{-l} T \cap N^{*}(\Re)=\varnothing . \tag{4.2.3}
\end{equation*}
$$

Remark. If $W F(D) \cap N^{*}(\Re)=\varnothing, D \in \mathscr{D}^{\prime}(\Re)$, the existence of a restriction for $D$ was shown in [1] using properties of wave front sets.
Proof. We first show that $T \in \Re_{\Re, ~, ~}$. Let $x_{0} \in \mathscr{R}$ be given, $U_{x_{0}} \subset \mathfrak{\Re}$ as in Definition 4.1.4. Choose $U \subset U_{x_{0}}$ with coordinate functions $\{(x, y)\}$ so that $U \cap \mathfrak{Z}=\{(x, y) \mid y=0\}$. Let $\psi$ $\in C_{0}^{\infty}\left(U_{x_{0}}\right)$ so that $\psi \equiv 1$ on $U$. Then for all $\mu=\varphi(x, y) d x d y \in \mathscr{B}(U)$,

$$
\begin{equation*}
\langle T, \mu\rangle=\langle\psi D, \varphi\rangle . \tag{4.2.4}
\end{equation*}
$$

Now

$$
\begin{aligned}
\langle\psi D, \varphi\rangle & =\int(\psi D)^{\wedge}(\xi, \eta) \check{\varphi}(\xi, \eta) d \xi d \eta \\
& =\int_{|\eta|<\epsilon|\xi|}(\psi D)^{\hat{}}(\xi, \eta) \check{\varphi}(\xi, \eta) d \xi d \eta+\int_{|\eta| \geqslant \in|\xi|}(\psi D)^{\wedge}(\xi, \eta) \check{\varphi}(\xi, \eta) d \xi d \eta=I+I I .
\end{aligned}
$$

In these coordinates, we can identify $N_{x_{0}}(\vartheta)$ with $\{(0, \eta)\}$. Hence, for any $\epsilon>0$,

$$
\begin{equation*}
\{(\xi, \eta)||\boldsymbol{\eta}|>\epsilon| \xi \mid\} \tag{4.2.5}
\end{equation*}
$$

is a conic neighborhood of $N_{x_{0}}(\Re)$ in $T^{*} \Re \backslash\{0\}$. Choose $\epsilon$ so that

$$
\begin{equation*}
\left|(\psi D)^{\wedge}(\xi, \eta)\right| \leqslant c\left(1+|\xi|^{2}+|\eta|^{2}\right)^{K}, \quad 2 K<-l \tag{4.2.6}
\end{equation*}
$$

on $\{(\xi, \eta)||\eta|>\epsilon| \xi \mid\}$. This can be done by assumption (4.2.2) and Definition 4.1.4. With this $\epsilon$, we estimate $I$ and $I I$. Now since $\psi D \in \mathcal{E}^{\prime}(\mathscr{H})$, we can find $M$ so that $\left|(\psi D)^{\wedge}\right| \leqslant c\left(1+|\xi|^{2}+|\eta|^{2}\right)^{M}$. Hence

$$
\begin{align*}
|I| & \leqslant \int_{|\eta|<\epsilon|\xi|}\left(1+|\xi|^{2}+|\eta|^{2}\right)^{M}|\check{\varphi}(\xi, \eta)| d \xi d \eta  \tag{4.2.7}\\
& \leqslant \sup \left|\left(1+|\xi|^{2}\right)^{N} \check{\varphi}\right| \int_{|\eta|<\epsilon|\xi|}\left(1+|\xi|^{2}\right)^{-N}\left(1+|\xi|^{2}+|\eta|^{2}\right)^{M} d \xi d \eta .
\end{align*}
$$

On the domain of integration, $\left(1+|\xi|^{2}\right)^{-N}<c\left(1+|\eta|^{2}\right)^{-N}$. Hence, (4.2.7) is bounded by

$$
\begin{equation*}
\sup \left|\left(1+|\xi|^{2}\right)^{2 N} \check{\varphi}\right| \int\left(1+|\xi|^{2}\right)^{-N}\left(1+|\eta|^{2}\right)^{-N}\left(1+|\xi|^{2}+|\eta|^{2}\right)^{M} d \xi d \eta . \tag{4.2.8}
\end{equation*}
$$

Choosing $N$ large, the integral in (4.2.8) is convergent and we obtain that $I$ is bounded by

$$
\begin{equation*}
c \sup \left|\left(1+|\xi|^{2}\right)^{2 N} \check{\varphi}\right|=c \sup \left|\left[\left(1+\Delta_{x}\right)^{2 N} \varphi\right]^{\nu}\right| \leqslant c\left\|\left(1+\Delta_{x}\right)^{2 N} \varphi\right\|_{1} \leqslant c \sum_{|\alpha| \leqslant 4 N}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} \varphi(x, y)\right\|_{1} \tag{4.2.9}
\end{equation*}
$$

where $\Delta_{x}=-\sum_{i=1}^{k}\left(\partial / \partial x_{i}\right)^{2}$. Using (4.2.6), we have that $I I$ is bounded in absolute value by

$$
\begin{equation*}
\sup \left|\left(1+|\xi|^{2}\right)^{N} \check{\varphi}\right| \int\left(1+|\eta|^{2}+|\xi|^{2}\right)^{K}\left(1+|\xi|^{2}\right)^{-N} d \xi d \eta \tag{4.2.10}
\end{equation*}
$$

where $2 K<-l, N$ is arbitrary. Létting $\eta_{i}=\left(1+|\xi|^{2}\right)^{\frac{1}{2}} \zeta_{i}$, we have that

$$
\begin{equation*}
\int\left(1+|\xi|^{2}+|\eta|^{2}\right)^{K} d \eta=\left(1+|\xi|^{2}\right)^{K+1 / 2} \int\left(1+|\xi|^{2}\right)^{K} d \zeta \leqslant c\left(1+|\xi|^{2}\right)^{K+1 / 2} \tag{4.2.11}
\end{equation*}
$$

since $2 K<-l$. Hence, inserting (4.2.11) into (4.2.10), we have that

$$
\begin{align*}
|I I| & \leqslant c \sup \left|\left[\left(1+\Delta_{x}\right)^{N} \varphi\right]^{2}\right| \int\left(1+|\xi|^{2}\right)^{-N+K+1 / 2} d \xi \\
& \leqslant c \sum_{|\alpha| \leqslant 2 N}\left\|\left(\frac{\partial}{\partial x}\right)^{\alpha} \varphi(x, y)\right\|_{1} \quad \text { for } N \text { large } . \tag{4.2.12}
\end{align*}
$$


To prove the existence of $T_{\mathscr{\Re}, \mathfrak{F}}$, let $\nu=\varphi(x) d x \in \mathscr{B}(U \cap \Re)$. Let $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right)$so that $\int t^{l-1} \eta(t) d t=1$. Let $\left\{\zeta_{m}\right\} \subset C^{\infty}\left(S^{\eta-1}\right)$ satisfy (3.1.6). Then clearly,

$$
\begin{equation*}
\mu_{m}=\varphi(x) m^{\prime} \eta(m|y|) \zeta_{m}\left(y^{\prime}\right) d x d y \tag{4.2.13}
\end{equation*}
$$

is a permissible sequence converging to $\nu$. Then

$$
\begin{equation*}
\left\langle T, \mu_{m}\right\rangle=\int(\psi D)^{\wedge}(\xi, \eta) \check{\varphi}(\xi) g_{m}(\eta) d \xi d \eta \tag{4.2.14}
\end{equation*}
$$

where $g_{m}(\eta)$ is the inverse Fourier transform of $m^{l} \eta(m|y|) \zeta_{m}\left(y^{\prime}\right)$. Clearly, $g_{m}(\eta) \rightarrow 1$ pointwise as $m \rightarrow \infty$. Also, $\left|g_{m}\right| \leqslant\left\|m^{l} \eta(m|y|) \zeta_{m}\left(y^{\prime}\right)\right\|_{1} \leqslant c$ for all $m$ by (3.1.6) where the $L^{1}$ norm is with respect to $d y$. Hence, the integrand in (4.2.14) is uniformly bounded, uniformly integrable by the above estimates for $I$ and $I I$, and converges pointwise as $m \rightarrow \infty$ to $(\psi D)^{\wedge}(\xi, \eta) \check{\varphi}(\xi)$. Hence, applying the Dominated Convergence Theorem proves the existence of $\lim _{m}\left\langle T, \mu_{m}\right\rangle$. So, by Theorem 3.2.1, $T_{\mathscr{\Re}, \mathfrak{R}}$ exists and equals this limit.

Theorem 4.2.2. Let $T \in \Re^{\prime}(\mathfrak{N}), \mathfrak{\Re} \subset \mathfrak{\Re}$ embedded so that $\operatorname{dim} \mathfrak{\Re}=k+l, \operatorname{dim} \mathfrak{\pi}=k$. Assume that for some $x_{0} \in \Re$,

$$
\begin{equation*}
\operatorname{Ord}_{x_{0}, T_{x_{0}(\vartheta \pi)}^{*}} T \leqslant h<-l \tag{4.2.15}
\end{equation*}
$$

By Theorem 4.2.2, there is a neighborhood $\mathcal{O}$ of $x_{0}$ in $M$ so that $T_{\mathfrak{9 , \mathcal { O }}}$ exists. Then

$$
\begin{equation*}
\operatorname{Ord}_{x_{0}, T_{x_{0}(\vartheta)}^{*}}\left(T_{\Re, \mathcal{O}}\right) \leqslant h+l . \tag{4.2.16}
\end{equation*}
$$

Proof. Let $U=\{(x, y)\}$ be a coordinate neighborbood of $x_{0}$ in $\mathfrak{R}$ so that
i) $U \subset \theta$
ii) $U \cap \mathscr{N}=\{(x, y) \mid y=0\}$
iii) $\forall \psi \in C_{0}^{\infty}(U)$,

$$
\begin{equation*}
\left|\left\langle D, \psi(x, y) e^{i(x \cdot \xi+y \cdot \eta)}\right\rangle\right| \leqslant c(1+|\xi|+|\eta|)^{h} \tag{4.2.17}
\end{equation*}
$$

for all $\xi, \eta$ where $h<-l$ and $D$ is a distribution associated with $T$.
That $U$ exists is clear by (4.2.15) and Theorem 4.1.6. Choose $V \subset U \cap \Re$ so that $x_{0} \in V$, $V^{c} \subset U$. Let $\psi \in C_{0}^{\infty}(U)$ so that $\psi \equiv 1$ on $V$. Let $D_{\mathscr{R}, \mathcal{\theta}}$ be a distribution on $\mathfrak{\pi} \cap \hat{\theta}$ associated with $T_{\Re, O}$. Let $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{l}\right)$ so that $\int \eta=1$. Then if $\varphi \in C_{0}^{\infty}(V)$,

$$
\begin{equation*}
\left\langle\varphi D_{\overparen{\Re, \theta}}, e^{i x \cdot \xi}\right\rangle=\lim _{\epsilon \rightarrow 0}\left\langle\varphi D, \frac{1}{\epsilon} \eta\left(\frac{y}{\epsilon}\right) e^{i x \cdot \xi}\right\rangle . \tag{4.2.18}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left|\left\langle\varphi D_{\Re, \vartheta}, e^{i x \cdot \xi}\right\rangle\right| \leqslant \overline{\lim _{\epsilon}}\left|\left\langle\varphi D, \frac{1}{\epsilon_{l}^{l}} \eta\left(\frac{y}{\epsilon}\right) e^{i x \cdot \xi}\right\rangle\right| . \tag{4.2.19}
\end{equation*}
$$

Now

$$
\begin{align*}
\left|\left\langle\varphi D, \frac{1}{\epsilon} \eta\left(\frac{y}{\epsilon}\right) e^{i x \cdot \xi}\right\rangle\right| & =\left|\left\langle\psi D, \frac{1}{\epsilon} \eta\left(\frac{y}{\epsilon}\right) \varphi(x) e^{i x \cdot \xi}\right\rangle\right|=\left|\left\langle(\psi D)^{\wedge}(x, y),\left(\frac{1}{\epsilon_{l}^{l}} \eta\left(\frac{y}{\epsilon}\right) \varphi(x) e^{i x \cdot \xi}\right)^{\vee}(x, y)\right\rangle\right| \\
& \leqslant \int\left|(\psi D)^{\wedge}(x, y) \check{\eta}(\epsilon y) \check{\varphi}(x+\xi)\right| d x d y  \tag{4.2.20}\\
& \leqslant \int(1+|x|+|y|)^{h}|\check{\eta}(\epsilon y) \check{\varphi}(x+\xi)| d x d y
\end{align*}
$$

by (4.2.17). Letting $y_{i}=(1+|x|) \zeta_{i}$, (4.2.20) is equal to

$$
\begin{equation*}
\int(1+|x|)^{h+l}|\check{\varphi}(x+\xi)| \int(1+|\zeta|)^{h} \check{\eta}(\epsilon[1+|x|] \zeta) d \zeta d x \tag{4.2.21}
\end{equation*}
$$

Now since $h<-l$, we can apply the Dominated Convergence theorem to obtain that

$$
\begin{equation*}
\varlimsup_{\epsilon} \int(1+|\zeta|)^{h} \breve{\eta}(\epsilon[1+|x|] \zeta) d \zeta \leqslant c \tag{4.2.22}
\end{equation*}
$$

Hence, by (4.2.22), (4.2.21) and (4.2.19) we obtain, since $\check{\varphi} \in \delta\left(\mathbf{R}^{k}\right)$, that $\forall N \in \mathbf{Z}^{+}$,

$$
\begin{equation*}
\left|\left\langle\varphi D_{\overparen{R}, \Theta}, e^{i x \cdot \xi}\right\rangle\right| \leqslant c_{N} \int(1+|x|)^{h+l}(1+|x+\xi|)^{-N} d x \tag{4.2.23}
\end{equation*}
$$

for all $\xi$. Applying Proposition 4.1.2 to the integral in (4.2.23), we have for $N$ sufficiently large, that for each $\varphi \in C_{0}^{\infty}(V)$, there is a $c \in \mathbf{R}$ so that

$$
\begin{equation*}
\left|\left\langle\varphi D_{\Im,, 0}, e^{i x \cdot \xi}\right\rangle\right| \leqslant c(1+|\xi|)^{h+l} . \tag{4.2.24}
\end{equation*}
$$

That is,

$$
\begin{equation*}
\operatorname{Ord}_{x_{0}, T_{x_{0}}^{*}(x)}^{*}\left(T_{\text {O耳,0 }}\right) \leqslant h+l . \tag{4.2.25}
\end{equation*}
$$

Corollary 4.2.3. Let $T \in \mathfrak{B}^{\prime}(\mathfrak{N})$ satisfy (4.2.15) for all $x_{0} \in \mathfrak{\Re}$. Then for every $h<0$,

$$
\begin{equation*}
\operatorname{sing}_{h} \operatorname{supp}\left(T_{\Re, \vartheta \pi}\right) \subset\left(\operatorname{sing}_{(h-l)} \operatorname{supp} T\right) \cap \Re . \tag{4.2.26}
\end{equation*}
$$

Proof. Let $x_{0} \in \operatorname{sing}_{h} \operatorname{supp}\left(T_{\tau \tau, 刃 \pi}\right)$. By the remarks following Definition 4.1.7 we have that

$$
\operatorname{Ord}_{x_{0}, T_{x_{0}}^{*}(x)}\left(T_{\Upsilon,, \vartheta \pi}\right) \leqslant h .
$$

Hence, by Theorem 4.2.2,

$$
\operatorname{Ord}_{x_{0}, T_{0}(\tilde{x})}^{*} T \nVdash h-l .
$$

So by the same remarks, $x_{0} \in \operatorname{sing}_{(h-l)} \operatorname{supp} T$.

## 3. Products of Generalized Functions

In this section, we discuss sufficient conditions on generalized functions in order that their product is well defined.
Let $X$ be a second countable $C^{\infty}$ manifold. Let $m \in \mathbf{Z}^{+}, \mathscr{R}=\prod_{i=1}^{m} X_{i}$ where $X_{i}=X$ for all $i$, and $\Re$ is given the usual product structure. Let $\Re \subset \mathfrak{\Re}$ be defined by: $\mathfrak{\pi}=\left\{\left(x_{1}, \ldots, x_{m}\right)\right.$ - $\left.x_{i}=x_{j} \forall i, j\right\}$. Note that $x_{i}$ in general will be an $n$-tuples of coordinates if $\operatorname{dim} X=n$. Let $T_{i} \in \mathscr{B}^{\prime}(X), i=1, \ldots, m$. Clearly, $\otimes_{i=1}^{m} T_{i} \in \mathscr{B}^{\prime}(\Re)$, where $\otimes_{i=1}^{m} T_{i}$ is the tensor product.
Defintion 4.3.1. Assume $\otimes_{i=1}^{m} T_{i} \in \Re_{\Re, \theta}$ where $\theta$ is a neighborhood of $\Re$ in $\Re$. We define the generalized function, $\prod_{i=1}^{m} T_{i}$ by

$$
\begin{equation*}
\prod_{i=1}^{m} T_{i}=\left({\left.\underset{i=1}{\otimes} T_{i}\right)_{\vartheta R, Q}, 0}\right. \tag{4.3.1}
\end{equation*}
$$

when the restriction exists.
Clearly, if $T_{i} \in C^{\infty}(X)$, then $\otimes_{i=1}^{m} T_{i} \in \Re_{\vartheta, \vartheta}\left(\otimes_{i=1}^{m} T_{i}\right)_{\Re, \vartheta}$ exists and is equal to the product of $T_{i}$ in the ordinary sense. From Theorem 4.3.1, it will be clear that if $T_{i} \in C^{\infty}(X) \forall i \neq j$, and $T_{j} \in \mathscr{B}^{\prime}(X)$, then the above statement is also true. Also, it is clear that if $\cap_{i=1}^{m} \operatorname{supp} T_{i}=\varnothing$, then $\otimes_{i=1}^{m} T_{i} \in \Re_{\vartheta, \theta}$ for any $\vartheta$, and $\left(\otimes_{i=1}^{m} T_{i}\right)_{\vartheta, \theta}$ is well defined to be 0 .
Let $T_{i} \in \mathscr{G}^{\prime}(X), \Gamma_{i}=W F\left(T_{i}\right), i=1, \ldots, m$. Let $\Gamma_{i}^{0} \subset T^{*}(X)$ be defined by

$$
\begin{equation*}
\Gamma_{i}^{0}=\left\{(x, 0) \mid x \in \operatorname{supp} T_{i}\right\} \tag{4.3.2}
\end{equation*}
$$

Clearly, by definition,

$$
\begin{equation*}
W F\left(T_{1} \otimes T_{2}\right) \subset \Gamma_{1} \times \Gamma_{2} \cup \Gamma_{1} \times \Gamma_{2}^{0} \cup \Gamma_{1}^{0} \times \Gamma_{2} \tag{4.3.3}
\end{equation*}
$$

By induction, and (4.3.3), we obtain that

$$
\begin{equation*}
W F\left({\left.\underset{i=1}{\otimes} T_{i}\right) \subset U\left(\prod_{i=1}^{m} \Gamma_{i}^{\prime}\right), ~}_{\text {© }}\right. \tag{4.3.4}
\end{equation*}
$$

where the union is over all $2^{m}-1$ combinations of $\Gamma_{i}^{\prime}=\Gamma_{i}$ or $\Gamma_{i}^{\prime}=\Gamma_{i}^{0}$ where we exclude $\prod_{i=1}^{m} \Gamma_{i}^{0}$. Now, given cones $\Gamma_{i} \subset T^{*} X \backslash\{0\}, i=1, \ldots, m$, we define:

$$
\begin{equation*}
\sum_{i=1}^{m} \Gamma_{i}=\left\{\left(x, \xi_{1}+\cdots+\xi_{m}\right) \mid \quad\left(x, \xi_{i}\right) \in \Gamma_{i} \quad \forall i\right\} \tag{4.3.5}
\end{equation*}
$$

Theorem 4.3.1. Let $T_{i} \in \mathscr{G}^{\prime}(X), \Gamma_{i}=W F\left(T_{i}\right), i=1, \ldots, m$. Assume that for every $k \leqslant m$ and every $k$-tuple $\left(i_{1}, \ldots, i_{k}\right), i_{j} \neq i, \forall j, \ell$, we have that

$$
\begin{equation*}
\sum_{j=1}^{k} \Gamma_{i_{j}} \subset T^{*} X \backslash\{0\} \tag{4.3.6}
\end{equation*}
$$

Then $\otimes_{i=1}^{m} T_{i} \in \Re_{\Re, \vartheta}$ where $\Re$ is the diagonal of $\Re=\prod_{i=1}^{m} X$, and $\mathcal{O}$ is any neighborhood of $\Re$. Further, $\otimes_{i=1}^{m} T_{i}$ has a restriction to $\Re$.

That is, $\prod_{i=1}^{m} T_{i} \in \mathscr{B}^{\prime}(X)$ is well defined by Definition 4.3.1.
Remark. It is shown in [1] that if $D, E \in \mathscr{D}^{\prime}(X), W F(D)+W F(E) \subset T^{*} X \backslash\{0\}$, then $D E$ $\in \mathscr{D}^{\prime}(x)$ is well defined by:

$$
D E=\Phi_{*}(D \otimes E)
$$

where $\Phi: X \rightarrow X \times X$ given by: $x \rightarrow(x, x)$.
Proof. Combining (4.3.4) with assumption (4.3.6), we see that:

$$
\begin{equation*}
\left\{\left(x_{1}, \ldots, x_{m}, \xi_{1}, \ldots, \xi_{m}\right) \in T^{*}(\Re) \mid x_{i}=x_{j} \quad \forall i, j, \quad \sum_{i=1}^{m} \xi_{i}=0\right\} \tag{4.3.7}
\end{equation*}
$$

does not intersect $W F\left(\otimes_{i=1}^{m} T_{i}\right)$. To prove that $\otimes_{i=1}^{m} T_{i} \in \Re_{\vartheta, \theta}$, we must show the following. Given $\mathbf{X}_{0} \in \mathscr{\Re}, \exists M \in Z^{+}$, and a coordinate neighborhood $U$ of $\mathbf{X}_{0}$ with coordinate function $\left\{\left(u_{1}, \ldots, u_{m}\right)\right\}$, where $U \cap N=\left\{\left(u_{1}, \ldots, u_{m}\right) \mid u_{i}=0, i \geqslant 2\right\}$, so that $\forall \quad \mu=\varphi(u) d u \in \mathscr{B}(U)$,

$$
\begin{equation*}
\left\lvert\,\left\langle{\left.\underset{i=1}{m} T_{i}, \mu\right\rangle \left\lvert\, \leqslant c \sum_{\substack{|\alpha|+|\beta| \leqslant m \\|\beta|=\left|\beta^{\prime}\right|}}\left\|\left(\frac{\partial}{\partial u_{1}}\right)^{\alpha}\left(u_{2}, \ldots, u_{m}\right)^{\beta}\left(\frac{\partial}{\partial\left(u_{2}, \ldots, u_{m}\right)}\right)^{\beta^{\prime}} \varphi\right\|_{1} . . . . ~ . ~\right.}\right.\right. \tag{4.3.8}
\end{equation*}
$$

We will, in fact, show (4.3.8) with all $\beta=0$. To do this, let $\mathbf{X}_{0}$ be given. Then if $\boldsymbol{\Xi}^{i}=\left(\xi_{1}^{i}, \ldots, \xi_{m}^{i}\right)$ $\in\left[T^{*}(\Re) \backslash\{0\}\right]_{\mathbf{X}_{0}}$, and $\sum_{j=1}^{m} \xi_{j}^{i}=0$, we have by (4.3.7) and Definition 4.2.1 that $\exists$ neighborhoods $U_{i}$ of $\mathbf{X}_{0}, V_{i}$ of $\Xi^{i}$ so that for all $\varphi \in C_{0}^{\infty}\left(U_{i}\right)$,

$$
\begin{equation*}
\left|\left\langle\otimes_{i=1}^{m} D_{i}, \varphi\left(x_{1}, \ldots, x_{m}\right) e^{i r(x \cdot \xi)}\right\rangle\right|=\theta\left(\tau^{-N}\right) \tag{4.3.9}
\end{equation*}
$$

for all $N$ uniformly in $V_{i}$. In (4.3.9), we identify $T_{i} \in \mathscr{B}^{\prime}(X)$ with $D_{i} \in \mathscr{D}^{\prime}(X)$. For each
$\Xi^{i} \in S_{\mathbf{X}_{0}}^{*}(\mathscr{R})$, the cosphere bundle over $\mathbf{X}_{0}$, let $U_{i}, V_{i}$ be given. Since $S_{\mathbf{X}_{0}}^{*}(\mathscr{R})$ is compact, and $\left\{\left(\xi_{1}, \ldots, \xi_{m}\right) \in S_{\mathbf{X}_{0}}^{*} \mid \quad \sum_{i=1}^{m} \xi_{i}=0\right\}$ is closed in $S_{\mathbf{X}_{0}}^{*}(\Re)$, we conclude that there is $\left\{\boldsymbol{\Xi}^{1}, \ldots, \boldsymbol{\Xi}^{N}\right\}$ $\subset S_{\mathbf{x}_{0}}^{*}(\Re)$ and associated $U_{i}, V_{i} i=1, \ldots, N$ so that $\cup_{i=1}^{N} V_{i}$ covers $\left\{\left(\xi_{1}, \ldots, \xi_{m}\right) \in S^{*} \mid\right.$ $\left.\sum_{i=1}^{m} \xi_{i}=0\right\}$. Let $W=\cap_{i=1}^{N} U_{i}, V=\cup_{i=1}^{N} V_{i}$. Then if $\varphi \in C_{0}^{\infty}(W)$,
for all $\Re$ uniformly in $V$.
Writing $\mathbf{X}_{0}=\left(x_{0}, \ldots, x_{0}\right) \in \mathfrak{R}$, where $x_{0} \in X$, let $U_{x_{0}}$ be a coordinate neighborhood of $x_{0}$ in $X$, say with coordinate functions $\left\{\left(y_{1}, \ldots, y_{n}\right)\right\}$ so that $\left(\prod_{i=1}^{m} U_{x_{0}}\right)^{c} \subset W$. Let $U \subset \prod_{i=1}^{m} U_{x_{0}}$ have coordinate functions $\left\{\left(u_{1}, \ldots, u_{m}\right)\right\}$ where $u_{1}=\left(y_{11}, \ldots, y_{1 n}\right), \quad u_{j}=\left(y_{11}-y_{j 1}, \ldots, y_{1 n}-y_{j n}\right) j$ $\geqslant 2$. Here the set $\left\{\left(y_{k 1}, \ldots, y_{k n}\right)\right\}$ are the coordinates on the $k$ th $U_{x_{0}}$. Clearly, $U \cap \mathfrak{N}$ is the slice $\left\{\left(u_{1}, \ldots, u_{m}\right) \mid u_{j}=0 \quad j \geqslant 2\right\}$ of $U$.

Let $\Phi \in C_{0}^{\infty}(W)$ so that $\Phi \equiv 1$ on $U$. Then if $\varphi \in C_{0}^{\infty}(U)$,

$$
\begin{align*}
\left|\left\langle\bigotimes_{i=1}^{m} D_{i}, \varphi\left(u_{1}, \ldots, u_{m}\right)\right\rangle\right|= & \left|\left\langle\Phi\left(y_{1}, \ldots, y_{m}\right)\left(\bigotimes_{i=1}^{m} D_{i}\right), \varphi\left(y_{1}, y_{1}-y_{2}, \ldots, y_{1}-y_{m}\right)\right\rangle\right|  \tag{4.3.11}\\
= & \left|\int\left[\Phi\left[\bigotimes_{i=1}^{\infty} D_{i}\right]\right]^{\wedge}\left(\xi_{1}, \ldots, \xi_{m}\right) \check{\varphi}\left(\sum_{i=1}^{m} \xi_{i},-\xi_{2}, \ldots,-\xi_{m}\right) d \Xi\right| \\
\leqslant & \int_{\left|\sum_{i=1}^{m} \xi_{i}\right|>\epsilon \sum_{i=1}^{m}\left|\xi_{i}\right|}\left|\left[\Phi\left[\bigotimes_{i=1}^{\infty} D_{i}\right]\right]^{\wedge}(\xi) \check{\varphi}\left(\sum_{i=1}^{m} \xi_{i},-\xi_{2}, \ldots,-\xi_{m}\right)\right| d \Xi \\
& +\int_{\left|\sum_{i=1}^{m} \xi_{i}\right|<\epsilon \sum_{i=1}^{m}\left|\xi_{i}\right|}\left|\left[\Phi\left[\bigotimes_{i=1}^{\infty} D_{i}\right]\right]^{\wedge}(\xi) \check{\varphi}\left(\sum_{i=1}^{m} \xi_{i},-\xi_{2}, \ldots,-\xi_{m}\right)\right| d \Xi \\
= & I_{\epsilon}+I_{\epsilon}
\end{align*}
$$

In the above, we abuse notation by writing $y_{1}$ for $\left(y_{11}, \ldots, y_{1 n}\right)$, etc. Now $\Phi\left[\otimes_{i=1}^{m} D_{i}\right] \in \mathscr{G}^{\prime}(\mathfrak{T})$. Hence

$$
\begin{equation*}
\mid\left[\Phi\left[\stackrel{m}{\otimes} D_{i=1} D_{i}\right]^{\wedge}\left(\xi_{1}, \ldots, \xi_{m}\right) \mid \leqslant c\left(1+\left|\xi_{1}\right|+\cdots+\left|\xi_{m}\right|\right)^{M}, \text { some } M\right. \tag{4.3.12}
\end{equation*}
$$

So, for any $\epsilon$,

$$
\begin{aligned}
I_{\epsilon} & \leqslant c \int_{\left|\sum_{i=1}^{m} \xi_{i}\right|>\epsilon} \sum_{i=1}^{m}\left|\xi_{i}\right| \\
& \leqslant \sup \left|\left(1+\left|\xi_{1}\right|+\cdots+\mid \xi_{i=1}^{m}\right)^{M}\right| \check{\varphi}\left(\left.\sum_{i=1}^{m} \xi_{i}\right|^{2}\right)^{K} \check{\varphi}\left(\sum_{i=1}^{m} \xi_{i},-\xi_{2}, \ldots,-\xi_{m}\right) \mid d \Xi \\
\times & \int_{\left|\sum_{i=1}^{m} \xi_{i}\right|>\epsilon} \sum_{i=1}^{m}\left|\xi_{i}\right| \\
& \left(1+\sum_{i=1}^{m}\left|\xi_{i}\right|\right)^{M}\left(1+\left|\sum_{i=1}^{m} \xi_{i}\right|^{2}\right)^{-K} d \Xi .
\end{aligned}
$$

But, on the domain of integration,

$$
\left(1+\left|\sum_{i=1}^{m} \xi_{i}\right|^{2}\right)^{-K} \leqslant c_{\epsilon}\left(1+\left[\sum_{i=1}^{m}\left|\xi_{i}\right|\right]^{2}\right)^{-K}
$$

Hence,

$$
\begin{align*}
I_{\epsilon} & \leqslant c_{\epsilon} \sup \left|\left[\left(1+\Delta_{u_{1}}\right)^{K} \varphi\left(u_{1}, \ldots, u_{m}\right)\right]^{\check{ }}\right| \int\left(1+\sum_{i=1}^{m}\left|\xi_{i}\right|\right)^{M}\left(1+\left[\sum_{i=1}^{m}\left|\xi_{i}\right|\right]^{2}\right)^{-K} d \Xi \\
& \leqslant c_{\epsilon} \sum_{|\alpha| \leqslant 2 K}\left\|\left(\frac{\partial}{\partial u_{1}}\right)^{\alpha} \varphi\left(u_{1}, \ldots, u_{m}\right)\right\|_{1} \tag{4.3.13}
\end{align*}
$$

for $K$ large. Here, $\Delta_{u_{1}}$ is the Laplacin in $u_{1}$.
To estimate $I_{\epsilon}$, we make the following observation. If $\epsilon$ is small enough,

$$
\begin{equation*}
\left\{\left(\xi_{1}, \ldots, \xi_{m}\right) \in S_{\mathbf{x}_{0}}^{*}(\Re)| | \sum_{i=1}^{m} \xi_{i} \mid<\epsilon\right\} \subset V . \tag{4.3.14}
\end{equation*}
$$

Extending conically, we see by (4.3.14) that if $\epsilon$ is small enough,

$$
\begin{equation*}
\left\{\left(\xi_{1}, \ldots, \xi_{m}\right)\left|\left|\sum_{i=1}^{m} \xi_{i}\right|<\epsilon \sum_{i=1}^{m}\right| \xi_{i} \mid\right\} \subset V . \tag{4.3.15}
\end{equation*}
$$

Hence, for this $\epsilon$, we have by (4.3.10) that

$$
\begin{equation*}
I I_{\epsilon} \leqslant\left|\sup \check{\varphi}\left(\sum_{i=1}^{m} \xi_{i},-\xi_{2}, \ldots,-\xi_{m}\right)\right| \int\left(1+\sum_{i=1}^{m}\left|\xi_{i}\right|\right)^{-K} d \Xi \quad \text { for all } K . \tag{4.3.16}
\end{equation*}
$$

Choosing $K>m n$, we obtain

$$
\begin{equation*}
I I_{\epsilon} \leqslant c\left|\sup \dot{\varphi}\left(\sum_{i=1}^{m} \xi_{i}, \ldots,-\xi_{m}\right)\right| \leqslant c\left\|\varphi\left(u_{1}, \ldots, u_{m}\right)\right\|_{1} . \tag{4.3.17}
\end{equation*}
$$

Combining (4.3.13), (4.3.17) with (4.3.11) proves (4.3.8). That is, $\otimes_{i=1}^{m} T_{i} \in \Re_{\Re, \vartheta \odot}$
The proof that $\left(\otimes_{i=1}^{m} T_{i}\right)_{\Re, \vartheta}$ exists is then the same as in the proof of Theorem 4.2.1.
When $m=2$, Theorem 4.3 .1 can be improved by using $k$-wave front sets. First, if $\Gamma \subset T^{*}(X)$ we define

$$
\begin{equation*}
-\Gamma=\{(x,-\xi) \mid(x, \xi) \in \Gamma\} \tag{4.3.18}
\end{equation*}
$$

Theorem 4.3.2. Let $T_{1}, T_{2} \in \mathscr{B}^{\prime}(X), \operatorname{dim} X=n$. Let $\Gamma_{i}=W F\left(T_{i}\right)$. Also, let

$$
\begin{equation*}
V_{1}\left(x_{0}\right)=\left[\Gamma_{1} \cap\left(-\Gamma_{2}\right)\right]_{x_{0}}, \quad V_{2}\left(x_{0}\right)=\left[\left(-\Gamma_{1}\right) \cap \Gamma_{2}\right]_{x_{0}} . \tag{4.3.19}
\end{equation*}
$$

Assume that for each $x_{0} \in X$,

$$
\begin{equation*}
\operatorname{Ord}_{x_{0}, V_{1}\left(x_{0}\right)} T_{1}+\operatorname{Ord}_{x_{0}, V_{2}\left(x_{0}\right)} T_{2}<-n . \tag{4.3.20}
\end{equation*}
$$

Then $T_{1} \otimes T_{2} \in \mathcal{R}_{\vartheta, \mathcal{O}}$ where $\mathscr{R}$ is the diagonal in $\Re=X \times X$, and $\mathcal{O}$ is a neighborhood of $\Re$. Further, $\left(T_{1} \otimes T_{2}\right)_{\Re, 0}$ is well defined. That is, $T_{1} T_{2} \in \mathscr{G}^{\prime}(X)$ is well defined by Definition 4.3.1.

Remarks. 1) Note that (4.3.20) can be stated as: If $W F_{k}\left(T_{1}\right)_{x_{0}} \cap V_{1}\left(x_{0}\right) \neq \varnothing$ and $W F_{l}\left(T_{2}\right)_{x_{0}}$ $\cap V_{2}\left(x_{0}\right) \neq \varnothing$, then $k+l<-n$.
2) Clearly, $V_{1}=-V_{2}$, so $V_{1}=\varnothing$ if and only if $V_{2}=\varnothing$. To be consistent with Theorem 4.3.1, we define

$$
\operatorname{Ord}_{x_{0}, \varnothing} T=-\infty .
$$

Proof. Let $\left(x_{0}, x_{0}\right) \in \Re$ be given. Let $U_{1}, U_{2}$ be neighborhoods of $x_{0} \in X$ as in Definition 4.1.2 corresponding to $V_{1}\left(x_{0}\right), V_{2}\left(x_{0}\right)$ respectively. Let $U \subset U_{1} \times U_{2}$ so that there exists $\psi_{1} \in C_{0}^{\infty}\left(U_{1}\right)$, $\psi_{2} \in C_{0}^{\infty}\left(U_{2}\right)$ with $\psi_{1} \psi_{2} \equiv 1$ on $U$. Let $U_{1}, U_{2}$ have coordinate functions $\left\{\left(x_{1}, \ldots, x_{n}\right)\right\}$, $\left\{\left(y_{1}, \ldots, y_{n}\right)\right\}$ respectively. Let $U$ be given coordinates $\{(u, v)\}$ where $u_{i}=x_{i}, v_{i}=x_{i}-y_{i}$ for all $i$. Then if $\mu=\varphi(u, v) d u d v \in \mathscr{B}(U)$,

$$
\begin{equation*}
\left|\left\langle T_{1} \otimes T_{2}, \mu\right\rangle\right|=\left|\left\langle\left(\psi_{1} D_{1}\right) \otimes\left(\psi_{2} D_{2}\right), \varphi(x, x-y)\right\rangle\right| \leqslant \int\left|\left(\psi_{1} D_{1}\right)^{\wedge}(\xi)\left(\psi_{2} D_{2}\right)^{\wedge}(\eta) \check{\varphi}(\xi+\eta,-\eta)\right| d \xi d \eta \tag{4.3.21}
\end{equation*}
$$

where $D_{i}$ is a distribution associated with $T_{i}$. We break the domain of integration in (4.3.21) into three parts;

$$
\begin{aligned}
& N_{1}=\{(\xi, \eta)| | \xi+\eta \mid>\epsilon(|\xi|+|\eta|)\} \\
& N_{2}=\{(\xi, \eta)| | \xi+\eta \mid<\epsilon(|\xi|+|\eta|)\} \cap\left\{W F T_{1} \times W F T_{2}\right\}, \\
& N_{3}=\{(\xi, \eta)| | \xi+\eta \mid<\epsilon(|\xi|+|\eta|)\} \cap\left\{\boldsymbol{W} T_{1} \times W F T_{2}\right\}^{\prime},
\end{aligned}
$$

where $\left.\left\{W F T_{1} \times W F T_{2}\right\}^{\prime}=\mathbf{R}^{n} \times \mathbf{R}^{n} \backslash W F T_{1} \times W F T_{2}\right\}$. As in the proof of Theorem 4.3.1, the integral over $N_{1}$ is bounded by

$$
\begin{equation*}
c_{\epsilon} \sum_{|\alpha| \leqslant k}\left\|\left(\frac{\partial}{\partial u}\right)^{\alpha} \varphi(u, v)\right\|_{1} \tag{4.3.22}
\end{equation*}
$$

for some $k$. Next, consider $N_{2}^{\prime}$ where we define

$$
N_{2}^{\prime}=N_{2} \cap\left(S^{n-1} \times S^{n-1}\right)=\left\{(\xi, \eta) \in\left(W F T_{1} \times W F T_{2}\right) \cap\left(S^{n-1} \times S^{n-1}\right)| | \xi+\eta \mid<2 \epsilon\right\}
$$

Now if $\xi_{0}$ is not in an $S^{n-1}$-neighborhood of $W F T_{1} \cap\left(-W F T_{2}\right) \cap S^{n-1}$, then for $\epsilon$ small, $\left(\xi_{0}, \eta\right) \notin N_{2}^{\prime}$ for all $\eta \in W F T_{2} \cap S^{n-1}$. Similarly, if $\eta_{0}$ is not in an $S^{n-1}$-neighborhood of $\left(-W F T_{1}\right) \cap W F T_{2} \cap S^{n-1}$, then for $\epsilon$ small, $\left(\xi, \eta_{0}\right) \notin N_{2}^{\prime}$ for all $\xi \in W F T_{1} \cap S^{n-1}$. Hence, if $\left(\xi_{0}, \eta_{0}\right) \in N_{2}^{\prime}$, we must have that:

$$
\begin{aligned}
& \xi_{0} \text { is in an } S^{n-1} \text {-neighborhood of } W F T_{1} \cap\left(-W F T_{2}\right) \cap S^{n-1} ; \\
& \eta_{0} \text { is in an } S^{n-1} \text {-neighborhood of }\left(-W F T_{1}\right) \cap W F T_{2} \cap S^{n-1} .
\end{aligned}
$$

Let $W_{V_{1}}, W_{V^{2}}$ be the open conic neighborhoods of $V_{1}, V_{2}$ as in Definition 4.1.2. Let $W_{V_{i}}^{\prime}$ $=W_{V_{i}} \cap S^{n^{-1}}, i=1,2$. Then the above comments imply that $N_{2}^{\prime} \subset W_{V_{1}}^{\prime} \times W_{V_{2}}^{\prime}$ for $\epsilon$ small. Extending conically, we have that $N_{2} \subset W_{V_{1}} \times W_{V_{2}}$. Hence, the integrand over $N_{2}$ is bounded by

$$
\begin{equation*}
\text { 3) } \sup \left|\left(1+|\xi+\eta|^{2}\right)^{K} \check{\varphi}(\xi+\eta,-\eta)\right| \int_{|\xi+\eta|<\epsilon(|\xi|+|\eta|)}(1+|\xi|)^{a}(1+|\eta|)^{b}\left(1+|\xi+\eta|^{2}\right)^{-K} d \xi d \eta \tag{4.3.23}
\end{equation*}
$$

where $a+b<-n, K$ to be chosen. We estimate now, the integral in (4.3.23). Letting $\xi+\eta=u$, $\xi=v$ we obtain

$$
\begin{aligned}
& \int_{|\xi+\eta|<\epsilon(\xi|+|+\eta|)}(1+|\xi|)^{a}(1+|\eta|)^{b}\left(1+|\xi+\eta|^{2}\right)^{-K} d \xi d \eta \\
& \quad \leqslant \int(1+|v|)^{a}\left[\int \frac{(1+|u-v|)^{b}}{\left(1+|u|^{2}\right)^{K}} d u\right] d v \leqslant c \int(1+|v|)^{a}(1+|v|)^{b} d v \leqslant c
\end{aligned}
$$

since $a+b<-n$ and $K$ can be chosen large enough to apply Proposition 4.1.2. Using this in
(4.2.23), the integral over $N_{2}$ is bounded by

$$
\begin{equation*}
c \sum_{|\alpha| \leqslant 2 K}\left\|\left(\frac{\partial}{\partial u}\right)^{\alpha} \varphi(u, v)\right\|_{1} . \tag{4.3.24}
\end{equation*}
$$

Now, for the integral over $N_{3}$, note that at least one of $\left(\psi_{1} T_{1}\right)^{\wedge}(\xi),\left(\psi_{2} T_{2}\right)^{\wedge}(\eta)$ is rapidly decreasing, so this integral is bounded by an integral like (4.3.23) excepting that $a+b<k$ for all $k$. Hence, as above, this integral is bounded by (4.3.24). Combining (4.3.24) and (4.3.22) with (4.3.21), we obtain

$$
\begin{equation*}
\left|\left\langle T_{1} \otimes T_{2}, \mu\right\rangle\right| \leqslant c \sum_{|\alpha| \leqslant k}\left\|\left(\frac{\partial}{\partial u}\right)^{\alpha} \varphi(u, \nu)\right\|_{1} \quad \text { for all } \mu \in \mathscr{B}(U) . \tag{4.3.25}
\end{equation*}
$$

That is, $T_{1} \otimes T_{2} \in \Re_{\vartheta,, \theta}$.
To prove that $\left(T_{1} \otimes T_{2}\right)_{\Re, 0}$ exists, we follow the proof of Theorem 4.2.1.
We now consider two algebraic properties of products as defined by (4.3.1). As for commutativity, we have the following.

Theorem 4.3.3. Let $T_{i} \in \mathscr{B}^{\prime}(X), i=1, \ldots, m$ and assume that $\otimes_{i=1}^{m} T_{i} \in \Re_{\Re, \mathcal{O}}$ where $\mathcal{\theta}$ is a neighborhood in $\mathfrak{H}$ of the diagonal $\mathfrak{\vartheta}$. Then for any permutation $\pi:(1, \ldots, m) \rightarrow(\pi(1), \ldots, \pi(m))$ we have that

$$
\begin{equation*}
\stackrel{i}{i=1}_{\otimes}^{\otimes} T_{\pi(i)} \in \Re_{\vartheta R, \vartheta^{\prime}} \tag{4.3.26}
\end{equation*}
$$

where $\mathcal{O}^{\prime} \subset \mathcal{O}$. Further, assume that $\otimes_{i=1}^{m} T_{i}$ has a restriction to $\Re$ equal to $T$. Then $\otimes_{i=1}^{m} T_{\pi(i)}$ also has a restriction to $\mathscr{H}$ and

$$
\begin{equation*}
\left({ }_{i=1}^{\infty} T_{\pi(i)}\right)_{\mathscr{R}, \mathscr{\vartheta}^{\prime}}=T . \tag{4.3.27}
\end{equation*}
$$

Proof. Let $\Phi: \prod_{i=1}^{m} X_{\pi(i)} \rightarrow \prod_{i=1}^{m} X_{i}$ be the diffeomorphism defined by:

$$
\begin{equation*}
\Phi:\left(x_{\pi(1)}, \ldots, x_{\pi(m)}\right) \rightarrow\left(x_{1}, \ldots, x_{m}\right) \tag{4.3.28}
\end{equation*}
$$

By Proposition 1.1, if $\otimes_{i=1}^{m} T_{i} \in \Re_{\vartheta, \mathcal{O}}$, then $\Phi^{*}\left[\otimes_{i=1}^{m} T_{i}\right]=\otimes_{i=1}^{m} T_{\pi(i)} \in \Re_{\odot, \vartheta^{\prime}}$ where $\vartheta^{\prime} \subset \mathcal{O}$. Here we used that $\Phi: \mathfrak{R} \rightarrow \mathfrak{\Re}$. Hence (4.3.26). Now by Proposition 3.2.4, we have that the existence of $\left(\otimes_{i=1}^{m} T_{i}\right)_{\Re, \vartheta}$ implies the existence of $\left[\Phi^{*}\left(\otimes_{i=1}^{m} T_{i}\right)\right]_{\Re, \vartheta^{\prime}}=\left(\otimes_{i=1}^{m} T_{\pi(i)}\right)_{\Re, \vartheta^{\prime}}$. Further, we have that

$$
\begin{equation*}
\left[\Phi^{*}\left(\underset{i=1}{\otimes} T_{i}\right)\right]_{\Re, \theta^{\prime}}=\bar{\Phi}^{*}\left[\left({ }_{i=1}^{\otimes} T_{i}\right)_{\Re, \vartheta}\right] \tag{4.3.29}
\end{equation*}
$$

where $\bar{\Phi}$ is the induced diffeomorphism, $\bar{\Phi}: \mathscr{R} \rightarrow \mathfrak{\Re}$. Noting that $\bar{\Phi}=$ identity, we conclude from (4.3.29) that

$$
\begin{equation*}
\left(\stackrel{m}{\otimes}{ }_{i=1}^{\otimes} T_{\pi(i)}\right)_{\Re, \vartheta^{\prime}}=\left(\stackrel{m}{{ }_{i=1}^{\otimes} T_{i}}\right)_{\Re, \vartheta} \tag{4.3.30}
\end{equation*}
$$

As for distributivity, we only have the problem of existence. That is, from the existence of $S\left(\sum_{i=1}^{m} T_{i}\right)$, we cannot conclude the existence of $S T_{j}$ for any $j$. The converse, however, is easily seen to be true and we have the following.

Proposition 4.3.4. Let $S, T_{i} \in \mathfrak{B}^{\prime}(X), i=1, \ldots, m$. Assume that $S T_{j}$ exists for all $j$. Then $S\left(\sum_{i=1}^{m} T_{i}\right)$ exists. Further

$$
\begin{equation*}
S\left(\sum_{i=1}^{m} T_{i}\right)=\sum_{i=1}^{m} S T_{i} \tag{4.3.31}
\end{equation*}
$$

Proof. Noting that

$$
\begin{equation*}
S \otimes\left(\sum_{i=1}^{m} T_{i}\right)=\sum_{i=1}^{m}\left(S \otimes T_{i}\right), \tag{4.3.32}
\end{equation*}
$$

the proof is trivial.
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