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Practitioners dealing with large text collections frequently use topic models such as Latent Dirichlet Allocation
(LDA) and Non-negative Matrix Factorization (NMF) in their projects to explore trends. Despite twenty years of
accrued advancement in natural language processing tools, these models are found to be slow and challenging
to apply to text exploration projects. In our work, we engaged with practitioners (n=15) who use topic modeling
to explore trends in large text collections to understand their project workflows and investigate which factors
often slow down the processes and how they deal with such errors and interruptions in automated topic
modeling. Our findings show that practitioners are required to diagnose and resolve context-specific problems
with preparing data and models and need control for these steps, especially for data cleaning and parameter
selection. Our major findings resonate with existing work across CSCW, computational social science, machine
learning, data science, and digital humanities. They also leave us questioning whether automation is actually
a useful goal for tools designed for topic models and text exploration.

CCS Concepts: • Computing methodologies→ Latent Dirichlet allocation; Non-negative matrix factor-
ization; • Information systems → Data cleaning; • Human-centered computing → Empirical studies in
HCI .
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1 Introduction
Natural language processing tools have become increasingly popular to help in extracting insights
from large text collections. As neural nets have eclipsed many other models across numerous
tasks in NLP, non-neural topic models such as Latent Dirichlet Allocation (LDA) [15] and Non-
negative Matrix Factorization (NMF) [67] have remained popular to explore trends in large text
collections. These approaches, which use the statistics of word co-occurrences to identify clusters
of terms that are thematically united, have remained effective due to their interpretability and
robustness to noise. Text domain experts across various domains have applied topic models for
this purpose. For example, linguists use topic modeling methods for document clustering, semantic
analysis, and understanding of online discourse; sociologists use it to uncover trends in social media
data, analyze historical documents, and investigate social dynamics; and marketers and media
researchers use topic modeling to understand consumer preferences, analyze marketing campaigns,
and study media trends. In many cases, these tasks are time-sensitive and highly dependent on
contextualized knowledge, while algorithms’ deviations from human judgment risk failure of the
tasks and additional processes.
The development of software to train topic models [43, 74, 87, 90, 92] and analyze their output

[5, 23, 103] has also increased over time. However, many projects using new text collections still
rely on slow, manual work to assemble and normalize text, train a useful text model, and visualize
trends from the data. In most cases, text domain experts may have limited experience with topic
models, so it can be a challenge to discover or invent strategies to develop a more effective topic
model and visualizations to suit their investigation’s context.
Our work addresses concerns about how manual work complicates automating the repetitive

workflow of text analysis with topic models. We interviewed fifteen text domain experts who used
topic modeling to study text about their project workflows. We used framing from cognitive work
analysis (CWA) [109] to develop questions focused on constraints that shape work activity andmulti-
level analyses of practitioners’ functional demands, work activities, strategies, and knowledge. Our
goal was to elicit the workflow and cognitive work requirements needed to navigate the creation
and interpretation of a useful topic model for text exploration. Therefore, we investigated the
following research questions:

RQ1: What kinds of knowledge do text domain experts draw from to navigate the text
analysis process of topic models? And how is this knowledge influenced by different
human factors?
RQ2: What parts of this process are slowing text analysis practitioners down?

Initially, we hypothesized that many participants would benefit from automating some standard
conventional approaches to process text data in order to speed up their work. However, we
discovered that our participants’ challenges were often context-specific, particularly for data
cleaning, and participants articulated how their domain knowledge was needed to supervise these
processes. From our participants’ narratives about specific topic modeling projects, we identified a
common pattern of iteration and review of topic models in their workflow. We highlight how this
workflow resonates and unifies ideas across several similar projects exploring workflows for data
science and digital humanities projects. Our findings show topic modeling workflows do not need
to be fully automated. Instead, to ensure researchers can exercise their domain-informed judgment,
system designs should support a slower workflow with clear expectations around iteration and the
likely impact of specific interventions.
We provide three key contributions. First, we outline the common workflow adapted by topic

modeling practitioners across various areas of text domain expertise. We show how this workflow
synthesizes ideas from an interdisciplinary body of existing research on workflows in text analysis,
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and how participants’ frustrations often related to how this iterative topic modeling workflow
did not match the more linear workflow often reflected in machine learning documentation and
references. Second, we articulate the key demands placed on our practitioners for situated domain
knowledge of the text and learned process knowledge of topic models, showing how these knowl-
edge demands slow down topic modeling projects. These findings echo prior literature but with
topic modeling professionals and practitioners’ perspectives. We emphasize how, while existing
scholarship describes the need for this interpretive work, participants often only were aware of
the ideal workflow as they began work on the project, and thus needed to develop strategies for
knowledge-making and interpretation as they went. Third, we offer design recommendations
for topic modeling support in the HCI, human-in-the-loop in AI, and NLP domains, suggesting
that a beneficial decision support system for this setting could focus less on automating decisions
based on general-purpose metrics and more on supporting and informing domain experts as they
navigate tools and decisions in their iterations of modeling.

2 Background
While our work focuses specifically on workflows using topic modeling, it connects to disciplinary
work in HCI, data science, digital humanities, and computation social science. We frame our findings
around prior work on (1) workflow analysis, (2) software for topic models and corpus analysis, and
(3) the significance of these methods for work in social computing.

2.1 Prior Workflow Analyses in Language and Social Media Research
A significant amount of prior work explores workflows across disciplines for text analysis. These
workflows can be split split into what Parks and Peters [86] refer to as inductive or deductive
approaches (distinguished in earlier work as a priori vs a posteriori approaches [3]). Whereas
in a deductive approach, an existing hypothesis is applied to a particular collection, our work
is primarily concerned with the inductive approach of using the collection to empirically form
hypotheses. Existing NLP and social computing research has described these inductive-type text
analysis workflows both for a broad audience of users without natural language processing expertise
[83, 106, 119] and for specific user groups such as industry users [26, 53, 118, 123], social scientists
[12, 37, 81, 86], subject matter experts [101], and digital humanists [10, 47, 64, 70, 84]. These projects
focus on eliciting perspectives from practitioners about how they use different models; however, in
most of these cases, the category of approaches taken is much broader than topic modeling.
In the domain of workflow analyses, several projects more specifically focus on topic models,

usually from a perspective of implementing an interface or visualization to help interact with these
models. For example, work has highlighted how individuals make sense of topic model content
[4, 20] and what interventions users want in topic models and how they react to their availability
[68, 105]. However, most of these evaluations are limited to shorter sessions exploring hypothetical
or actual user interfaces for a constructed context: while these studies often showcase promising
ideas, they typically do not “put tools in their place” [37] to see how domain experts would apply
them. Work from Crisan and Correll [25] uses simulations on sample datasets to establish that
processing and model decisions can have a substantial impact on the model outcomes; however,
the approach samples a broad range of possible topic actions agnostic to whether they would seem
like a good idea and primarily relies on heuristics of what will appear to users to be a substantial
model change, further establishing the need to connect these results with how practitioners actually
navigate these decisions. Several works succeed in evaluating workflows in longer-term projects
specifically when using topic modeling as an alternative to qualitative analysis techniques like
grounded theory [79]: this social computing research describes text domain experts’ application
of topic models to coding-specific datasets in real text analysis projects[12, 28, 37, 46]. While all
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these works find topic models are a promising tool to support thematic analyses with common
high-level codes, controlled comparitive studies also differ in their findings: where Baumer et al.
[12] found topics to be more specific and faster to use than a human-only approach in generating a
set of codes for survey response data, Gauthier et al. [45] found that the generated code tree from
a topic model took more time to generate and had less nuance than a scheme for the same data
generated by manual analysis.

2.2 Existing Topic Model Exploration Tools
Effort to produce effective topic modeling software to support text exploration workflows has been
prolific, though sometimes limited in its evaluation. Major interfaces for LDA have focused on
information-rich visualizations of already trained topic models across different visualization and
analysis goals, spanning significant space in text analysis visualizations as outlined by Kucher
and Kerren [63]. Many have focused on how to present correlations of topics with each other
and other metadata [19, 23, 90, 103, 113, 126] and document exploration that exposes topics and
relationships [5, 40, 46, 62, 75, 80, 102].When present, studies of these tools focus on the presentation
of an exemplar trained model and high-level qualitative feedback, e.g., Chaney and Blei [19] and
Alexander et al. [5]. This is distinct from software designed specifically for interactive topic modeling
[22, 56, 58, 72, 105], which allows individuals to supervise model training with human-in-the-loop
interventions like combining topics or removing words. While this approach can better help match
a model to a user’s use case, it intentionally allows users to bias models away from simple inductive
exposure of what is in the dataset, and can also cause problems when participants overfit data [41]
or push models toward worse quality based on their expectations of the data [68].
To improve the ease of training models, several recent projects have focused on bringing topic

model functionality to the web [76, 104], while others have focused on simply building a front-end
for existing topic model training software [48, 100]. Many of these tools are no longer being updated
and thus have become less usable with time [108]. Related work on visualizations provide supporting
insights to the challenge of making these tools catch on, such as exploring how information-dense
clustering visualizations can be both compelling and confusing [54] or how the broad use of “novice”
in framing visualization design can be difficult to operationalize [18]. This chain of literature has
motivated our research and teased our research questions, particularly RQ2.

2.3 Social Computing, HCI, and Topic Modeling
Following work in the early 2000s motivating its use [1], computational text analysis techniques
have become increasingly popular among social computing researchers for their capabilities of
scaling qualitative approaches to larger corpora. More specifically, HCI, CSCW, and social computing
researchers have employed topic modeling techniques to investigate a wide range of research topics.
These have included health tracking [34, 52], disaster response [73], collaboration/citation practices
[21, 116], online engagement [38, 51], contentmoderation and harrassment [11, 39, 61], and narrative
analysis of community-shared content [8, 44, 96, 125]. Researchers have used topic modeling
strategies to provide insights about collaborations from document metadata [21], find citations
recommendations in research [116], indicate therapeutic outcomes of social media disclosures
of schizophrenia [34], summarize health recommendations on online forums [52], understand
people’s reactions to social media discussions [38], interpret power dynamics in birth stories [8]
and welfare case notes [96], and engage with community practices on Reddit for veterans [125]
and those in addiction recovery [44]. Researchers have also employed interactive topic modeling to
analyze asynchronous online conversations and identify core discussion themes [56], exploring
abnormal behavior patterns of online users with emotional eating behavior [59]. This chain of HCI,
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social computing, and GROUP research has motivated our research in aspects of both theory and
application.

3 Methods
To address our research questions, we conducted one-on-one interviews with 15 participants who
created projects centered on topic models for text analysis in the summer of 2020. We refer to them
as either practitioners or text domain experts. The first author’s university’s institutional review
board (IRB) reviewed and certified this research protocol as IRB exempt. Below, we provide the
details of our study design.

3.1 Recruitment
For the interviews, we recruited individuals (n=15) with prior topic modeling experience. The
participants pool included primarily academic researchers in humanities and social science dis-
ciplines as well as individuals using topic models for industry research or data science. Because
several participants discussed ongoing work, we preserved the anonymity of our participants
by using anonymous identifiers (e.g., Participant AA) and by redacting our transcripts during
transcription to omit text that too clearly describes individual projects. Participants were recruited
using volunteer solicitations via social media, as well as word-of-mouth advertising. Participants
were not compensated for their time. We focused our study on people who used topic models in an
exploratory way to make sense of a large text collection, as opposed to those using topic models to
extract features for a downstream task.

3.2 Participant Backgrounds
The interview participants reported their experiences with programming, ranging from no formal
training to degrees or certifications as a programmer. Participants ranged from one year to over ten
years of experience with topic models (mean = 4 years). The participants who identified themselves
as humanists reported areas of study that included history, religion, and literature, whereas social
scientists reported areas in economics, sociology, political science, social environmental science,
and cognitive science. Areas of computational degrees include computer science, information
science, data science, statistics, and digital humanities. We mark as “some comp[utional] training”
individuals whose degrees were not in a strictly computational discipline but who pursued super-
vised coursework or graduate work that centered computational methods. A high-level overview
of participant backgrounds can be found in Table 1.

Participants reflected on their work priorities in using topicmodels primarily focused on discovery
and large-scale trends: participants described the appeal of an “out of the box” [PP] tool that could
give a “big picture idea of a corpus” [CC]. An exception was JJ, who was focused on specific
industry-motivated classification and sentiment tasks. While the majority of participants used
LDA, participants HH and KK used non-negative matrix factorization (NMF) [67], a topic modeling
method that uncovers hidden themes (topics) in text collections while representing documents
as mixtures of topics and topics as collections of words. Participants FF and PP used structural
topic models (STM) [95], a supervised topic modeling method that incorporates document-level
metadata into the topic discovery process and ignores potential relationships between document
features and topic prevalence. Though more sophisticated nonparametric or hierarchical models
were mentioned, there was a preference for these three widely-used models “to have a comparison
that we will feel more confident about” [KK]. Aside from STMs, which incorporate user-specified
metadata, nobody described using formal supervised or interactive training for their models.
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ID Experience in CS Category of discipline Topic modeling experience

AA self-taught humanities 3 years
BB self-taught social science over 10 years
CC some comp. training humanities 6 years
DD computational degree social science 8 years
EE self-taught humanities 3 years
FF self-taught social science 3-4 years
GG self-taught industry 1 year
HH computational degree humanities 2-3 years
JJ computational degree industry 1 year
KK self-taught social science 7 years
LL some comp. training humanities 2 years
MM some comp. training industry 5 years
NN self-taught social science 1 year
PP some comp. training humanities 2 years
QQ computational degree humanities 4 years

Table 1. Summary of participant background, including the amount of formal training in computational tools,
category of current work, and years of experience working with topic models.

3.3 Interview Methods
Our interviews applied a cognitive work analysis (CWA) framework to elicit the phases within a
task based on the individual decisions and cognitive requirements of engaging with each phase
[109]. CWA is renowned for analyzing and designing complex socio-technical systems as it focuses
on understanding how human cognition interacts with these systems to achieve goals. Instead of
prescribing precise actions, CWA identifies the constraints that shape how work gets done. Such
constraints often include technological, informational, organizational, and cognitive factors. While
we use CWA to study specifically activities and strategies, CWA also extends to understand work
domains, social organization, and worker competencies [82].

To aid our interview construction, we specifically borrow the idea of cognitive work requirements
from applied cognitive work analysis [31], which focuses on isolating concrete decision points in a
workflow and the cognitive demands caused by those decisions. Practitioners execute cognitive
work requirements (or CWRs) by drawing on specific information / relationship requirements (or
IRRs). While ACWA provides further tooling to take CWRs and IRRs through to implement new
decision support systems, we focus this work on the information-eliciting ideas of CWRs and IRRs
that frame a top-down approach to understanding participant workflows.
In our protocol, we first asked the participants to describe their past computational experience

at a high level, their years of experience with topic models, and a high-level rationale for why they
were interested in this type of model. Then, we let them select a project that used topic modeling
and asked the following guiding question: “If you had to break this project down into no more
than six phases, what would those phases be?” Interviewers then iterated through each described
phase to ask participants about the decisions made (the CWRs) and the evidence used to make
those decisions (the IRRs). Our interviews ended with questions about software and methodological
tools used in this workflow to elicit which tools were successful and what participants wished
existed. All interviews were conducted in English. The sessions typically lasted one hour and were
conducted on Zoom, enabling audio recording and subsequent manual transcription. See details in
supplementary materials.

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 1, Article GROUP22. Publication date: January 2025.



Domain expert perspectives on the text analysis loop GROUP22:7

3.4 Data and Analysis
Zoom audio data was captured locally, then transferred to a password-secured Dropbox folder
for further data processing (after which the local copy was deleted). We collected approximately
15 hours of audio recordings with an additional 10 pages of short-form interview notes used to
locate key times to transcribe. We transcribed the recordings selectively, skipping identifiers and
segments that veered from the primary workflow topics, reaching 139 pages of text.

Two analyses occurred with these transcripts: one intended to align cognitive work requirements
as part of a workflow diagram, and the other to code themes of interest. For the cognitive work
requirements analysis, one author went through each interview via the notes and transcripts
to extract the list of work requirements from each interview, then grouped related or similar
work requirements. The workflows from separate interviews had significant commonalities, so
the authors synthesized these lists into a grouping of tasks that suggested a unified workflow.
Two authors then went through the transcripts together to verify that each participant’s specific
narratives matched this generalized workflow.
In the coding analysis, two authors independently read through the transcripts carefully and

allowed the codes to develop. The two authors discussed and agreed on 12 codes throughout the
transcripts, focusing on three categories: (a) topic model rationalization, (b) workflow, and (c)
challenges. They analyzed three interviews to confirm their agreed codes. The two authors then
divided up the remaining transcripts to code. We used these codes to group our core findings.

4 Understanding Exploratory Workflows
Both of our research questions emphasize a need to understand how practitioners’ knowledge
informs a topic modeling workflow. When first learning about how a machine learning model
might help to understand patterns in a text collection, practitioners describe first coming across an
idealized machine learning workflow, which consists of five phases: (1i) obtain (or create) a text
dataset, (2i) pre-process that data, (3i) create a topic model, (4i) validate the model, and (5i) analyze
the implications of the model (Fig-1(a)). However, in our interviews, we discovered this process is
not linear in practice. Instead, real-life text analysis modeling involves trial and error, guided by
practitioners’ situated knowledge about their text and their subjective judgments about how to
improve the model.

This section will first present the topic modeling workflow common to these exploratory projects
as it works in practice (as summarized in fig-1(b)). To address RQ1, we describe in Section 4.2
reasons why situated domain knowledge, the contextual knowledge practitioners develop from
extended work in their domain, is critical to success.We then outline in Section 4.3 how practitioners
synthesize topic modeling knowledge and domain expertise to determine appropriate interventions.
Finally, in Section 4.4, we address RQ2 by outlining key challenges faced by our practitioners in
this knowledge-demanding process.

4.1 Practitioner Workflow for Topic Modeling Projects
The outline below consolidates the described phases and tasks from fifteen participant interviews.
While participants sometimes grouped multiple phases together or focused on different individual
tasks within these phases, this description generalizes the sequence of tasks and movement be-
tween tasks described by all of our interviewees. These phases unify ideas found in prior work
[84, 86, 119, 123], highlighting the importance of iteration to narrow down projects in data science
and digital humanities. However, we believe ours is the first model that combines (i) the motivation
of data exploration via topic modeling manifested across a range of disciplinary boundaries, (ii)
a sequence of steps stretching across a project’s duration, from initially forming the corpus to
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1i
Obtain
Data

2i
Pre-Process 

Data

3i
Create
Model

4i
Validate 
Model

5i
Analyze 
Model

1
Obtain
Data

2
Pre-Process 

Data

4
Validate 
Model

5
Analyze 
Model

3
Create
Model

Problem 
with model?

Loop A
Refine Data 
Processing

Loop B
Tune Model

(a) Idealized Workflow

(b) Workflow in Practice

YES

YES

NO

NO

Problem 
with data?

Fig. 1. Flowchart summarizing the topic model workflows: (a) ideal case of workflow based on literature and
the participants’ perceived interpretations, (b) practitioners’ described workflow. In (b), emphasis was placed
on iterative feedback loops for phases 2 through 4 to refine the data pre-processing and model parameters
based on model outputs.

drawing analytic conclusions, and (iii) an iterative element that consistently feeds off of model
outputs to inform both data processing and model modifications. These loops rely on model outputs
to backtrack from validation to pre-processing or parameter decisions. Most of our participants
reported spending many months tied up in these loops. We provide an overview of these phases
below, with the key goals/priorities, outputs, subtasks, and demands for subjective judgment in
phase.

Phase 1. Obtain Text Data The goal of this phase is to formulate a dataset that meets the needs
of their research question. In this phase, participants find the appropriate corpus and obtain or
extract the pieces they intend as the body of the text. Priorities in this phase are ensuring there is
enough text and that the text is relevant to the researcher’s intended topic of exploration.

Output: plain text files for the model, accompanied by tables of relevantmetadata, or information
describing each document.

Subtasks: Data Acquisition by scraping websites, querying a database, acquiring data licenses,
and/or scanning documents; and Dataset Formatting by generating or editing a digital store of
text documents to provide a consistent structure for the dataset.

Subjective because: users must identify and locate the appropriate text documents, then determine
how to compile them into a single standardized format.

Phase 2. Pre-Process the Text The goal of this phase is to distinguish countable tokens (e.g.,
words) in the text and document boundaries and render the text collection into a coherent format
to input to a topic model. Priorities include accurately selecting relevant text and ensuring the
processing steps are justifiable and reproducible.

Output: a filtered version of the corpus with automation to split documents into tokens.
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Subtasks: Noise Removal by stripping artifacts of the dataset collection process, such as markup
and formatting, digitization errors, and boilerplate text, and Token Normalization by automating
how tokens in the text are distinguished and delimited.
Subjective because: practitioners must determine what constitutes noise or error sources and

what kind of normalization is appropriate for the collection and their investigations’ goals.

Phase 3. Create the Model The goal of this phase is to train a topic model on the processed data.
The topic model is generated from the formatted text using a software tool for model inference.
Priorities in this phase are managing the model’s size and setting adequate parameters to produce
consistent, intelligible results.

Output: a trained model representing distinct groups of co-occuring words in the text.
Subtasks: Model and Software Selection by choosing a topic model, appropriate software

to infer that model, and structuring data storage and training scripts to create that model, and
Parameter Selection to determine how to configure training of the topic model, e.g. the number
of iterations and selecting hyperparameters for topic priors, and (for semi-supervised or supervised
models) structuring the supervising evidence to be used as input.
Subjective because: participants must determine what kind of model and what parameters are

appropriate for their text data and research question.

Phase 4. Validate the Model The goal of this phase is to confirm that a topic model adequately
captures pertinent content for the research question, but not necessarily what patterns in that
content say about the original research question. Priorities are finding evidence both that the model
is a good quality and that it agrees with documented trends and expectations about that text. Where
initial steps in this process may be individual, this phase frequently relies on collaboration in a
team to co-annotate or review data to ensure validation is sound and thorough.

Output: a quantitative and/or qualitative assessment of whether the model represent meaningful
structure within the text collection.
Subtasks: Quantitative Topic Validation using a combination of automatic and human-in-

the-loop processes to produce measures of model quality and Qualitative Topic Validation by
visually scanning topic words and documents to distinguish unusual, duplicate, or irrelevant topics.

Subjective because: practitioners must create project-specific answers for determines what quali-
ties constitute “poor” performance for topics, and determine whether they believe problems trace
back to data processing (phase 2) or model configuration (phase 3).

Phase 5. Analyze the Model The goal of this phase is to address the original research question
or task using the model. Whereas phase 4 merely verifies this analysis will be possible, phase 5
connects the model evidence to the project research questions. Priorities are providing concrete
justifications for topic interpretations and interpretable visualizations of patterns in the model.

Output: a combination of metrics, text, and visualizations that address the research question.
Subtasks: Topic Annotation by using documents, topic words, and metadata to give topics

labels or categories, and Topic Visualization by plotting, clustering, visualizing relationships
between topics, categories of metadata or annotations, and other available data.

Subjective because: qualitative elements such as topic annotation might rely on multiple collabo-
rators labeling or discussing labels together. In practice, generating these labels relies on thoughtful
close analysis with textual expertise.

4.2 The Role of the ‘Human’ in the Text Analysis Loop
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Our workflow emphasizes the two iterative loops used to adjust pre-processing and parameter
settings for topic models. Here we move to themes that inform our first research question: why
is this process so iterative, and why does it require human judgment to navigate? We isolate two
key human-supplied forms of expertise for these types of projects to succeed: situated domain
knowledge and experience-driven process knowledge.
4.2.1 Situated Domain Knowledge. The presence of humans “in the loop” is not a new idea for text
analysis: a classic element of human-in-the-loop machine learning is to include human feedback on
a model before training it further, iterating until the model matches the user’s expectations. Such
tools exist already for training topic models [22, 58, 72]; however, these tools are built to support a
single session with a series of atomic decisions, such as: “are these two topics too similar” or “which
of these words could anchor the meaning of this topic”? In this situation, users add supervision in
the form of atomic decisions as the model trains, leaving less than a minute to arrive at an adjusted
version of the model. At the end of such a session, the final trained model has responded to these
decisions to ensure the model conforms to the user’s needs.

Instead of this per-document supervision, our participants opted to rely on situated knowledge
of themselves and their collaborators to guide their investigation at a more coarse-grained level.
We define situated knowledge as the knowledge practitioners develop from extended work across
projects in a particular domain. In this case, the knowledge of interest is connected to a particular
text domain, so it is also domain knowledge, defined by Ericsson et al. [33] as “the vast repertoire
of situational discriminations that experts can make, their well-organized knowledge of concepts
and procedures, and their representations of problems and solutions in their domain.” Though
practitioners have specialties, we expect this knowledge to be similar across people working in the
same domain: for example, we expect scholars of 19th-century English literature even with their
own specialties to have a common set of overlapping knowledge. This can generalize to expertise
outside of scholarship, such as customer service experts for a particular product having expertise
in how to interpret customer complaint logs.

With situated knowledge does not necessarily yield a comprehensive, pre-specified list of what
subjects should arise in topics, practitioners can recognize subtleties about what is expected or
intuitive in that particular dataset. In one example project, Participant DD’s project focused on
exploring historical documents to understand political trends across different leaders. But rather
than seeking simple proportions of how much certain key terms arose, they wanted to see “whether
or not a topic model that did not consider any temporal information could recover” different eras
of leadership or “alternations in the topics that were used between” those periods. Participant DD’s
situated knowledge was made manifest not in individual decisions about which document was about
what topic, but by connecting why events in two different political eras might show up together in
a model due to a common movement or longer-term trend. Other examples might be recognizing
that two seemingly similar terms are actually coming from different domains, or that an apparently
coherent topic is overly specific to one author.
Our practitioners’ situated knowledge is required to develop subjective judgment of what

interventions or adjustments to make in the data and model. We define subjective judgment as the
decision-making framework that consists of practitioners’ personal intelligence grown from their
experience and values. These judgments may be specific to individuals: even with common situated
knowledge, everyone employs their intelligence and judgment differently.

4.2.2 Experience-Driven Process Knowledge. The other knowledge necessary for navigating this
workflow is about processes for natural language processing and, more specifically, topic models.
Many of our participants focused on their first (or only) topic modeling project, and thus had little
of this type of knowledge when they first started their projects. To describe how they acquired
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this knowledge, several participants alluded to social processes that first introduced them to topic
modeling, such as a colleague’s recommendation to try them or learning about an existing similar
project, leading them to become curious about their use.While there are more formal texts setting up
how to use topic models (like Boyd-Graber et al. [17] and Ramage et al. [90]), our participants often
mentioned using shorter tutorials from sources like Quanteda [13] and the Programming Historian
[99] as a starting point to get a topic model up and running. However, this initial knowledge usually
needed to be supplemented collaboratively by consulting individuals with prior experience using
these models.
Demand for process knowledge was satisfied in several ways: (a) directly communicating with

topic modeling experts, (b) using word-of-mouth with fellow practitioners, or (c) consulting online
resources written by experienced users. In situations where no one with a substantial computer
science background was on the project team, approach (a) often meant reaching outside one’s
typical research community. For a project understanding themes among blog posts, Participant HH
took approach (a), reaching out directly to several software experts in topic modeling for help on
how to interpret the model configuration parameters in Phase 3, noting four specific configuration
settings: “the number of iterations, the number of threads, the alpha value, and the beta value.”
After wondering “what does it even mean?”, Participant HH decide to email a published author of
a topic modeling tutorial, who was able to create a secondary tutorial in dialogue with Participant
HH for these specific questions.

Other individuals would rely on (b) indirect advice, i.e., word-of-mouth from other practitioners
who may have less visibility as a topic modeling expert. For a project on language style in German
newspapers, Participant QQ mentions choosing a tool based on word-of-mouth advice from an
advisor, saying “according to my professor, he feels that Gensim doesn’t provide topics as good
as MALLET”. After cross-checking this with information online from StackOverflow, QQ chose
MALLET as the software most appropriate in phase 3 of the project based on the type and size of
the text collection.
A key characteristic of these interactions is the need for advice that can be applied to the

practitioner’s context. Those taking approach (c) used online documentation to try to determine
the appropriateness of tools to their projects. FF describes working to determine which tools were
viable for their project on understanding themes in parliamentary documents:

[FF] Vignettes or blog posts or little research notes where people have stepped through
examples of using it is everything. These days, I increasingly try to avoid packages
that don’t have associated material like that, regardless of how well-documented it
may be. I just find those vignettes invaluable.

Participant FF used online examples and discussed options with collaborators as they refined the
dataset. Participant NN largely used the same approach of focusing on online self-instruction when
analyzing the behavior patterns of a specialized subgroup on Twitter. They noted in particular
that, because their team lacked computer scientists, they had to find strategies to “avoid having
to tool things from scratch.” Much of this work was socially engaged: “educating myself and my
collaborators on natural language processing” and “looking at StackOverflow” were both key
strategies to make sense of this phase.
Unfortunately, relying solely on existing guides was not always a sufficient replacement for

human collaboration. After getting stuck with a model that seemed lower quality than expected,
Participant NN eventually pivoted to strategy (a) of contacting a topic modeling expert. In prac-
tice, our participants’ projects and subsequent process knowledge emerged from an amalgam of
different sources: formal written documentation, informal tutorials, blog posts, and both direct
conversation and word-of-mouth with individuals with practical experience with topic models.
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ID Total AA BB CC DD EE FF GG HH II JJ KK LL MM NN PP
number of topics 15 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

stoplists/word removal 13 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
hyperparameters 9 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

stemmers/lemmatizers 4 ✓ ✓ ✓ ✓

Table 2. Data processing and modeling interventions that participants mentioned using in their training
(𝑛 = 15). These included varying the number of topics, adjusting a list of words to remove before training
(a stoplist), varying model hyperparameters (generally described as alpha and either beta or gamma), and
normalizing word morphology using stemmers or lemmatizers.

However, rather than this knowledge remaining the sole purview of an external “computer scientist”
source, practitioners acquired process knowledge and then synthesized it with their expertise of
their unique situation. Practitioners’ narratives showed how they built experience-driven expertise
on how to pursue these types of exploratory projects. Using this expertise often required dialogue,
both with experts and within teams, to make sense of how pertinent the decisions from existing
prior projects were to the practitioners’ work. After discovering similar struggles among other
topic-modeling practitioners, multiple participants chose to document their experience in papers or
tutorials to help communicate to future practitioners the process knowledge that they discovered
in projects.

4.3 Human Interventions and Decisions in the Loop
In the previous section, we justified the human-situated knowledge necessary to approach this work.
In this section, we dive more deeply into our first research question by sharing how practitioner
knowledge is specifically imparted in different phases of this workflow, and how human factors
influence that process.While domain-informed judgment is implicitly a necessary part of creating an
initial dataset, we showcase how domain expertise and human judgment, often through collaborative
practices, are necessary for each workflow phase.

4.3.1 Human Judgment in Model Interventions. One of the continuing themes of our interviews
was discussions of how many different things there were to tune, configure, and adjust as part of
modeling and how even discovering the list of those items itself was part of the project. While
practitioners were usually ready for configuration in Phase 1 that lived squarely in their domain
knowledge (e.g., selecting an appropriate dataset), the challenges usually grew as they reached and
revisited Phases 2 and 3 in their iterative process. Most frequently mentioned were the subtasks of
Token Normalization in Phase 2 and Parameter Selection in Phase 3.

When a topic model does not produce an intelligible result, as our participants often experienced,
the next step is determining how to adjust the data or model to improve the outcome. Discovering
which interventions are available, as well as determining which help for a particular problem, make
up a huge proportion of the work of our participants.

We detail the four most commonly mentioned interventions in Table 2 from Care and Feeding of
Topic Models by Boyd-Graber et al. [17], a topic modeling guide by experts on computer science-
based topic modeling research. We reference this text to help ground whether the discovered
processes from our practitioners agree with “conventions” practiced by the machine learning
research community. Our participants described how they discovered these approaches through
tutorials or recommendations from those familiar with topic models. We also present how attention
to these intervention decisions varies based on the judgment and knowledge of practitioners,
leading some of these interventions to be discussed less frequently or with more uncertainty.
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4.3.2 Stoplists: Selecting Words to Exclude. Stoplists refer to lists of words that should be ignored
by a text analysis tool. For example, modern search engines often ignore English articles (e.g., a, an,
the) in a search query by default. Topic models may remove both words so common as not to be
correlated with themes and words so rare that they may not contribute to finding themes.

When practitioners selected words for their stoplists, trial and error was common in converging
to a final list. Participant LL described deciding to exclude terms specific to one community: “any
words that occur in one corpus and not the others” were removed, as were first the top 150, then
the top 500 words in the corpus by frequency. They described iteration partly as a method to
validate their choices: “We do a little removal and then a more substantial removal just to see if
these are totally different models or is there some sort of stable coherence even as you remove
these words.” Not everyone benefits from this iteration process: Participant AA was discouraged
because adjusting the stoplist for historical newspapers “was not helping much; I was not seeing
more connections to other things that were more relevant to me.” In practice, practitioners must
rely on their judgment to determine when the stoplist is good enough for their project.

4.3.3 Normalization: Combining Similar Words. In text processing applications not sensitive to
grammar (like topic models), the format of input to the model is simply tokens, or individual
countable units of text (usually words). Normalization of tokens is a choice to treat tokens with
different text strings as equivalent. Users may want to normalize text to reduce the size of their
vocabulary, or to ensure that words that effectively have the same root are treated in the same
way by the model, e.g., “orange” and “oranges” are treated as the same word when counting words
in documents. This can be managed using either a stemmer, an approximate tool that applies a
pattern-based approach to remove word endings, or a lemmatizer, a slower and more specific tool
that looks up the root of each word based on its usage. These tools can also be useful to browse the
top words of topics without seeing too much repetition [17].
Though none of our participants seriously discussed using stemmers, two participants talked

about lemmatizers in their workflow. Both described struggling to apply them to social media
data. Participant KK cited technical challenges that led to not attempting to lemmatize for their
project on analyzing discussions in online forums, and Participant NN experimented with spaCy’s
implementation of lemmatization for categorizing users on Twitter. However, Participant NN
preferred not to regularize the tokens with a lemmatizer at all. Their rationale was that, since
their goal was only to reduce extraneous vocabulary, all they needed was to simplify the alphabet
available for tokens to be “a more simple regular expression and remove non A-Z non 1-9 non-
whitespace characters.” Participant NN here is responding to an earlier requirement they had in
their project, “avoiding subjective choices as much as possible” to ensure the result was accessible
to an audience of the domain expert’s peers.

4.3.4 Topic Number: Selecting a Level of Detail. By far, the most mentioned configuration step is
selecting the number of topics: all fifteen participants mention working to determine the right
number of topics for their projects. More topics might mean that the topics are too specific, while
too few can make them too vague. Participant GG cited this as a major choice for their project,
using topics to help qualitatively divide content for a recommendation system:

[GG] I think that is something where people can get quite frustrated. They think that
it is working out quite badly, but really, if they just used a different topic number, they
would get a much better result.

While it is theoretically possible to optimize the number of topics conventionally labeled 𝐾
based on a chosen metric of model quality, the complexity of evaluation metrics for topic models
(discussed more in Section 4.3.7) makes this difficult. Instead, many practitioners would compare
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different topics qualitatively, relying on their situated knowledge: Participant AA “decided after
a few trials on several titles that 100 was the good exploitable number” of topics to use, while
Participant DD said their project team “didn’t really think too much about the number of topics
because we would do a bunch of them anyways.” Participant HH described a specific piece of
situated knowledge, that a particular theme associated with an author should be treated as a
separate topic, as a “canary”: if that theme was getting combined into a larger topic, then the topic
number was too small.

4.3.5 Hyperparameters: Regulating How Topics Mix Together. Hyperparameter tuning in topic
refers to determining parameters that describe properties of the whole model. In a topic model,
hyperparameters control how topics mix: that is, the extent to which documents tend to focus on a
single topic versus spread across many, how likely it is for a word to be probable in multiple topics,
and whether topics make up equal parts of the corpus. Compared to changes to data pre-processing,
hyperparameter tuning posed a more complex problem: while setting hyperparameters differently
can substantially change the returned topics, [110], the values of hyperparameters don’t map to
intuitive quantities in the model. This came up for both HH’s modeling of a blog corpus, where the
participant found it “very difficult to see what that means in terms of results”, and Participant BB’s
modeling of newspaper articles, where they “didn’t really mess around with the alpha and the beta”
because they “didn’t know what that would do to my analysis.”
60% of the participants mention setting these parameters. More expert machine learning prac-

titioners found hyperparameters using optimization software like Optuna (Participant MM) or
“grid search”, a combinatorial exploration of possible parameter settings (QQ) (as recommended by
Boyd-Graber et al. [17]). However, even Participant MM, who used their prior technical expertise to
apply an automated algorithmic approach to optimize parameters, admitted it was a slow process:
“it takes a lot of coding to make something that will prune the model and not have to run the whole
thing.” Those without such experience found it even worse: Participant BB described “missing
instructions” on this process, and concluded that it was better to try settings to see what worked
for modeling their newspaper corpus.

4.3.6 Other Processing Steps: Customizing for Unique Data. A few other data processing steps
emerged in this process, including alternative tokenization strategies to handle non-whitespace-
delimited language [DD] and the splitting of documents into similar-length pieces [DD, HH,
QQ]. Participant QQ described splitting newspaper articles into paragraphs, Participant DD split
their archival books into chapters, and Participant HH described splitting full blog posts into
sections. While keeping documents to a similar length is a helpful approach for topic models [14],
sometimes retaining the document structures can be challenging: Participant DD, for instance,
described struggling to figure out how to consistently break books into pieces when only some had
convenient ways to distinguish chapters or sections in the body.

Practitioners’ responses to these issues were affected not only by the model and the dataset but
also by the context of the practitioners’ specific goals. For example, Participant NN was interested in
Twitter users’ terminologies. While other projects might have removed hashtags (if not interested
in them) or left them intact (to study their unique usage), Participant NN’s focus on terminology
led them to split hashtags into their constituent words (e.g., so “#UniqueTag” would become
“Unique Tag”) so that they wouldn’t lose references to key terms that were embedded in those
tags. Similar problems can arise when ensuring a corpus is only in a single language (since people
code-switch and use multilingual idioms). Automating the selection of one of these strategies would
be impossible since discovering what interventions could exist is a significant part of the work.

This exploration of different processing options can produce conflict in balancing the desire let
the data “speak for itself” with the domain-informed need to intervene when the data is clearly not
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corresponding with expert knowledge of baseline truths about the corpus. Participant CC talked
about disputing processing decisions with colleagues in their project, looking at trends over time
in a large historical corpus, where colleagues feared “massaging data in a way that feels unethical
to them.” Participant CC validated this dispute based on their own experience tuning models: “If I
want to say Moby Dick is about whales, I know how to make a topic model tell me that.”

However, Participant NN offered an opposite perspective for their Twitter behavior analysis
project: where their manual work inspecting the data would have been extremely subjective, a topic-
model-aided approach, even built with some subjective judgments, could help catch inconsistencies
or subtleties in labels. Participant NN described a topic model helping them to discover a community
with a different lexicon for a specific topic. They described learned topics as “actually a more
accurate read than my very subjective, not extremely online, human interpretation” of the content.
In effect, when practitioners are working alone, the returned topic model itself can act in the role of
collaborator. By reorganizing information and forcing the human to confront that reorganization,
the model makes an explicit question out of what would have been an implicit unspoken assumption
of correctness if the collaborator was simply reading the text.

4.3.7 Evaluation: the Subjective Judgment of “Success”. Practitioners’ subjective judgment is critical
to evaluate and diagnose problems because of how much appropriate evaluations depend on
context. Machine learning classifiers are generally relatively easy to compare and evaluate: one
can measure how often an email spam classifier gives the right label or what proportion of news
articles get sorted into the right category in which they were published, for example. However,
topic models have less clear success metrics since there are no “correct” labels to match. Two
traditional evaluation strategies in practice are likelihood metrics (i.e., how well these topics help
me predict which words will show up together in new documents [15, 111]) and coherence metrics
(i.e., based on word statistics, how often the most probable words of a topic show up close together
[2, 16, 66, 77]). However, neither of these evaluation approaches consistently supports interpretable
generalized topics [20, 57]. Participant MM described finding “conflict” in performance metrics:

[MM] ...there are times where the performance metrics would tell me the topics were
bad, or they didn’t make a lot of sense, but to me, they made a lot of sense because oh
that is exactly how you would have to say “blah blah blah” to get your point across.

Participant MM’s concern showcases how situated knowledge can be more valuable than a
general-purpose coherence metric: where the evaluation said words in a topic didn’t seem to belong
together heuristically, Participant MM knew they did in this domain, leading to their subjective
judgment that the model was working. Several participants described building this confidence
collaboratively, e.g. by consulting with peers of the same discipline or a different one relevant to
the corpus to see if they could agree on topic annotations.
To establish a quantitative metric of appropriateness that captures this situated knowledge,

however, requires more introspection. Participant JJ described that when trying to develop a metric
for how well topics met their goals, they could not merely rely on “the code or the structure of
the model that [they were] working with.” Instead, they had to look at the properties of their own
workflow and data to see if “there is something you can do to customize the function based on
the dataset and the distribution that you know for your specific data.” As with Participant NN’s
choice about how to tokenize tweets, the evaluation of model quality, too, relies on a combination
of model, data, and context for investigation.

4.4 The Challenges of Topic Model Exploration
In the previous section, we outlined how human judgment shapes the phases of topic model creation.
Our participants’ topic models focused on newly-compiled or under-explored text collections.
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Consequently, while the practitioners had questions in mind and a sense of where a topic model
could be part of their methods, they usually did not have an enumeration of what features they
expected in a successful model. This discovery process necessitates the kind of iteration that features
in other workflows for human-in-the-loop machine learning [84, 86, 119] as more is learned about
the collection and what models of it are likely to capture. However, in the context of topic models,
our practitioners frequently described an intense degree of friction in this process on the scale
of months of work. Throughout slowdowns in this project, practitioners grappled with domain
knowledge, formed new understanding of computational processes, and recreated processes to
track their work. In this section, we address our second research question: what parts of this process
are slowing practitioners down? We describe the navigational challenges faced by our practitioners
in the iterative process of forming a model.

4.4.1 Iteration Without A Plan is Tedious and Wasteful. The need for iteration to debug a model is
common in machine-learning workflows validating new model architectures. This is made evident
in the distinction drawn between validation sets and test sets in supervised learning tasks. Test sets
are made up of “held out” data, i.e., data not used to train a model. Once a model is trained, model
quality is measured by using the model to estimate the likelihood of unseen data from the same
domain: the more likely the held out data is, the better the model is at generalizing. However, if the
model does not generalize, individuals will want to change the model architecture and parameters
to ensure the model performs well once they see it. The originally “unseen” data is now “seen”, as
the human in the loop responds to that test of generalization by changing the model. To prevent
this, machine learning practice distinguishes a validation set, which can be reused while the model
is tuned and refined, from a true test set that can only be used in the final evaluation of the model.

But what about situations where the goal is not to prove that a model will generalize to unseen
data, but that it captures useful trends in a finite collection? In practice, a number of participants were
not initially planning for a workflow that required tuning and refinement. Almost all participants
expressed their surprise at how “tremendously long” (Participant BB) and entangled their model
refinement process was. Participant FF shared their inital expectation misaligning with the linear
project flow they taught:

[FF] So when I teach this, the mental model is very much they are very separate sections.
What I went through in this project was very much [that] they were all lumped together.
So this would be data cleaning, data preparation, and modeling were all very much
lumped together.

Without planning ahead to iterate, our participants found the iterative process slow and confusing
to navigate because it required tracking multiple interconnected pieces of their processing and
modeling workflow. The degree to which this surprised participants clearly affected the time spent
in this phase. Participant HH, who had a computational degree and access to advice from several
topic modeling experts, went into the process already expecting to compare lots of possible settings
at once, and was able to move through the pre-processing workflows in only a few weeks. However,
Participant BB, who came from a social science background, described that in their first topic
modeling project they “didn’t know in advance which would be important and which wouldn’t” for
this project. The system that stuck was a collection of handwritten notes of processing decisions,
augmented with each subsequent model.

These participants reported this process taking months, or in some cases, over a year of iteration
within Loops A and B. During this time, participants remained “in the loop”, not just selecting
parameter options but actively investigating and inventing new strategies for these steps. Participant
DD’s experience taught them to “triple the time on any deliverable”, while Participant BB chose to
rework their workflow entirely for subsequent projects using topic models.
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4.4.2 Limited Resources Slow Practitioners Down. While practitioners all eventually realized they
were in an iterative workflow, not all of them had the computational resources to make use of that
process knowledge. Participant BB reported exhausting server resources trying to train models
across a large archive of newspapers, both in terms of computing power to train models and storage
space to keep the results. Consequently, comparing various models at once was never considered a
feasible option. Participant FF, in contrast, reported having enough computing power available but
not initially having the resources to get work running in parallel on their parliamentary documents,
particularly for data processing steps. Participant HH was able to get all the computation to run for
their comparatively small blog post corpus, but when it came to looking at outputs for the model,
the spreadsheet software on their computer couldn’t open the files due to their size.

4.4.3 Debugging Topic Models Requires Investigation. What does it mean when a topic that arises
looks “wrong” to a practitioner with knowledge of a text collection? Unexpected behavior could be
a sign of a new and exciting pattern in the text data, like an underexplored theme, but it could also
be a sign of an error in which texts were included in the collection in phase 1, or how the main
content was pulled from those texts in phase 2.

The fastest detector of when to revisit Phase 1 or 2 was often the practitioner, whose text domain
expertise could quickly discern the unlikely from the incorrect text they knew. This would lead them
to remove unwanted parts of the text or rectify issues, which we describe as Loop A: Refining
Data Processing. Participants KK and FF were among those who gave extended descriptions of the
types of data processing issues they discovered: Participant KK had multilingual text with mixed
text encodings and languages, while Participant FF had many place names in their collection that
often dominated trained topics.
However, an alternative is that the model configuration is at issue, and either a change in

parameters or a new choice of the model itself will be necessary. If practitioners can diagnose
this, they move to Loop B: Tuning the Model, e.g. noticing that finding many apparently similar
topics may indicate the number of topics should be lower. However, as mentioned, distinguishing
whether topic similarity is superficial or genuine requires both text domain expertise and topic
model process expertise. For text domain experts, those learning how to use a topic model often
have to use trial and error, moving between both Loop A and Loop B to determine what kinds of
interventions improve their results. Participant MM describes this friction for their social media
project, using similar language to Participant DD describing their analysis of eras in historical
archives:

[MM] I feel like that potentially could be a third phase of object creating. Then results
interpretation and then an iteration phase. Retune all of your hyperparameters again if
your results are crappy.

[DD] We would get a result and then realize that one of these topic groupings [didn’t]
quite make sense, so we would be set back to our pre-processing step and iteratively
go through it that way.

Both of these participants describe the idea that the “result” of a trained model is an information
requirement for embarking on this iteration. This is an expected consequence of the priorities that
lead to selecting topic models as an exploratory approach: usually, too much data exists to anticipate
through manual inspection all the ways assumptions about the text might break down. Luckily,
topic models excel at finding unintended data patterns, e.g., duplicate text [98] or overly strong
associations with author-specific content [107]. This suggests that using topic models as a diagnostic
may also help other non-topic-modeling natural language processing projects to distinguishing
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systemic data issues. Crucially, qualitative inspection of the model, not just quantitative evaluation,
is crucial to determining the next intervention.

4.4.4 To Keep Control, Practitioners Build ‘Modular Pipelines”. The strategies that our participants
used to resolve problems in their loops were inevitably not just one single tool or evaluation but
a collection of different pieces. These would include steps to pre-process the data, run the topic
models, and render visualizations or spreadsheets of the model outputs – both to validate the model
was working and for the final analysis of what the model trends might mean. Our participants
used a combination of code libraries to get and clean data (Python library examples include ScraPy
[36], BeautifulSoup[94], spaCy[55], and pandas [114]), topic model training implementations (like
MALLET[74], R’s topic models package[50] or Python’s gensim library [92]), and subsequent
visualizers (like Serendip[5] or LDAVis [103], or visualization packages like seaborn[112]).

Why is it necessary to build this sort of workflow from small pieces when there exist ecosystems
for machine learning designed to help automate these decisions? Participant PP described a lesson
learned as they processed a large and underused historical corpus after an out-of-the-box tool
adjusted parameters they wanted to stay fixed:

[PP] At the early stages, the types of tools that have the most hand-holding and gave
me results I wanted to see without me understanding anything about data science were
the best tools...The more I get into it, the more I want control over every aspect of the
model.

Participant PP also cites a secondary reason for maintaining control, separate from making sure
the processing makes sense: having that control is important for arguing that a research process is
sound. In practice, Participant PP asserted, out-of-the-box toolkits were “only useful for pedagogical
purposes”. They asserted they “would never publish using that tool because [they] would be a
laughing stock. Because they aren’t reliable enough. Because there aren’t enough functions and
settings you can control.”
The desire for control expressed by PP, to ensure that pieces work together without quietly

causing issues in the data or model, drove a number of our participants into substantial amounts
of work, including teaching themselves how to code. In setting up this interview, we had initially
anticipated that this was an unfair ask, and had expected to collect information to help design a
more flexible single tool to support a topic modeling workflow. However, after KK shared skepticism
about a “monolithic, one tool does it all” approach, they shared a common sentiment among many
of our participants: that the hardship was not the number of new tools, but determining which
were appropriate and translating data formats for each tool. Participant KK summarized many
benefits of a “modular pipeline” as an alternative approach for assembling processing systems:

[KK] ... [W]hat would be nice is if we had a set of basic structures that a topic model
should have, which are a couple of matrices like the word topic matrix and the document
topic matrix, and if then we had different things that we plug into that takes this
structure and perform various kinds of visualization for analysis, that would be most
useful.

Notably, what Participant KK is asking for here is not conceptualized as a single tool. Instead, they
incorporate a coordinated format of a stored topic model (represented by two matrices) into their
current workflow of combining existing tools. Participant CC similarly wanted a “middle ground”
for a tool in their workflow, “a small GUI wrapper around it just to make it slightly more accessible”
for existing command line tools. Again, this intervention does not relinquish the power to make
parameter decisions; per the participant, it simply makes it “slightly more accessible.”
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Tying the challenges in this section together is a fundamental limiting factor in exploratory
topic modeling. We find that practitioners must be involved in the decisions about how their
data and models are created, or critical contextual knowledge will be missing in decisions that
can substantially change the model results. Fundamentally, the slowness of their process is in
searching out the process knowledge such that, in combination with their domain knowledge and
existing tools, practitioners can make the necessary interventions to their model. This process
knowledge, however, is not straightforward to embed in an automated tool, as the conditions in
which a particular intervention may be appropriate are subject to qualitative attributes of both the
data and the practitioners’ goals. Fundamentally, this knowledge must instead be built socially and
interrogatively in the ecosystem of other practitioners sharing their experiences and best practices.

5 Discussion
In this paper, we interviewed text analysis practitioners who use topic modeling to understand
their workflows and how the tools they used shaped their work. The unified workflow shared by
our participants, as well as the key ideas and concerns they outlined, resonate with existing work.
We highlight in this section key places where existing literature resonates with our work. We also
share recommendations from the synthesis of our work and others.

5.1 Planning An Iterative Workflow
In the workflow described by our participants (summarized in Figure 1), both data collection and
data cleaning were substantial efforts requiring both domain expertise and time commitment.
Existing analyses of similar text analysis workflows describe the importance of this phase in work
in digital humanities and computational social science [10, 47, 81, 83, 84]. Where our attention is
more centered on data cleaning practices in Phase 2, much of the digital humanities work, such as
Antonijević and Cahoy [10] and Gibbs and Owens [47], illustrates challenges in Phase 1 of working
with data archives, with the former work centering questions about how collections are filtered and
stored while the latter focuses more on the limitations of tools supporting archival access. This also
arises in data science work, where continuously deployed data science workflows can encounter
issues with data processing and organization [118, 123]. In understanding the interdisciplinary
workflow of text analysis, Oberbichler et al. [84] offers that, while computing approaches can help
with automation of data digitization, organization, and management, data selection fundamentally
requires conscious choices by librarians and curators to make available. In contrast, we focus more
of our analysis in the phases analogous to where Oberbichler et al. [84] identifies the most shared
involvement across curators/librarians, humanists, and computer scientists: organizing, managing,
and analyzing the data, emphasizing the intersection of situated domain knowledge and practical
topic modeling knowledge required of individuals. The sensitivity of models to decisions in this
phase has been established both with simulated behavior [25] and user studies [68, 105]. We suggest
that future tools to support text analysis should be transparent about the importance of
both data and model interventions, even if some of these interventions are outside of a
tool’s scope.
Another element of this specific workflow is how crucial iteration is based on model output:

while many works exploring machine-learning-assisted analysis workflows describe reacting to
model issues by changing model parameters [26, 68, 70, 86, 106, 118], fewer specifically describe
also reacting by changing the data processing prior to model training [53, 84, 123]. Part of this
comes from an emphasis of existing HCI work on interactive machine learning, which builds models
to allow people to specify interventions during training to the model [6]. While several existing
projects implement topic modeling with these interactive interventions (e.g. Hu et al. [58], Lund
et al. [72], Smith et al. [105]), specific recent work from Lee et al. [68] highlights the challenge of

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 1, Article GROUP22. Publication date: January 2025.



GROUP22:20 Alexandra Schofield et al.

providing clear and interpretible interventions for these models, including that sometimes allowing
these interventions can worsen the models. In our interviews, many domain experts did not want
to push the model toward a particular hypothesis on principle; however, Smith-Renner et al. [106]
showed that in interactive text classification, generating explanations for low-quality models only
frustrated users if they could not provide feedback, and Smith et al. [105] showed that users were
underconfident in their own judgment and sometimes were overtrusting of AI decisions. This
suggests that in an exploratory paradigm, mechanisms that try to clarify and reduce the decision
space for model interventions may be difficult to reconcile with user preferences for both clarity
and control to ensure their results are robust. We therefore propose that future tools to support
text analysis workflows should explore how to encourage discovery of model issues and
how to invite a broader set of possible interventions when a model appears suboptimal.

5.2 Integrating Disciplinary Practice and Values
One theme from our interviews that resonates across many analyses of existing workflows is the
recurring theme of distinguishing the need for both expertise in the data (in our work, text) and the
model (in our work, a topic model) [9, 60, 70, 71, 81, 84, 86, 106, 123]. This is often articulated based
on disciplinary boundaries, e.g. between humanists and computer scientists [84]. Work coming from
a digital humanities or computer science perspectives frequently describe this work as demanding
a team to include all types of expertise [9, 70, 123]. Our work suggests the opportunity instead of
better support of individuals in pursuing a mixed-methods approach [81, 86] to determine how to
better support domain experts in learning the details of how to work with these models instead of
outsourcing that expertise. The obstacle in this case is not finding an individual with expertise,
but learning how to navigate with an interconnected set of small tools (or “bricolage” [10]). Our
recommendation in this context is that future tools to support text analysis workflows should
prioritize helping new users understand the tool as more than a “black box”.

Our work shows that text analysis practitioners using topic models also need to maintain some
slowness and manual effort in favor of being able to intervene in a contextually appropriate way.
This theme has arisen in existing work discussing journalists [101], artists [69], social scientists
[37, 81], and humanists doing archival work [10]. Text analysis practitioners need to not just be
able to find problems, but to execute contextually-appropriate interventions that perform as they
expect [7, 106]. The reason this is incompatible with creating one tool ties into van Zundert’s
“paradox of generalization”: that is, building something large and robust risks treating all projects
identically, which hinders text analysis practitioners’ possible innovation for their unique domain
[108]. This resonates with analyses of industry machine learning showing that practitioners want
automation to speed up their existing workflows, but do not want systems making decisions for
them [26, 119]. In applying this work to less computing-centric disciplines, Showkat and Baumer
[101] expose the dissonance between the value of automation in computing practice and the values
of “autonomy, freedom from biases, privacy, trust, and human welfare”. Following Xin et al. [117], to
ensure users can maintain autonomy in their decisions without being overwhelmed by options all at
once, we suggest that future tools to support text analysis workflows should be constructed
modularly so each modular element can motivate, deconstruct, perform, and visualize a
subtask clearly.
Whether it is caused by a value difference or a learning curve, the difficulty of integrating

new tools is cited by our participants and across many analyses of text exploration workflows
[10, 26, 47, 71, 118, 119]. Many existing topic modeling software projects listed in Section 2.3 use
evaluations limited to short sessions with novice users, which means there is limited sense of
long-term trends for knowledge-making and incorporation of these tools among those with a
particular text domain of interest. Studies on real-world projects seem to align with our interviews
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about the difficulty of retaining agency as a domain expert both in ad-hoc workflows [81] and in a
specialized toolkit meant to align with social values, CTAT [45]. To ensure that developed tools
will serve practitioners, future tools to support text analysis workflows should be tested in
grounded, longer-term project environments to verify they are actually compatible with
the values of cross-domain work.

5.3 Trading off Subjectivity and Rigor in Text Analysis
Our findings about practitioners’ decision-making of their models connect with HCI, CSCW, and
digital humanities literature about the tension between subjective judgment to build a model and
objective rigor in drawing conclusions from such a model. Perspectives on the role of subjective
judgment in processing decisions for text analysis vary: in one approach, this subjectivity leads to
doubts about rigor in computational social science [3, 81] and digital humanities [27, 64]. Proponents
of these approaches point out that subjective judgment is already present in humanistic work [35, 88],
that there is no such thing as objective, passive work with data [30], and that engagement with
this subjectivity is in fact necessary to ensure rigor [81, 97]. Our practitioners are not uncritically
taking these steps, but instead making processing and configuration judgments informed by their
situational knowledge in a way that should make the work more reliable, effectively “[using] their
intuitions like a test set” [90] and capturing the “gist” and failures within topics [4]. By detailing
the nature of the judgment processes used by our practitioners, we illustrate the necessity and
validity of this subjective but expert-led process. We recommend that future tools to support
text analysis workflows help practitioners document these decisions to ensure their work
is auditable and reproducible.

5.4 Where Large Language Models Could “Go Wrong"
While this project focuses on probabilistic models, we also believe there are lessons to learn about
an increasingly popular alternate approach to large text collections: large language models. At
the time of writing, large language models (LLMs) like BERT [29] and GPT [85] have quickly
supplanted “older” models in their popularity for language analysis. LLMs have been deployed in
digital humanities and computational social science projects, including for literary studies [91, 120],
corpus analysis [24, 121], economics [42], legal text [124], and psychology [32, 89]. This work
relies on either “fine-tuning”, adjusting an existing model based on an existing massive dataset
with a smaller domain-appropriate set of input data, or “prompting” a chat-based language model,
providing a natural language description of what the model should generate. However, both the
original model and the original dataset used to train these LLMs are often closed, meaning the
original input text and the configuration of the original model are out of practitioners’ control. Even
in situations where these elements are known, their scale is prohibitive without corporate-scale
funding and computational resources, which prohibits smaller academic projects from deviating
substantially from pre-trained models. As tools like BERTopic [49] and more recently LLooM [65]
replace classic topic modeling approaches with LLM-aided tools, a selling point of these approaches
is that they are more interpretible. However, where practitioners relied on their domain expertise
and judgment to resolve conflict, large language models suppress the conflict and explanation
for the decisions they make. This does not prohibit iterative work to fine-tune models or modify
their prompts, but fundamentally, a significant part of the generation of an LLM will always be
unexplainable due to its scale, which stands in opposition to the values practitioners described for
inductive approaches to text analysis. Given the increasing attention towards how small changes in
prompts to these all-purpose models can dramatically affect the output quality [78] and the difficulty
of composing these prompts [122], we see the potential risk that an easy-to-use single-purpose
tool will give participants neither transparency in what might be wrong in their models nor clear
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configurable settings to handle those errors. In developing workflows incorporating LLMs for text
exploration, it will be crucial to determine how to give text domain experts control of the tradeoff
between large, obscure models and small, transparent decisions so text analysis practitioners can
continue to ensure their domain expertise ultimately guides the analysis process. To do this, future
tools to support text analysis workflows should support auditing and navigating large
datasets (like Reif et al. [93]) and develop human-centered approaches to evaluate models
(like [115]).

6 Conclusion
This paper explores how text analysis practitioners use topic models and what makes tools effective
in supporting this work. Our interviews with 15 domain experts revealed that our practitioners
shared a unified workflow that requires synthesizing topic models and text-domain knowledge, one
that resonates with many existing documented workflows for less exploratory machine learning
tasks. We document in this paper (RQ1) the specific knowledge demands placed on these practition-
ers, and (RQ2) how the required contextual expertise can make these processes slow. Our findings
suggest not automating these workflows but adding transparency and easy-to-use tools to support
practitioners’ context-specific judgments and interventions. This work has implications for the
future design of both topic model software and other text analysis software focused on guiding
exploration of a domain-specific text collection, including projects involving LLMs.

7 Limitations
We identify three key limitations to our work. First, our research has participation bias. Since we
used social media word-of-mouth recruitment to find text analysis practitioners, all our participants
are from the authors’ primary and secondary networks. This led us to recruit many participants
with shared interests: in this case, working on historical text (especially newspapers) and English
and German corpora. However, this social connection also motivated participants to share more
comfortably their narratives of challenges and failures in projects. Second, our research has
confirmation bias. Existing literature and some authors’ experiences pointed to similar workflows
as the findings suggested. Additionally, while constructing the generalized workflow, the authors
made subjective judgments to group the phases emerging from the themes upon analyzing the
interview data. To limit the effect of confirmation bias, we used ideas from cognitive work analysis
to break down tasks and ensure the phases truly did generalize to every participant’s sequencing
of tasks. Third, our research has question-order bias. Because our first interview stage prompted
specifically for six or fewer phases of work, later follow-up responses to questions about participant
workflows were framed by the participant’s proposed phase-based workflow, and more discussion
time was spent on earlier phases. Though all participants described revisiting phases or iterating
as part of their process without being prompted, this question-order bias may have limited our
learning about later workflow stages or less phase-specific elements of topic model work.
Despite these limitations, our work bridges the existing workflow studies limited to specific

scholarly or industry disciplines with the role of domain expertise in the workflow that we found
happening in practice. This work can also contribute insights to literature on the design of text
analysis tools by suggesting not to build tools to automate workflow decisions but to better support
practitioners in using their expert judgment to determine the best interventions.
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InterviewQuestions
The following script was the basis of our participant interviews. Different pieces would be eliminated
if a particular phase or task took significant time to elicit. This often resulted in using a subset of
questions in A.3 and prioritizing discussions of the middle phases of the project instead of data
collection or project-specific analyses. The intended time breakdown for each interview was 5
minutes for A.1, 40 minutes for A.2, and 15 minutes for A.3, but in practice, A.2 would often extend
and leave only 5-10 minutes for A.3 or cause the interview to go overtime.

Participant Context
• How would you describe your background in computer science?
• How many years have you been using topic models in your research?
• Why do you use topic modeling?

Task Exploration
• I’d like you to think of a project that you remember particularly well. Would you briefly
describe this project?

• If you had to break this project down into no more than 6 phases, what would those phases
be?

• For each phase:
– What major decisions or considerations is your focus on during this task?
– What information/relationships do you use to make these decisions?
– How much time did this phase take?
– What did you do to speed up this task?
– What existing tool features are especially helpful for this task?

• What didn’t you know at the beginning of this project that you wish you had known?

GeneralQuestions
Not all questions here were used in each interview. Questions marked with an asterisk (*) were prioritized
in this interview phase.

• Pre-processing:
– Where do you find text and in what format?*

• Tools:
– When learning a new tool, where is the first place you look for resources?
– Are there any tools you use which have especially good resources? What made them so
good?

– Was there a time when the software or tools you were using disagreed with what you knew
or believed about the text?*

– Do you find that tools meet your expectations?
– Are there any tools you keep reusing, and why? What about them makes navigation so
easy?*

– Were there features of tools that you found inhibit their use?
– If you could wish one specific tool feature into existence, what would it be?

• Research Process:
– How do you take notes on what you find?*
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• Expert Knowledge:
– How do you anticipate or predict problems that arise?
– What are the big picture elements of topic modeling?
– What’s an example of something that popped out to you and not to others when conducting
topic modeling research? What made it pop out?
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