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ABSTRACT

Most theoretical analyses of stabilization policy are based on
static equilibrium models. The static models suggest that countereyclic
demand-management policies stabilize the business cycle. Several studies
based on dynamic models, however, have shown that conventional stabiliza-
tion policies may actually be destabilizing. This study, based on a nore
sophisticated model, shows how the conflicting results can be reconcilead.

A continuous-time, nonlinear, dynamic simulation model of che
U.S. economy is developed. The study integrates four models communly
explored in basic macroeccnomic theory: the multiplier-accelers.tor, the
IS-LM, the aggregate supply-aggregate demand, and the inventory-adjust-
ment models. Parameters are chosen from readily available sources.

The model produces two cyclic behavior modes. A 4-year business
cycle is produced by the interaction of employment and inventory invest-
ment. A longer 24-year cycle is produced by the accelerator, multiplier,
and capital-stock-adjustment mechanisms. The structural origins of the
behavior modes are determined by a new technique for isolating dominant
feedback loops using eigenvalue elasticities.

Five standard demand-management policies are examined. They are
judged by four different stability criteria measuring both transient
response and frequency response. The results show considerable variation
with the choice of criteria. By most criteria, the policies destabilize
the business cycle, confirming the results of earlier dynamic studies.

At the same time, however, the policies stabilize the longer cycle,
confirming the results from static analysis. Conventional results from
static analysis apply to the longer cycle, which is driven by swings in
final demand, while the results from dynamic analysis apply to the
shorter business cycle, which is driven by inventory investment. The
apparent discrepancy between static and dynamic analysis can, therefore,
be resolved.

Thesis Supervisor: Dr. Robert M. Solow
Title: Institute Professor, Professor of Economics
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CHAPTER I

INTRODUCTION AND LITERATURE REVIEW

A. INTRODUCTION

For many years, the analysis of economic stabilization policy
has been dominated by comparative statics models. The static models show
how raising aggregate demand can restore full employment during economic
downturns and how curtailing aggregate demand can cool an overheated
economy. Based on the static results, countercyclic demand-management
policies are commonly thought to stabilize business cycles. Over the
past 25 years, however, several authors, using dynamic models, have shown
that conventional demand-management policies may actually destabilize the
business cycle. (See the literature review section of this chapter.)

The authors have had little impact on the conventional wisdom about
demand-management policies for at least two reasons:

1) The dynamic models they employ are extremely simplistic
(usually second- or third-order difference equation models).

2) Their analyses provide no way to reconcile the conflicting
results from static and dynamic models.

This study attempts to correct both shortcomings.

A reasonably simple (tenth-order) dynamic model of the U.S.
economy is formulated from four familiar theoretical models: 1) the
multiplier-accelerator model of Samuelson (1939), 2) the inventory-

adjustment model of Metzler (1941), 3) the IS-LM model of Hicks (1937),

and 4) the aggregate-supply/aggregate-demand model found in current




macroeconomics texts (Dornbusch and Fischer, (1978)). The four models
are adapted and drawn together into a continuous-time simulation model of
macroeconomic behavior. Parameters for the model are drawn from existing

data, empirical studies, and previously published models.

The model generates two distinct cyclic modes of behavior. The
first mode is a 4-year cycle very similar to the short-run business cycle
in the U.S. economy. The business cycle is produced by the inventory-
and employment-adjustment mechanisms. Variations in investment and
consumption demand are not part of the endogenous mechanisms that cause
the business cycle. Demand shocks can stimulate movements of inventory
and employement but do not create the cyclic readjustment pattern. 1In
fact, procyclic variations in final demand have a mild stabilizing
influence on the business cycle. The second cyclic mode is a much
longer, 24-year cycle. The longer cycle is produced by the multiplier,
accelerator, and capital-stock-adjustment mechanisms. The long cycle,
unlike the business cycle, is created by variations in consumption and
investment demand. .The long cycle of the model may not have a
counterpart in the U.S. economy. The important point, however, is that
endogenous changes in consumption and investment demand are involved in

long-term dynamics and are not necessary to generate the business cycle.

The model is used to examine the impact of five conventional
macroeconomic stabilization policies. All five are demand-stabilization
policies aimed at raising demand when employment and output are low and

lowering demand when employment and output are high. The five policies




are the:
1) countercyclic transfer payments to consumers,
2) countercyclic government spending,
3) graduated income tax,
4) countercyclic manipulation of money stock, and

5) countercyclic manipulation of money-growth.

All five are commonly recommended as antidotes for business-cycle swings
in economic activity. The effects of all five policies on both the
business cycle and the long cycle are examined. The policies are judged
by several different stability criteria. The results by different
criteria do not always agree, but, by the most important measures of
stability, all five policies destabilize the business cycle and stabilize

the long cycle.

Results of the policy tests explain the apparent discrepancy
between policy conclusions based on static and dynamic models. The
static results are confirmed by the fact that countercyclic demand-
management policies do stabilize the demand-driven cycle. The dynamic
results are confirmed by the fact that the same countercyclic policies
destabilize the business cycle. The static and dynamic results can be
reconciled by noting that the business cycle is caused by endogenous
mechanisms that do not involve changes in final demand. Variatioms in
demand are important to a much longer cycle created by a separate set of
feedback relationships. The two cyclic modes exist simultaneously in the

same model, operating through relatively independent mechanisms.
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Aside from contributing to the debate over stabilization policy,
the study makes two contributions to the field of system dynamics. The
work examines the theoretical and practical differences between several
alternative stability criteria. The criteria include measures of both
transient response and stochastic response. The gain matrix is suzgested
as the theoretically preferred approach to measuring stability. The
effects of a p,licy on the gain matrix cannot be inferred directly frem
its effects on transient response. In fact, none of the stability
criteria examined consistently yields the same policy conclusions as any

other.

The second, and more important, methodological contribution is a
technique for identifying important feedback loops. Isolating dominant
loops is usually done by trial and error. The experimental approach is
time-consuning and error-prone. The new technique is a partial step
toward automating the search for important loops. The method involves
computing eigenvalue elasticities with respect to changes in structural
links of a model. Iloops containing links with large-magnitude
elasticities are dominant. A more complete method is outlined in the
last chapter. The improved technique yields a simple complex number
associated with each loop for each eigenvalue. The number shows how
important each loop is to each mode of behavior in the system. The
complex coordinates separate the effects of the loop on damping and

period for oscillatory modes.
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B. LITERATURE REVIEW

For several decades, the field of macroeconomic theory has been
dominated by static equilibrium models.1 The IS-LM model and, more
recently, the aggregate supply-aggregate demand model have formed the
core of most macroeconomics teaching and research. Both models have been
used to examine the effects of government stabilization policy. The
standard conclusion drawn from these models is that activist managemenc
of aggregate demand by government will stabilize the economy. To
"stabilize" in this context means to facilitate a rapid and smooth return
to equilibrium from a disequilibrium state brought on by some unexpected

shock.

Dornbusch and Fischer (1978, p. 270) sum up the conventional
wisdom about stabilization policy presented in most macroeconomics texts
and courses:

«+s..high unemployment, or a large GNP gap, can be
reduced by an expansion of aggregate demand. An
increase in aggregate demand can in turn be achieved
by expansionary monetary or fiscal policies: an
increase in money supply, & reduction in taxes, an
increase in government spending or an increase in
transfers. Similarly, a boom can be contained by
restrictive monetary or fiscal policies.

1 This section provides a setting for the thesis in the economics

literature. Only seminal works in the develomment and application of
dynamic methods for evaluating stabilization policy are cited. the
bibliography contains further references. Review articles by Cochrane
and Graham (1976) and by Kendrick (1976) would prove useful to those
interested in further pursuing the development of dynamic analysis.
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Many arguments have been made over the relative effectiveness of monetary
vs. fiscal policy and the advantages and disadvantages of automatic vs.
discretionary policy, but most macroeconomics students are left with the

conclusion that a mixture of these policies can stabilize the economy.

While the idea that government demand-management policies
stabilize output and employment still dominates much of macroeconomic
theory, doubts are beginning to surface even in basic texts. Dornbusch
and Fischer (1978, p. 274) point out that:

...since policy making is difficult, it is entirely

possible that the attempts of policy makers to

stabilize the economy could be counterproductive.

Similar doubts surface in many other standard texts such as Darby (1979),
Gordon (1981), Branson (1979), Edgmand (1979). The reservations
expressed about policy effectiveness focus on the difficulty of managing
demand in a timely and predictable manner. The authors point out that
lags in recognition of economic conditions, policy formulation and
implementation can lead to poor timing in demand management. They also
point out that the delays may be variable and that the magnitude of
policy influence on demand may be unpredictable. They do not, however,

question the efficacy of countercyclic demand-management if demand could

be properly manipulated.

By contrast, for almost thirty years a thread in the economics
literature has questioned the efficacy of conventional stabilization
policies even in the absence of both "inside lags" (recognition aad

action lags) and uncertainty about the strength of policy impaci. The
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analysts have not used the standard static equilibrium approach; instead,
they have recast standard assumptions about economic structure into
dynamic models then used them for policy assessment. Most have found
that conventional stabilization policies destabilize the lLusiness cycle

in their models.

Tustin (1953) and Fhillips (1954, 1957) were among the first to
apply the concepts of feedback control to the problem of econonic
dynamics and stabilization. Phillips' papers were particularly important
in stimulating further work in the area. Phillips used an electronic
analog simulator to determine the behavior of a fifth order, continu-
ous-time model of the macroeconomy. His model included multiplier and
inventory effects and a government spending rule. He concluded that a
simple countercyclic government spending rule (one proportional to the
GNP gap) could very easily reduce damping of the 3-year cycle his model
produced. The importance of Phillips' papers lay in his use of a
simulation approach which was capable of dealing with reasonably complex,
nonlinear systems and in his use of damping as a criterion for stability.
His finding that conventional stabilization policies might be

destabilizing was provocative and stimulated interest in dynamic models.

During the 25 years following Phillips' second article
relatively few authors followed his lead. The thrust of his analysis ran
counter to the increasing acceptance of activist government stabilization
policy during the 1960's. Furthermore, the analog computer was foreign

to most economists. Those authors who did continue to look critically at
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stabilization policy did so with much simpler models. They backed away
from the challenge of building more complex models and analyzing them by
simulation. Instead they chose to derive analy:iically the properties of
simple variants on Samuelson's discrete-time multiplier-accelerator

model.

William J. Baumol (1961) made the next major contribution to the
line of work initiated by Phillips. Baumol investigated the properties
of a simple third-order multiplier-accelerator model using isofrequency
and isostability maps. He concluded that:

Plausible and reasonable contracyclical policies turn

out to be capable of increasing the explosiveness and

frequency of economic fluctuations. In fact, none of

the possibilities examined was completely harmless in

these respects, even in the highly simplified world of

the multiplier-accelerator model. There would,

therefore, seem to be little ground for confidence in

such measures in the far more complex and
unpredictable world of reality.

Baumol's analytical tools of isostability and isofrequency plots are
interesting but difficult to apply in more complicated models. The
surfaces become extremely difficult to calculate and visualize in
hyperspace. Baumol's paper made two contributions. First, he introduced
the idea that frequency of oscillation might be used to measure stability
(higher frequency implies less stability). Second, his analytic tools
added legitimacy to the investigation of stabilization policy in dynamic

models for those hesitant to accept Phillips' simulation aprroach.
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Smyth (1963) started a protracted exchange in Public Finance and

other journals on the potentially destabilizing effects of so-called

"automatic stabilizers," particularly graduated income taxes. Smyth

(1963), (1966), (1974); Boyes (1975); Ip (1977); Boxer (1977); Delrome

(1977); Peel (1979); and Ozmucur (1979). Like Baumol, these authors
dealt with extremely simple variants on Samuelson's multiplier-acceler-
ator model. The work is mentioned more for its volume than its
significance; it added relatively little in either richness of economic

structure or methodology for analysis of stability questions.

The next important step in the development of the dynamic
analysis of stabilization policy was taken by Howrey (1967). He
investigated policies using variance instead of damping or frequency as

the measure of stability. 1In motivating his paper Howrey states:

[Baumol's] somewhat pessimistic conclusion was
suggested by an analysis of the transient response of
a deterministic linear system. The question naturally
arises whether results similar to those derived by
Baumol also hold for stochastic systems.

He used a simple second-order multiplier-accelerator model for which he
calculated an isovariance map similar to Baumol's isostability map. He

concluded that:

...it is not, in general, valid to assume that the
stochastic response and the transient response of a
linear system have identical properties with respect
to amplitude and periodicity. In fact, it was shown
that policies which increase the stability of the
system in the sense that they increase the rate at
which transient response damps out may actually
increase the variance of the time path of income.
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Howrey's contribution was to focus discussion on the stochastic
properties of a model, particularly variance, as a measure of stability.
He showed that a policy which increased damping could also increase
variance, making its acceptance or rejection hinge on the choice of

transient or stochastic stability criteria.

After Howrey's article, it became clear that variance was too
broad a measure of stochastic response. In particular, spectral analysis
(decomposition of variance by frequency) suggested that a policy which
reduces variance over the entire frequency spectrum might increase
variance in a restricted range around the frequency of oscilliation
targeted for control. It was necessary, therefore, to use a measure of
stochastic response which emphasized a particular frequency band of
interest. The simplest frequency-dependent measure of stability is a
frequency-weighted average of the autospectral density function of the
variable or variables to be controlled, with the highest weights lying in

a band around the average frequency of the problematic cycle.

Petterson (1973, 1974) was one of the first to use a spectral
approach to analyze stabilization policy. He used a variant of the
multiplier-accelerator model. Later, Bowden (1977) advocated the use of
"spectral utility functions" for designing "optimal" stabilization
policies. Wolters (1980) used a spectral approach to measure the impact
of policies in an econometric model of the Federal Republic of Germany.
Baum and Howrey (1981) compared the effectiveness of monetary and fiscal

policy in an econometric model of the U.S. The authors used changes in




17

the autospectra of output, growth in output, and inflation to judge
policy results. The latter two works use large-scale forecasting models
rather than theoretical models for policy analysis. The use of
forecasting models takes the analysis away from the realm of
macroeconomic theory, with its emphasis on structural explanation of

behavior, into the realm of practical application.

To swmmarize, the original work by Phillips used the richest
structural model but the least developed stability criterion. Most of
the following works emphasized the development of more sophisticated
stability criteria but in the context of simple models which could be
solved analytically. This study presents a theoretical model two to
three times as complex as any of the theoretical models cited above. The
effect of five policies on model behavior is assessed according to four
stability criteria: damping ratio, frequency, damping time, and
frequency response. The frequency-response criterion is an extension of

the autospectral criterion introduced by Petterson (1973, 1974).
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CHAPTER II

BACKGROUND THEORY OF DYNAMIC SYSTEMS

This chapter provides a brief overview of the theory of linear
dynamic systems used to analyze model behavior. The first section
explains and compares alternative criteria for judging the stabilizing
effects of policy changes. The second section presents the formulas used
to calculate parameter sensitivity of model behavior. The third section
develops a method for identifying important feedback structures which

control model behavior.

General methods for analyzing relative stability and sensitivity
in nonlinear systems have not yet been developed. By simulation, it is
possible to determine the behavior cf an arbitrary nonlinear system for a
given set of parameters, initial conditions, and disturbances. 1In
principle, small changes in initial conditions or disturbances could
qualitatively alter behavioral properties of a model. For linear
systems, on the other hand, general measures of stability and sensitivity
have been deveioped which are independent of both initial conditions and
the magnitude of disturbances. Because the methods used to analyze
linear systems are so general and powerful, most of the behavioral
analyses presented here are performed on a linearized version of the

underlying nonlinear simulation model.

Both in theory and in practice, linearization appears to have

little impact on model behavior. Any linearized model is an excellent
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approximation to its nonlinear parent in the immediate neighborhood of
the point around which the linearization is performed. The further
variables stray from the linearization point, the poorer becomes the
linear approximation. The model used in this study does not stray far
from the original linearization point for two reasons. First, the model
describes disequilibrium adjustment processes around a stationary
equilibrium operating point.2 The system does not move to new operating
regionswhere nonlinearities could come into play. Second, stabilization
policy is aimed at insulating the economy from shocks and disturbances
which are usually too small to push the economy into new operating
regions where new dynamic patterns might emerge. At a practical level,
simulations were performed to check key results. None of the checks

revealed any significant distortions introduced by linearization.

Linearization can te a tedious and error-prone process, but a

3

new computer package called DYNASTAT” can automatically linearize a
nonlinear simulation model. Iinearization permits the nonlinear

simulation model to be simplified to the form:

(2.1)

y=Cx+ Du (2.2)

I o
[}
=
o]
+
o)
[~

2 The model deals with business-cycle behavior and does not include
long-term growth mechanisms. The movement of model variables can be
thought of as changes relative to an underlying trend.

3 See bibliographic reference for DYNASTAT.
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where x - (n x 1) vector of state variable derivatives
x - (n x 1) vector of state variables
u - (k x 1) vector of disturbances
¥y - (m x 1) vector of output variables
A - (n x n) system matrix of real constants
azi
where A, =
! 3 x,
—J .
Bli
B - (n x k) matrix of real constants where B, . =
- —d 5
—J
33,
C - (m x n) matrix of real constants where C. . =
= RS
=J
Bli
D - (m x k) matrix of real constants where E& , =
- ’ du,
-=J

DYNASTAT symbolically differentiates the model equations and

writes a program for computing the partial derivative matrices A, B,

la

and D for any given set of parameter values. The matrices A, B, C and D
contain all the information needed to determine the behavioral properties
of the linearized model.

A. STABILITY CRITERIA

Frequency Criterion: If a policy change decreases the frequency

of oscillation in a system, it is a stabilizer.
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Baumol (1961) proposed changes in frequency as a measure of
effectiveness for stabilization policy. In a simple model with one
dominant cyclic mode, change in frequency can be determined directly from
a simulation run of model behavior. Figure 2-1 is a hypothetical
simulation run which compares the behavior of an arbitrary output
variable, Y, in response to a single disturbance both with and without
the policy change being tested. 1In each case the frequency of
oscillation can be calculated as the inverse of the period of
oscillation. In Case A, without the policy, the period is shorter and
the frequency is higher, than in Case B, with the policy. By the

frequency criterion, the policy would be judged as stabilizing.

£. rrRequUENCY

| Y= perwcD

CASE A CASE B
LESS STABLE MORE STABLE

(\WITHOLT PoLicy) (WiTH PoLieyY)

TWE

Figure 2-1. Policy Impact by Frequency Criterion

In a complex model with more than one major behavior mode,
frequency changes can be difficult to determine from simulation runs.
The superposition of several modes distorts individual wave forms to the

point where modes are difficult to separate from each other. In such
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cases the easiest way to determine changes in frequency is to calculate

the eigenvalues of the system matrix, A, in equation (2.1).

Eigenvalues describe the modes of behavior inherent in a linear
model. Eigenvalues are roots of the characteristic equation of a model
or, equivalently, they are values of A for which the determinant

[A\I - A] = o. (2.3)
where A - scalar eigenvalue
I - (nx n) identity matrix

A - (n x n) system matrix (from equation 2.1).

If the elements of the system matrix A are expressed as functions of the
model parameters, the eigenvalues can be very difficult to calculate,
especially if the dimension of A (the order of the system) is large. On
the other hand, if the coefficients in the matrix A are numbers which
correspond to a particular set of parameter values, then numerous
computer routines are available to calculate the numerical values of the
system eigenvalues. The computer packages can determine the eigenvalues

of very large and complex models at relatively low cost.

The total behavior of a linear model is determined by the
superposition (adding up) of simple oscillations and simple exponential
growth or decay terms. Each.oscillation is described by a complex
conjugate pair of eigenvalues. Each exponential term is determined by a
single real eigenvalue. Eigenvalues can be plotted on the complex plane

as shown in Figure 2-2. The real part of each eigenvalue is measured
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along the horizontal axis and the imaginary- part is measured along the
vertical axis. The figure shows six eigenvalues, each represented as a
complex vector. The two real eigenvalues (A and B) correspond to simple
exponentials while the two complex conjugate pairs (C and D) correspond
to cyclic modes. The eigenvalues with positive real parts (A,C) produce
explosive behavior which diverges faster and faster eway from equilibm as
time passes. The eigenvalues with negative real parts {B,D) generate

behavior which converges to equilibriw ..

IMAGINARY

c.

REAL

Figure 2-2. Eigenvalues as Complex Vectors

Figure 2-3 illustrates the behavior associated with each of the
typical eigenvalues in Figure 2-2. The positive real eigenvalue in part
(a) of Figure 2-3 produces exponential growth away from equilibrium. The
time constant of growth is equal to the inverse of the eigenvalue. The
negative real eigenvalue in part (b) of Figure 2-3 yields exponential

decay toward equilibrium. The time constant of exponential decay is
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equal to the negative inverse of the eigenvalue. In part (¢) of Figure
2-3, the complex conjugate pair of eigenvaiues with a positive real part
generates explosive cycles. The expanding cycle can be thought of as a
pure sinusoid with a frequency equal to the magnitude (length) of the
eigenvalues which is then stretched to fit within an envelope of two
exponential growth curves diverging from equilibrium. Both envelope
growth curves have time constants equal to the inverse of the real part
of the complex conjugate pair. Finally, in part (d) of Figure 2-3, the
complex conjugate pair of eigenvalues with a negative real part produces
cycles which decay to equilibrium. The contracting cycle can be thought
of as a pure sinusoid with a frequency equal tn the magnitude of the
eigenvalue which is then squeezed to fit within an envelope of two
exponential decay curves which converge on equilibrium. The expoaential
decay time of the envelope curves is equal to the negative inverse of the
real part of the complex conjugate pair. The frequency of the pure
sinusoid is called the natural frequency, fn. The observed frequency in
the decaying cycle, called the damped frequency, fd’ is equal to the
absolute value of the imaginary parts of the eigenvalues. The damping
ratio, d, is a measure of the attenuation in amplitude from one peak to
the next in a decaying cycle. Damping ratio is equal to the cosine of
eigenvalue pair near the negative real axis and approaches zero for a

pair near the imaginary axis.

The overall behavior of any variable in a linear system can be

calculated as a linear combination (weighted sum) of the modes described




EIGENVALUES
IMALINARY
- (A)

| y" REAL

PosiTive. REAL

c*

(8)

HREGATIVE REAL

Q r (c)

COMPLEY CONJUGATE PAIR
WITH POSITIVE REAL PART

25

L £n- NATURAL FREQUENCY
4n £4.- DAMPED FREQUENCY
S ! o - DAMPING RATIO
AN
dfn v (o)
-‘I‘t « dfn
d.z ecos (2)

COMPLEX CANJUGATE PAIR
UWITH NEGATWE REAL PART

ASSOCIATED  BENAVIOR

TIME
EXPONENTIAL GROWTH
Y
~ ~'
l -~
] -~ R —
e - -~ - —' - - —ﬁ- ———————
(S
Y
- TIME

EXPONENTIAL DECAY

TIME
DECAVING CYQLE

Figure 2-3. Eigenvalues with Associated Behavior Over Time



26

by system eigenvalues. If all eigenvalues have negative real parts, then

all dynamics will eventually die away and the system will remain in

equilibrium. If any of the eigenvalues has a positive real part, then

the eigenvalue(s) with the largest real part will eventually dominate

system behavior.
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In large models, where visual separation of modes in simulation
output is difficult, eigenvalues can be used to asscess the impact of a
policy on frequency. Policies are usually aimed at controlling a
particular cyclic tendency that corresponds to a complex conjugate pair
of eigenvalues with a negative real part (as in Figure 2-3d). By
calculating the eigenvalues of a model before and after a policy
intervention, the impact of a policy on the frequency.of the target cycle
can be determined. The observed (damped) frequency of an oscillatory
mode can be measured by the imaginary part of the corresponding complex
conjugate pair of eigenvalues. If the imaginary parts of the relevant
complex conjugate pair become smaller, then the damped frequency of
oscillation is less and the policy is stabilizing. If the imaginary
parts are greater, then damped frequency rises, and the policy is

destabilizing by the frequency criterion.

Figure 2-4 illustrates how six hypothetical policies (A-F) might
shift an eigenvalue of a cyclic mode. The policies can be sorted into
stabilizers and destabilizers by the frequency criterion. The frequency
criterion says that any policy that decreases the observed (damped)
frequency of a cyclic mode is a stabilizer. Since the imaginary part of
an eigenvalue is the damped frequency associated with it, any policy that
moves the eigenvalue below the horizontal dashed line in Figure 2-4
is a stabilizer by the frequency criterion. Policies A, E and F are

therefore classified as stabilizers, while B, C, and D are destabilizers.
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As a measure of stability, the frequency criterion suffers two
severe problems. First, it is not at all clear why longer, iess frequent
cycles are preferable to shorter, more frequent cycles. In fact, the
contrary argument could be made: more frequent short cycles reduce the
chances of any individual's experiencing long, stressful periods of unem-
ployment. Second, a policy that reduces frequency can simultaneously
reduce the tendency for cycles to die away. The frequency of a cycle is
measured by the imaginary part of a complex conjugate pair of eigen-
values, while the speed of convergence toward equilibrium is measured by
the real part. A policy that reduces the imaginary part can
simultaneously reduce the real part as with policy A. If reducing
frequency means slower convergence, frequency may not be a good measure
of "stability". 1Instead, a measure of convergence such as "damping"

might be a better stability criterion.

Damping Criterion: If a policy increases the rate decay of

oscillation in a system, it is a stabilizer.

Both Phillips (1954-1957) and Baumol (1951) used a damping
criterion to measure stabilization policy effectiveness. Damping
measures the speed of convergence of an oscillation to equilibrium. 1In a
simple model with a single major cyclic mode, the effects of a policy on
damping can be determined from a simulation plot. Figure 2-5 shows a
hypothetical comparison of the behavior of a variable before and after a
policy intervention. In both Case A without the policy and Case B with

the policy the damped frequency of oscillation happens to be the same.
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However, the degree of "damping" differs between the cases. Damping can
be measured by taking the ratio of the height of one cyclic peak to the
next. The higher the ratio, the more attenuation occurs between

successive peaks. In Figure 2-5 the time path shows more damping in Case

B, so the policy is judged a stabilizer by the damping criterion.
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Figure 2-5. Policy Impact by Damping Criterion

In complex models exhibiting multiple modes of behavior, damping
can be very difficult to determine visuwally from a simulation plot. In
such cases, damping can be determined quickly and easily by calculating
the eigenvalues of the system. Referring back to Figure 2-3d, recall
that a damped cyclic mode corresponds to a complex conjugate pair of
eigenvalues with negative real parts. Damping can be measured in either

of two ways using eigenvalues.
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By the first method, damping is defined as the speed of conver-
gence of the envelope exponential curves that contain the oscillation.
Convergence of the envelope is directly related to the real part of the
complex conjugate pair of eigenvalues. A smaller real part (in absolute
value) means slower convergence and less damping, while a larger real
part means faster convergence and more damping by the damping-time

criterion.

By a second, more common method, damping is the ratio of the
speed of convergence to the natural frequency. The damping ratio, so
defined, is closely related to the relative height of successive cyclic
peaks, which was the measure of damping used for the simulation plot in
Figure 2-5. Figure 2-6 shows the time paths corresponding to different
eigenvalues with the same natural frequency but with different damping

ratios. As shown in Figure 2-3d, the damping ratio of an eigenvalue is

DAMPING
d*= RaTI0

Figure 2-6. Behavior for Different Damping Ratios
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calculated as the cosine of the angle in the complex plane from the
positive real axis to the eigenvalue (or, equivalently, as the ratio of
the real part over the magnitude of the eigenvalue). By the damping
ratio-criterion, a greater angle means more damping, while a smaller

angle means less damping.

Referring back to Figure 2-4, we can re-sort the six policies
into stabilizers by each of the two alternative damping criteria. By the
damping-time criterion any policy that increases the real part of the
eigenvalue (in absolute value) is a stabilizer. Therefore, if the new
eigenvalue lies to the left of the vertical dashed line, it is a
stabilizer. By the damping-time criterion, pclicies A, B, and F are
destabilizers, while C, D and E are stabilizers. The results are
different using the damping-ratio criterion. By the damping-ratio
criterion, any policy that increases the angle z of the eigenvalue is a
stabilizer. Therefore, if a policy rotates the eigenvalue toward the
negative real axis, it is a stabilizer. By the damping-ratio criterion,

policies D, E, and F are stabilizers, while A, B and C are destabilizers.

The primary difficulty with both the frequency and damping
criteria is that they measure only the transient response of the system
to a single shock. They do not indicate how the system will respond to a
stream of shocks from different sources, with varying magnitudes and with
erratic timing. The real economy is constantly bombarded by noise and
uncertainty, so stabilization policy should not be aimed at comtrolling

transient response but instead at controlling stochastic response. There
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is no guarantee that transient response is a good guide to stochastic
response. In fact, as will be seen in Chapter 5, stochastic criteria can

lead to different conclusions about policy effects.

Variance Criterion: If a policy change reduces the variance of

a target variable (or the weighted average of variances of several

variables), it is a stabilizer.

Howrey (1967) suggested using variance as a stability criterion.
Variance is one of the simplest measures of the stochastic response of a
system. The variance of a particular variable is defined as the average
of its squared deviation from its mean value. In practical terms, the
variance can be determined from a simulation run of model response when
all noise and disturbance sources are active. A typical noise response

is shown in Figure 2-7. The variance of the plotted variable during the
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Figure 2-7. Variance as a Weighted Area
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period shown is equal to the weighted area between the curve and its mean
divided by the length of the period. Each unit of area is weighted by
its distance from the mean. In order to obtain a good measure of the
"true" (asymptotic) variance of a variable, the simulation run must be
very long. If not, then the particular pattern of noise and disturbances
that prevailed during the run might not be representative of the
underlying stochastic processes, and the calculated variance might be

misleading.

Figure 2-8 shows how the variance criterion might be used to
judge a policy by changes in the variance of a single variable. Curve A
shows the behavior of a variable without the policy, while Curve B shows
its behavior with the policy in effect. Curve B clearly deviates less
from the mean over the length of the plot, indicating a redpction in
variance. The policy would be judged a stabilizer by the variance

criterion.

Variance, unlike frequency or damping, is not a measure of
behavior of the whole system or all variables. Instead, variance is a
measure of the stochastic response of a particular variable to noise and
disturbances occurring in the system. The variances of different
variables are different. Therefore, in order to judge policies by the
variance criterion, one must either choose a particular target variable
whose variance is to be controlled or construct an index of several
variables weighted according to the relative importance of their

respective variances. The value of the index is then computed both wilh
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Figure 2-8. Policy Impact by Variance Criterion

and without the policy in effect. If the policy lowers the iniex value,
it is a stabilizing influence. For simplicity, most studies using a
variance criterion look at the change in variance of a single variable,

usually output.

Variance is a good measure of the tendency for a variable to
stray from equilibrium in the face of random disturbances to a system.
The variance criterion, however, can lead to & poor choice between
policies, because it lumps together the stochastic behavior character-
istics at all frequencies. Total variance can be broken down into

contributions by frequency.
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Such a frequency decomposition of variance is called autospec-

trum or autospectral density function of a variable. A typical auto
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Figure 2-9. Autospectral Density Function (Autospectrum)

spectrum is shown in Figure 2-9. The area under the autospectrum is
equal to the total variance of the variable (Bendat and Piersol (1980),
p. 51). Peaks in the autospectrum indicate that variance is concentrated

at certain frequencies.

Figure 2-10 shows how variance can be a misleading guide to
policy selection. The figure shows the autospectrum of a variable before
and after a policy is introduced. Before a policy is introduced, the
autospectrum shows a peak around frequency fT. The autospectrum peak
shows that the variable tends to oscillate at frequency fT. The policy

to be tested is aimed at reducing the cyclic tendency around fT. After
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Figure 2-10. Trade-off Between Total Variance
and Variance in a Frequency Band

the policy is introduced, the autospectrum changes so that total variance
is diminished. The policy would be judged a stabilizing influence by the
variance criterion. However, the policy has raised the autospectrum peak

around the target frequency fT. The policy has aggravated the

cyclicality it was intended to control. The policy is, therefore, at
best a mixed blessing and, in fact, counterproductive in controlling the
problematic cyclicality. The difficulty with total variance as a
stability measure suggests the use of a frequency-weighted measure of

variance instead.
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Autospectrum Criterion: If a policy reduces variance of a

target variable(s) within a target frequency range, it is a stabilizer.
Pettersen (1974), Bowden (1977), Baum and Howrey (1981), and
others rave suggested measuring stability by changes in the autospectrum
of an output variable(s). Changes at particular frequencies can be
weighted more heavily than at others. For example, a policy may be aimed
at controling the business cycle, which has a frequency of about .25
cycles per year. The policy might be judged a business-cycle stabilize~
if it reduced the autospectrum of important variables in the frequency
range of .15-.35 cycles ner year. Changes in the autospectrum outside

this rcnge would be considered side effects of secondary importance.

Bowden suggested creating a formal stability index based on
variance weighted by frequency. Recall that variance is the area under
the autuspectrum of a variable. A weighting function would specify the
relative importance of variance at different frequencies. The index
Bowden suggests is the area under a curve that is created by multiplying
the original autospectrum curve at each frequency by the appropriate
weight from a weighting function. Expressed mathematically, the
frequency-weighted variance index is the integral over frequency of the

product of the weighting function and the autospectrum.

Index = [ Wy(f)'Syy(f)df (2.4)
O+

Figure 2-11 shows graphically how the index is constructed.

Curve W& is the weighting function for variable Y, plotting the
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importance of variance at each frequency. Curve Syy is the original

autospectrum for variable, Y, showing the decompostion of variance in Y

by frequency. Curve WyS is the weighted power spectrum for variable Y

equal to the value of curve Syy at each frequency. The shaded area under

curve W 5 - is the frequency-weighted variance index suggested by Bowden.
A policy that reduces the index for the target variable is a stabilizer.

If stabilizing more than one target variable is important, then a

weighted combination of indices for several variables can be used in
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Figure 2-11. Frequency-Weighted Variance Index
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place of a single index to measure the stabilizing effect of a policy on

the whole system rather than on a single variable.

In order to apply the concept of a spectral stability criterion,
it is necessary to compute the autospectra of relevant output variables.
Autospectra can be determined either experimentally by analyzing simula-
tion output or analyticaily from a linearized version of the model. The
simulation approach retains the full complexity of a model but requires
the spectral analysis of several variables from long simulation runs.

The analytic approach is more compact but involves structural simplifica-
tions that may distort the autospectrum for high-amplitude disturbances.
Despite its theoretical limitations, only the analytic, linear approach

to determining autospectra will be reviewed here.

Figure 2-12 shows schematically a single-disturbance/single-
output system. The disturbance, U, excites some variable in the system,
which in turn excites dynamic response in all other variables. The
response of the output variable, Y, depends on the properties of the
disturbance and the structure of the system. In particular, the
autospectrum of the output, Syy’ is a function of the autospectrum of the
disturbance term, Suu’ and the gain of the system between the disturbance
and the output variable, Guy' The formula for the autospectrum in the
single-disturbance/single-output case is (Bendat and Piersol (1980), p.

80):

Syy(f) = Suu(f) '[Gw(f)]2 (2.5)
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where f is frequency. The meaning of the terms on the right-hand side of

equation (2.5) is examined below.

DISTURBANCES

w

Figure 2-12. Single-Disturbance/Single-Output System

The autospectrum of the distrubance process decomposes the
variance of disturbance by frequency. Four possible autospectra for the
disturbance term are illustrated in Figure 2-13. Curve A is flat up to a
very high frequency then tails away to zero. Over the frequency range
where the autospectrum is flat the disturbance is "white" noise or noise
without autocorrelation. (Every real-life stochastic process has an
upper cutoff frequency above which there is no variance.) Curve B is a
rectangular hyperbola that corresponds to the auto spectrum for a random

walk (integrated white noise). A random walk has constant® power per
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Figure 2-13. Autospectra for Noise: A - White Noise
(no autocorrelation), B- Random Walk,

C - Sine Wave, D - "Typical" Noise

octave, that is, the variance (area under the autospectrum) between some

frequency f and a constant multiple of f is the same for all f. Curve C
is a spike with zero width and finite area (a multiple of the delta
function). The spike is the autospectrum of a sine wave whose frequency

is the frequency where the spike occurs and whose amplitude is the square

root of twice the area of the spike. All the variance of the sine wave

is concentrated at one frequency. Curve D is a "typical" noise source
whose autospectrum rises to a peak then falls off aggin at higher fre-
quencies. Curve D is probably more realistic the A, B, or C in that it
is autocorrelated, variance is concentrated in the midrange frequencies,

and it contains some variance at all frequencies.

Referring back to equation (2.5), the second term of the product

that determines the autospectrum of the output variable is the gain of
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the system between the disturbance and the output variable. The gain is,
in general, dependent on the frequency of the disturbance. Disturbances
at certain frequencies propogate through the system better than distur-
bances at other frequencies. Gain ai each frequency can be determined by
simulating model behavior in response to a sine wave of that frequency.

A sine wave is added at the point where the disturbance enters the sys-
tem. In a linear system with no eigenvalues in the right half of the

complex plane, all variables go through a period of transience then
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settle down to a sinusoidal movement with exactly the same frequency as
the disturbance (Ogata (1970), p. 374). The amplitude of the sine wave
of the output variable is then compared with the amplitude of the
disturbance to measure gain. Figure 2-14 shows the comparison. Gain
(often called closed-loop, steady-state gain) is measured as the ratio of
the amplitude of the output sinusoid to the amplitude of the disturbance
sinusoid. Gain measures amplification (or attenuation) of the distur-
bance as it propogates through the system to the output variable. (Note
that the output sinusoid is usually shifted in phase relative to the
disturbance sinusoid. Phase shift can be measured equally well in
fractions of a cycle, degrees, or radians. For example, a 1/4-cycle lag

is exactly the same as a 90o lag or a Tw/2-radian lag.)

After simulating model response and calculating gain for several
frequencies, the results can be plotted on a graph like that shown in
Figure 2-15. The plot shows gain as a function of frequency. The plot
illustrates a few "typical" features of the gain curve. First, gain
tails away to zero at very high frequencies. Physical systems cannot
respond quickly enough to propogate high-frequency signals; instead the
signals are filtered out. Second, the gain curve usually shows one or
more peaks that indicate resonant frequencies. The system selectively
amplifies disturbances containing frequencies at or near the resonant

peaks.
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Figure 2-15. Gain vs. Frequency for a Disturbance-Output Pair

Figure 2-16 shows graphically how the autospectrum of the output
variable is generated from the autospectrum of the disturbance and the
gain curve for a single-disturbance/single-output system. At each
frequency the value of the autospectrum of the disturbance is multiplied
by the square of the gainj; the resulting product is the value of the
autospectrum of the output at that frequency. Peaks in the autospectrunm
of the output variable may or may not correspond to peaks in the gain
curve or peaks in the autospectrum of the disturbance, depending on

whether the gain and disturbance peaks reinforce or cancel each other.
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Figure 2-16. Calculating Autospectrum of Output Variable

We will now shift focus from the single-disturbance/single-
output systems to ones with several sources of disturbance and several
important output variables. Figure 2-17 illustrates schematically a
multi-disturbance/multi-output system. We will investigate the case
where the disturbance terms may be autocorrelated but are not cross-
correlated (cross-spectra of the disturbances are all zero). The formula
that determines the autospectrum of an output variable, Ym’ in such a

case is (Bendat and Piersol (1980), p. 197):
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k
- 2
symym (f) = ¢ sukuk(f) . [Gukym(f)] (2.6)

The value of the autospectrum of an output variable at a given
frequency is the sum, over all disturbances, of the value of the
autospectrum of the disturbance multiplied by the squared value of the
gain curve relating the disturbance to the output at the given

frequency.4

4 It should be noted that equation (2.6) is a special case of the
general function defining an output autospectrum where noise terms are
bot? autocorrelated and cross-correlated (Bendat and Piersol (1980), P.
190):
i n
S (f) = £ I s (f).'ru

y ¥y u.u y

*
(39) .« [7, , (GO (2.62)
m-m in 1" m n"m

where Tuiym is the transfer function relating disturbance uy to output Y

(transfer functions are explained later in this section).

J - square root of -1.
*
[ ] - denotes complex conjugate of [ ].

When the cross-spectra, Suiun(f), for i#n are all zero (no cross-

correlation) equation (2.6a) collapses to (2.6) since

: T L ey 12 2
Ty (3£) - [Tukym(af)] = | Tukym(af) l [Gukym(f)]

The analysis presented here could be extended to allow for cross-
correlated disturbances at a considerable cost in complexity.

I should also be noted that in order to calculate the autospectra of
the output variables one must estimate the autospectra of the distur-
bances. Such estimates can be obtained by analyzing the residuals in the
equations used to estimate system parameters. The disturbance auto-
spectra are not estimated in this work, since the analysis concentrates
on changes in the gain curves.
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Figure 2-17. Multi-Disturbance/Multi-Output System

The autospectra of the output variables can be collected into a
scalar stability index by calculating the frequency-weighted variance of
each output, then forming a weighted sum of the weighted variances:

m (o0

Index = £ w J W(f) ° s (f) df
m° Yo
0
mn ® LKk . 2
= 3 wmif w(£) T sukuk(f) [Gukym(f)] af  (2.7)

A policy would be judged by its impact on the index. An increase in the
jndex means greater sensitivity to noise and hence less stability.

Policies do not affect either the weighting terms or the autospectra of
the disturbances. Policies only affect the gain terms that describe the

dynamic properties of the system structure.
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Using a scalar stability index to measure policy response has a
major drawback. The index lumps togeth:r all the changes in gain curves
resulting from a policy intervention. Only the net effect of a policy is
reported; none of the trade-cffs involved is revealed. Take, for
example, a policy which has no effect on the index because it has no
effect on the dynamic properties of the system. By the scalar inlex, an
ineffective policy would be judged the same as a policy witi strong
positive effects and equally strong negative side-effects. A disaggre-
gated approach must be taken to reveal the trade-offs involved in
implenznting each policy. A criterion that considers each gain curve

separately will avoid the aggregation problem of a stability index.

Frequency-Response (Gain) Criterion: If a policy reduces gain

(amplification) in the target frequency range for a particular
combination of distrubance source and output variable, it is a

stabilizer.

Figure 2-18 illustrates the gain matrix which underlies the
frequency-response criterion proposed here. The figure shows the matrix
of gain curves for a multi-disturbance/ multi-output system. Each column
corresponds to an output variable and each row corresponds to a source of
disturbance. Pre-policy gain curves are indicated by solid lines, while
dashed lines indicate post-policy gains. Figure 2-18 illustrates three
kinds of trade-offs that can be identified. First, a policy may increase
the sensitivity of an output variable to one disturbance while decreasing

its sensitivity to another disturbance, as seen by comparing curves (a)
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Figure 2-18. Matrix of Gain Curves

and (c). Second, a policy may decrease the sensitivity of one output to
a di-turbance while increasing the sensitivity of another output to the
same disturbance, as seen in curves (c) and (d). Third, a policy may

change the sensitivity of any or all outputs to any or all disturbances

differently at different frequencies, as shown in curve (b).

Examining changes in the gain-curve matrix allows beth the

positive and negative features of each policy to be identified. Policies
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that are all positi;e, all negative, or ineffective can be distinguished
from policies that entail compromises. If a policy has mostly positive
effects but a few negative ones, a set of compensating policies might be
found which would offset the undesired side effects once they are

discovered.

As discussed before, the gain curves can be obtained through
repeated simulation of system response to sinusoidal disturbances at
different frequencies. The simulation approach, however, becomes a major
computational burden when the number of disturbances and outputs is
large. A much more efficient method of calculating the gain curves is to
use the transfer-function approach. A transfer function describes the
behavior of an output variable in terms of an input signal. Each
disturbance-output combination has a different transfer function.
Evaluating a transfer function at jf (where j is the square root of -1
and f is a specific frequency) yields a complex number which describes
the steady-state response of a particular output variable to a sine wave
of frequency f added to a particular input variable. The complex number
is called the "frequency reaponse" and yields exactly the sane
information about gain and phase shift as the simulation analysis shown

previously in Figure 2-14.

The complex number that results from evaluating & transfer
function at jf can be visualized as a vector in the complex plane, as
shown in Figure 2-19. The length of the vector (or modulus or magnitude

of the complex number) is equal to the gain (output/input amplitude
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ratio) at frequency f. The angle of the vector from the positive real
axis is the phase shift between input and output sinusoids at frequency

f. In equation form (Ogata (1970), p. 374):

Gain = Guy(f) = | Tuy(jf) | (2.8)
Phase Shift = [ruy(jf) (2.9)

where G gain (ratio of output/input amplitude)
T the transfer function
U an input (source of disturbance)
Y an output variable
J square root of -1
f frequency.
|| magnitude (modulus)

/ angle
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Figure 2-19. Frequency Response as a Complex Vector
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A simple formula permits simultaneous computation of
frequency response for all disturbance-output combinations at a given
frequency. The formula involves the matrices of constant coefficients
which describe the linearized model used in equations (2.1) and (2.2)
(0gata (1970), p. 689).

(1 G e (30)]

Y kY1
38 = | . . =C(GEI-ATB+D  (2.10)
T (if) .. T (30)
L_—u1ym _ukyh i

Evaluating the right-hand side of equation (2.10) for a given value of f
yYields a matrix of complex numbers. Each complex number is the frequency
response of a particular disturbance-output combination at frequency f.
Each row of the matrix corresponds to a different output variable, and
each column corresponds to a different disturbance source. By evaluating
the expression at several different frequencies, the frequency-response
characteristics of all output variables with respect to all disturbances

can be determined across the whole frequency spectrum.

Frequency-response information generated by repeated evaluation
of equation (2.10) can be used directly to compute the gain curves shown
in Figure 2-18. The height of the gain curve for a particular
disturbance-output pair at a given frequency, f, is simply the magnitude
of the complex number appearing in the corresponding position in the

transfer matrix evaluated at jf:

Suy (0 = I[2Gn)], | = 0 cr 07" B + 2l (2.11)
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B. PARAMETER SENSITIVITY

Sensitivity of model behavior to parameter changes will be
assessed in two ways. First, sensitivity of the transient response will
be determined by calculating eigenvalue elasticities with respect to each
parameter. Second, the sensitivity of the stochastic response will be
determined by calculating frequency-response elasticities with respect to
the parameters. Both elasticities give the ratin of the percentage
change in a behavioral measure to the percentage change in a parameter
value. The elasticities are accurate only for small changes in the

parameter values.

Eigenvalue Elasticities. The elasticity of an eigenvalue with

respect to a parameter measures the percentage change in the eigenvalue
for a given percentage change in the parameter. The eigenvalue
elasticity is defined here as the partial derivative of the eigenvalue
with respect to the parameter normalized for the size of the parameter
and the size of the eigenvalue. The elasticity of eigenvalue, xi, with

respect to parameter pg; is (Porter and Crossley (1972), p. 22):

'9
P oA P (2.12)
= partial derivative (operator)

where

o
A, = eigenvalue i (scalar)
p_ = parameter g (scalar)

1 = transpose of ith left eigenvector (1 x n vector)

linear system matrix (n x n)

I8 |
"

= ith right eigenvector (n x 1)
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As shown in equation (2.12) the eigenvalue elasticity can be
computed using left and right eigenvectors and the partial derivative

of the linear system matrix, A, with respect to parameter pg'

Each eigenvalue has an associated pair of right and left
eigenvectors. Eigenvectors are n x 1 vectors of complex numbers which
satisfy certain conditions. li is a left eigenvector of eigenvalue

Ai if it satisfies the equation:

A= A1 (2.13)

Ar =71 ), (2.14)

(Right eigenvectors are those refered to by the simple term "eigen-
vectors" in studies which do not draw a distinction between left and
right.) The sets of left and right eigenvectors can be arranged into
n x n left and right eigenvector matricies, where each column is the
eigenvector for a particular eigenvalue. The left eigenvector matrix

satisfies:

(2.15)

It
| >

I
[ =
S

where A; is the diagonal matriv with the system eigenvalues down the
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main diagonal. The right eigenvector matrix satisfies:

AR=R A (2.16)

It may be noted from equations (2.13 through 2.16) that eigenvectors
are uniquely determined only up to a scalar multiple. Eigenvectors
can therefore be scaled arbitrarily. The most convenient scaling is a

normalization such that:

1. r. =1 (2.17)

If normalization is done according to equation (2.17), then (Porter

and Crossley (1972), p. 23):

LR=1 (2.18)

where I is the n x n identity matrix. Equation (2.18) implies that
the matrix of left eigenvectors is the inverse of the matrix of right

eigenvalues:

L =R (2.19)

Eigenvectors must be normalized in this manner for the eigenvalue
elasticity equation (2.12) to hold. Computer routines for computing
eigenvalues usually return the right eigenvector matrix. The left

eigenvector matrix can be calculated by simply taking its inverse.
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The partial derivative of the system matrix, A, with respect to
a parameter is most easily computed by simply calculating the matrix
before and after a small change in the parameter:
*

3 - A
A_A - A (2.20)

(-01)pj

[o%]
gl
I

*
where A is the system matrix with one percent greater value of parameter

pj'

Having computed the partial derivative of A with respect to each
parameter and the normalized left and right eigenvector matrices, the
eigenvalue elasticities are computed using equation (2.12). The eigen-
value elasticities are complex numbers that describe the direction and
magnitude of change in system eigenvalues. An eigenvalue elasticity can
be thought of as a vector in the complex plane, as shown in Figure 2-20.
As shown below, the real component of the elasticity measures the impact
of a parameter change on the natural frequency of a cyclic mode (or the
time constant of an exponential decay mode). The imaginary part of the
elasticity measures the impact on the damping ratio of a cyclic mode (the
imaginary part is always zero for real eigenvalues). An eigenvalue
elasticity in tne first quadrant indicates that an incease in the para-
meter increases the natural frequency and damping of a cyclic mode. An
elasticity in the second quadrant indicates lower natural frequency and
greater damping. In the third quadrant, an elesticity means lower fre-
quency and lower damping. The fourth quadrant indicates that a parameter

increase raises the natural frequency and reduces the damping ratio.
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Figure 2-20. Eigenvalue Elasticity as a Complex Vector

Figure 2-21 illustrates why the angle of an eigenvalue
elasticity indicates the effect of a parameter change on frequency and
damping. Vector A is an eigenvalue with natural frequency equal to its
length and damping equal to the cosine of its angle from the real axis.
Vector B is the partial derivative of the eigenvalue with respect to a
parameter and shows the direction of change in the eigenvalue induced by
a change in the parameter. If the vector B has a component parallel to
the eigenvalue, then the parameter affects natural frequency. If vector
B has a component perpendicular to the eigenvalue, then the parameter
affects damping ratio. Recall from equation (2.12) that the computation
of an eigenvalue elasticity involves dividing the partial derivative of
the eigenvalue (vector B) by the eigenvalue itself. The division

involves subtracting the angle of the eigenvalue from the angle of vector



B. Subtracting the angle of the eigenvalue is the same as rotating the

axes so that the real axis is parallel to the eigenvalue and the
imaginary axis is perbendicular to the eigenvalue. The position of an
eigenvalue elasticity with respect to the real and imaginary axes
therefore relates directly to the effect of a parameter change on the

natural frequency and damping ratio of an eigenvalue.

\ TMAGINARY
\ P rd
5 Al- £,
.7 ! cos(2) - d
A

'X
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Figure 2-21. Eigenvalue Elasticities From Change in Eigenvalue

Eigenvalue elasticity is a convenient measure of the sensitivity
of transient-response sensitivity to parameter changes. The values of
the elasticities are scale-invariant (dimensionless), so they can be
directly compared with each other. A "larger" elasticity means behavior
is more sensitive to a certain percentage change in one parameter than
another. A large elasticity suggests that either 1) model structure is
deficient in the area around the parameter and should be revised, or 2)
extra effort should be expended on obtaining a good estimate of the
parameter, or 3) the parameter should be investigated as a possible

policy lever.
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Frequency-Response Elasticities. The elasticity of frequency

response with respect to a parameter change measures the percentage
change in frequency response (for a given disturbance/output pair at a
given frequency) for a given percentage change in the parameter.
Frequency-response elasticity is defined as the partial derivative of
frequency response with respect to a parameter normalized for the size of
the parameter and frequency response. The frequency-response elasticity

for disturbance, u

K and output, Y at frequency, f, with respect to

parameterlgg; is:

3 [2GiD], . Py
3 v, (20D,
. -1
- efeGrr-nTBedl b,
a p . -1
€ [c (Gr1-87 B+Dl
°C -1 22 -1
= [-3—pg (3r1-87 Bl -[cGfI-4) 55, (3r1-87 Bl
oB 9D P
-1 j

+ [C ( 3f I-A)7 —=] [y ]

- opP, P. . -1

I omk Jopx| [EGEI-AH) B+ D]
m,k
(2.21)

where ) = partial derivative (operator)

T(jf) = frequency response matrix

[] . = element m, k of matrix []

m,x
p_ = parameter g
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I = nxn identity matrix
A, B, C, D = linear system matrices from equations (2.1) and (2.2)
j = square root of -1
f = frequency
b T
= GAIN * GAIN
* LAG fb&?ﬁ .t LAG
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|
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Figure 2-22. Frequency-Response Elasticity as a Complex Vector

Calculating frequency-response elasticity by the formula in
equation (2.21) requires only the linear system matrices and thei;\\
derivatives with respect to the parameters. The matrix derivatives ére
most easily determined by calculating the change in each matrix before

and after a small percentage change in a parameter, then dividing by the

parameter change as done in equation (2.20).

Frequency-response elasticities are complex numbers which des-
cribe the change in gain and phase shift induced by a parameter change.

A frequency-response elasticity can be plotted as a vector in the complex
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plane,‘as shown in Figure 2-22. By an argument similar to that used in
Figure 2-21, the real component of a frequency-response elasticity
measures change in gain. The imaginary part measures change in phase
shift. A frequency-response elasticity in the first quadrant indicates
that an increase in a parameter increases gain and phase shift for the
particular disturbance-output pair and frequency considered. An
elasticity in the second quadrant means gain declines while phase lag
increases. An elasticity in the third quadrant indicates falling gain
and decreasing lag. Finally, the fourth quadrant corresponds to

increasing gain and declining lag.

Frequency response, or sensitivity to disturbance, is measured
by gain. Therefore, the gain component (real part) of frequency-response
elasticity is most important. Phase lag comes into play only with cross-
correlated noise sources. All frequency-response elasticities are
directly comparable, since they are normalized, dimensioniess measures.
If an elasticity has a large positive real part, a small percentage in-
crease in a parameter produces a large percentage increase in gain. A
large negative real part means that a small percentage increase in the

parameter generates a large percentage drop in gain.

The gain component (real part) of frequency-response elasticity
can be plotted as a function of frequency for each disturbance-output
combination. A sample gain component plot is shown in Figure 2-23. The
figure shows that a parameter increase raises gain at low frequencies

slightly while sharply decreasing gain at higher frequencies. An
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increase in the parameter, therefore, destabilizes stochastic response at
low frequencies and stabilizes it at high frequencies. The effects of a
parameter change are, in principle, different for each disturbance-output

pair and at each frequency.

+

FREQUENCY
)

REM. PART OF FREQUENCY RESPONSE ELASTICITY
o

Figure 2-23. Gain Component of Frequency-Response Elasticity
C. DOMINANT LOOP IDENTIFICATION

Most dynamic studies of stabilization policy make no attempt to
jdentify the important causal structures that underlie the cyclic
behavior modes. The following section presents a method for identifying

the feedback loops which create cyclic behavior (complex eigenvalues).
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The system matrix, A, in equation (2.1) represents the condensed
causal structure of a linearized model. Each non-zero element in matrix
A is a causal link between state variables. If element aij is not equal
to zero, then the rate of change in state variable x; depends on the
value of state variable xj. A typical condensed linear structure is
shown in Figure 2-24. Each arrow represents the direct effect of a state
variable on the rate of change in another. The correspending system
matrix is also shown in the figure. The matrix is relatively sparse,
since many of the possible connections between states do not exist in a

typical model.

0 (0] 0 a14 a15
a21 a22 0 0 0
A = 831 a32 0 834 0
0] a42 0] 0 345
a51 0 a53 0] 0
— -
[}
%3

Figure 2-24. Causal Links in lLinearized Model
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Identifying the dominant structure behind a cyclic behavior mode
is done by calculating the elasticity of its eigenvalues with respect to
all non-zero elements of the system matrix. The elasticities are based
on the same formula as equation (2.12), but the expression simplifies,
since the derivative of the A matrix with respect to element apq is an n

x n matrix of zeros except for a 1 in position pq.

3h; '9A a a
-— _p_q. =1 r" X - _p_q = [_1.1] [Ei] Tp_q- (2.22)
8pq  ri %pq Ay P A

The elasticities are complex numbers which show the effects of altering
the strength of a causal link on damping and the natural frequency of the
cyclic mode. The real part gives the effect on natural period, while the
imaginary part gives the effect on the damping ratio. The magnitude of
the elasticity gives the overall sensitivity of the cyclic mode to a

structural link.

Those causal links between states that have large-magnitude
eigenvalue elasticities are particularly important. If a small number of
elasticities have markedly greater magnitudes than others, then the
corresponding links define a dominant subset of model structure. In most
cases the dominant links fit together to form one or more interconnected
feedback loops. The loops create cyclic tendencies, because they form
paths for the propagation of waves. In some cases the eigenvalue
elasticities with respect to entries in the system matrix will clearly
indicate a small number of loops as dominant in generating a cycle. In

other cases the elasticities may not be clearly grouped by magnitude. In
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such cases the cutoff between "dominant" and "secondary” feedback loops
is srbitrary. An extended version of the loop-identification technique

is presented in Chapter VI.
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CHAPTER III

THE MODEL

A. STRUCTURAL ASSUMPTIONS

The model integrates the salient processes of four macroeconomic
models:
1) the multiplier-accelerator model of Samuelson (1939),
2) the IS-LM model of Hicks (1939) and his successors,
3) the aggregate supply-aggregate demand model now used
in most macroeconomics books (Dornbusch and Fischer
(1978)), and

4) the inventory adjustment model of Metzler (1941).

These four models are the ones most commonly presented in macroeconomics
courses on business cycles and stabilization policy. The properties of
the four models form the basis of most economists' intuition about
stabilization policy. Furthermore, most articles in the literature that
deal with the dynamics of stabilization policy draw heavily on these

fcur.

The familiar structures of the four models are integrated into a
single dynamic model of the economy. Some of the structure must be
modified to form a cohesive model, but only a small number of changes
were made. As discussed in Chapter VI, the model could be restructured

in many places to make it more sensible, more robust, or more complete.
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Such modifications were, however, purposely avoided. Leaving the
standard model intact makes the model results easier to compare and

contrast with the results that appear in the literature.

The Multiplier-Accelerator Model. Samuelson's (1939) article on

the interactions between the multiplier and accelerator phenomena
presented one of the first explicitly dynamic models of the macroeconomy.
Samuelson's model is only a very rudimentary representation of the
economy, but it nevertheless contains several important concepts which

form the basis of the model.

The first important concept in the multiplier-accelerator model
is the mutual dependency of consumption and output. Consumption demand
depends on the level of output, and output responds to the level of
demand. Together these produce the multiplier process. Through the
multiplier, a disturbance in demand produces a change in output and a
proportional change in consumption, which feeds back to further disturb

aggregate demand.

The next important concept in the multiplier-accelerator model
is that investment depends on demand. Samuelson chose to represent
investment as a function of change in consumption, but the underlying
concept is that increased demand requires increased capital stock to
maintain facior balance in the production process. For the purposes of
this study, it is convenient to restate the relationship by expressing

investment as a Tunction of desired capital and desired capital as a
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function of the expected level of demand. The dependence of investment
on demand creates the accelerator process. Through the accelerator, a
disturbance in demand produces a change in output and a proportional
change in both desired capital and investment, which further disturbs

demand .

In order to make Samuelson's model correspond to more recent
treatments of a macroeconomic structure, several minor modifications have
been made. First, the lag between changes in output and consumption is a
simple exponential moving average (or Xoyck lag) instead of a discrete
lag. The lagged response of consumption corresponds to the permanent-
income hypothesis of Friedman (1957). Consumption is a fraction of
permanent income. Permanent income is an exponential lag of current
disposable income. Current disposable income equals total output less

net taxes.

Another change made in the multiplier-accelerator model is that
investment depends on the difference between desired and actual capital
stock rather than on the rate of change of demand. Investment is
determined by a simple stock-adjustment formula for capital. Total
capital investment is the sum of depreciation plus a fraction of the
disc. pancy between desired and actual capital. (Samuelson implicitly
assumes that the fraction ia one.) The actual capital stock is the

accumulated difference between investment and depreciation.
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A further alteration of Samuelson's basic model is the
introduction of production capacity. In Samuelson's model, output is a
one-period lag of demand, regardless of the capacity tc produce. The
assumption is changed so that output is affected by potential output as
well as demand. Potential output is a simple Cobb-Douglas function of
two faztors, labor and capital. Both labor and capital are adjusted in
response to changes in expected demanl. Expected demand is a moving
average of current demand. BEmployment responds to short-run changes in
demand, while capital responds to long-run changes in demand. The
difference between output and potential output is explainei by changes in

capacity utilization, primarily through use of overtime and undertime.

The final change made to Samuelson's model involved adding an
explicit pool of labor. Labor will be referred to hereafter as
employment in order to distinguish the concept of the number of people
currently employed from the number of people participating in the labor
force. The level of employment is assumed to adjust exponentially to
desired employment. The net hiring rate is a constant fraction of the
difference between desired employment and actual employment. Desired

employment is directly proportional to short-run desired output.

None of the above modifications in the multiplier-accelerator
model does violence to the theory underlying Samuelson's work. Instead,
they simply make more explicit the disequilibrium adjustment processes
that produce the multiplier and accelerator phenomena. The modified

multiplier-accelerator system is illustrated in Figure 3-1. The diagram



70

shows each of the major variables and the causal links that connect them.
Each of the five state (or stock) variables is represented by a
rectangle. The modified multiplier-accelerator model is dynamically
richer than the original form, since it is of fifth rather than second
order. Yet the new model has added no concepts that were not already

implicit.

Figure 3-1 is called a causal-loop diagram. Each arrow in the
diagram represents a causal link between one variable and another. A
closed chain of causal links represents a feedback loop. The polarity of
a feedback loop can be determined by checking the polarity of each causal
link that it contains. A positive loop contains zero or an even number
of negative links. A negative loop contains an odd number of negative
links. A positive loop produces self-reinforcing change, whereas a
negative loop produces self-regulating change. The polarity of an
individual causal link can be determined by asking the question: does a
change in the driving variable produce a change in the same or opposite
direction in the driven variable? If a change in the driving variable
produces a change in the same direction in the driven variable, then the
link is positive. If the change in the driving variable produces a
change in the opposite direction in the driven variable, then the link is
negative. For example, an increase in output leads to an increase in
disposable income. Therefore, the link between output and income is
positive. The link between capital and investment, on the other hand, is
negative, because an increase in capital stock tends to reduce the rate

of investment.
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As can be seen from Figure 3-1, both the multiplier and
accelerator mechanisms are positive feedback loops. Both loops are
positive since neither contains any negative'causal links. The
multiplier loop at the top of the figure shows how disturbances in demand
can be amplified by changes in disposable income and consumption
spending. Assume for the moment that a disturbance occurs in aggregate
demand, and trace its effect through the multiplier loop. An increase in
aggregate demand will, after a short delay, lead to an increase in
short-term expected demand. An increase in short-term expected demand
raises desired employment, which leads to an increase in actual output
through the addition of employment. A rise in output in turn increases
current disposable income and, after a lag, raises consumption spending.
The increase in consumption further amplifies the original jump in

aggregate demand.

In a similar manner, trace the effects of a disturbance in
aggregate demand through the accelerator loop. An increase in demand
raises long-run expected demand, which pushes up desired capital. A rise
in desired capital increases the rate of investment, which further
increases aggregate demand. Both the multiplier and accelerator loops

tend to amplify demand disturbances.

‘ The modified multiplier-accelerator model is very similar to the
model proposed by low (1976). Low, however, did not go on to incorporate

interest rate, price, and inventory as done below.
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The IS-LM Model. Hicks (1937) first presented the IS-LM model.

Since Hicks' original article, the IS-LM model has become the standard
analytical framework used in most macroeconomics textbooks. The IS-LM
model can be viewed as an extension of the multiplier-accelerator model
in that it adds a rudimentary financial system. In its dynamic version,
the IS-LM model adds one new variable and a major negative feedback 1lonop
to the model. The new variable is the interest rate, which changes th-
holding cost of capital and therefore becomes an argument in the
determination of the desired capital stock. Increased interest rates
lead to higher capital costs, which reduce desired capital stock and

suppress the rate of investment.

The interest rate itself is a function of output by a slightly
more complicated argument. Assuming a fixed price level and constant
desired money velocity, an increase in output leads to an increase in
money demand. More money is needed in order to support a higher flow of
transactions. The money supply, however, is assumed to be exogenously
fixed. The interest rate is the mechanism through which possible
discrepancies between money demand and money supply are reconciled. A
rise in the interest rate increases the opportunity cost of holding money
and therefore suppresses the demand for money. The money market is
assumed to clear very quickly, so, for simplicity, the assumption is made
that the interest rate instantaneously takes on whatever value is

necessary to equate money demand with money supply.



74

N

M\) A
ad e
uot3eyol’adag 1e3yded
anuagnu and3no
o + pabeiaay
ajey
\ seastx +
Amuamnu
+ paiysaq
I
uU3w3saIAUL
aal
puewaq
pa3dadxa
uni-buoy
+
+
d Xid
* Te g e puewsq ogowm._ﬁ u...&..:o A
8aTwes puewaq o u sukotd nd
— pajoadxd —> —s! Juauwiordudg — ————p 30AINO
TRUTS + 93ebaibby + uni-3104S + paatsaq A +.~3u:¢uo& +
+/ +
/(
o}
uojdunsu
T3 0D 05 .
+ 2wooul
Ad aTqesods =
but :.wmm . SWORT | g .nno:ouu”” 19
uyp!
JU3WUI8A0D JuIURWIIL + / s1936URIL
JUAWUIDIA0D

IS-ILM Model (Interest Rate Added)

Figure 3-2.



75

The causal links between output, the interest rate, and desired
capital complete a new negative feedback loop in the basic multiplier-
accelerator model as shown in Figure 3-2. An increase in aggregate
demand raises output. A rise in output leads to an increase in average
(perceived) output. An increase in average output would raise money
demand, but instead the interest rate rises to maintain equilibrium in
the money market. The increased interest rate raises the holding cost of
capital, lowering the desired capital stock and suppressing investment.
The drop in investment tends to counteract the original disturbance in
aggregate demand. As can be seen in Figure 3-2, the new interest rate
loop is negative since it contains a single negative causal link between
interest rate and desired capital stock. The new negative loop produces
compensating feedback to hold demand and output at the level which can be

supported by the existing money stock and price level.

The Aggregate Demand-Aggegate Supply Model. Dornbusch und

Fischer (1978) and many other authors work with the aggregate-demand
model, which is a relatively recent extension of the IS-LM framework.
The aggregate sapply-aggregate demand model has now become standard in
most macroeconomics texts at the intermediate and advanced levels. The
principal new ingredient is price change. One negative feedback loop is

added.

The new structure added by the aggregate supply-aggregate demand

model is highlighted in Figure 3-3. In discussing the new causal links,

it is perhaps best to start with the desired capital and work backward.
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Desired capital is now a function of the interest rate. The interest
rate is determined in much the same way as interest rate in the IS-LM
model. The only difference is that price now enters the formulation as
well as output and money stock. Price multiplied by output gives the
nominal value of transactions (P*T = M*V). The interest rate varies so
that money demand exactly equals the money supply at the current rate of

nominal transactions.

The price level is determined by a Phillips curve. The Phillips
curve relates price change to the unemploynent rate. As the unemployment
rate falls, the rate of increase in wage costs rises, forcing up prices.
At high levels of unemployment, wages are bid down, reducing costs and
allowing prices to fall. The unemployment rate is that fraction of a
constant total labor force which is not employed. The Phillips-curve
effect on price change assumes that real wage is constant. Any change in
wage due to excess supply or demand for labor is passed on to price.

None of the four basic macroeconomic models deals with changes in real
wages.

The impact of the new negative loop can now be examined. An
increase in aggregate demand leads to higher expected demand and
employment. An increase in employment reduces unemployment, which,
through the Phillips curve, causes price to rise. A price rise raises
money demand, which raises the interest rate. The higher interest rate
lowers desired capital stock and chokes off investment demand. Iower
investment finally reduces aggregate demand, counteracting the original

increase.
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4. The Inventory-Adjustment Model. Metzler (1941) outlined a

series of simple inventory-adjustment models. His last and most complex
model was adapted for use in this thesis. Inventory is treated as the
stock of finished goods, which is augmented by output and depleted by
final sales. Inventory is the integral of production minus sales.
Inventory feeds back to output through desired inventory investment and
expected demand. Before introducing inventories, demand was made up of
only final sales for consumption, investment, and government purchases.
With inventories added, aggregate demand also includes a component for
desired inventory investment. Desired inventory investment is equal to a
fraction of the discrepancy between desired and actual inventory.

Desired inventory is proportional to long-run expected demand.

The new inventory-adjustment structure is highlighted in Figure
3-4. The most important feature added to the model is a major negative
feedback loop involving inventory and employment. The effects of the new
loop can be traced starting at aggregate demand. An increase in
aggregate demand raises short-run desired output, which pushes up desired
employment. The increase in desired employment raises hiring and the
level of employment. Higher employment leals to greater output and the
accumulation of inventory. Rising inventory then suppresses desired
inventory investment, closing the negative feedback loop. As will be
seen in the analysis of model behavior, the inventory-employment loop

rlays a major role in generating a business cycle in the model.
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The model shown in Figure 3-4, with inventories, is super-
ficially similar to that of Mass (1975). The choice of variables is much
the same. The fine structure of the model, however, is quite different.
Mass invoked many assumptions not g=nerally associated with the four

theoretical models discussed here.

Three features of the thesis model should be noted. First, the
model is written in continuous time, not discrete time, as were the
original models of Samuelson and Metzler. The continuous-time format
permits the use of smooth lag functions, whose dynamic properties do not
depend on discrete steps between successive computations. Second, the
model deals with the dynamics of macroeconomic variables around a
stationary equilibrium operating point. Growth dynamics has been omitted
from the model. The implicit assumption has been made that the dynamics
of growth and fluctuation are separable, that growth simply produces a
trend in the equilibrium operating point. Third, the model is
"demand-constrained." The supplies of labor and capital are not limited;

either is available if required.

B. MODEL EQUATIONS

The base model contains twenty-seven equations. Since there are
only ten state variables, the model could be simplified to ten
first-order differential equations, or one tenth-order differential
equation. The extra equations were added to clarify the underlying

economic concepts. All twenty-seven egquations are listed below, along
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with the definitions of all variables and constants. A causal-loop
diagram of the complete model is provided in Figure 3-5. (The only
difference between Figures 3-4 and 3-5 is the inclusion of the tenth
state variable, lagged unemployment, which is used only in policy

analysis.)

The equations appearing in this chapter are written in simple

differential equation format. A few conventions should be noted:

1) Variables are represented by upper-case abbreviations;
2) Constants are represented by lower-case abbreviations;

3) A dot over a variable represents its derivative with
respect to time;

4) Multiplication is represented by an asterisk, division by a
slash.

The actual equations used for simulation are written for the
DYNAMO compiler and have been omitted here to avoid any possible
confusion, due to special syntax, over the economic content of the model.
A complete listing of equations for the DYNAMO simuletion model appears
in Appendix A. Appendix C lists all the DYNAMO equations with variable

names and definitions interspersed.
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Basic Model Equations

PTY * (1 - fcu) + SED * fcu
E 1-a K o
* (B * (2
eyt (&) &
(DE - E)/tae
(1-a ) * sED/rw

(A - SED)/tssd

FS + DII
C+1I+G
(DIV - IV)/tai

nic * LED

Y - FS

PY * apc

(CDY - PY)/tsy

Y - (T - GT)

KD + (DK - K)/tak
I -~-KD

K/alk

(1)

(2)

(3)

(4)

(5)

(6)
(7)
(8)
(9)

(10)

(11)

(12)

(13)

{14;

(15)

(16)
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DK = o * LED/(1/alk + R)

1ED

=}
n

AY

p/P

(=]
n

L=
"

GT =

LU

(A - LED)/tsld

»* - -
Ir * [ * (X2 ePy-1 & (AYy-yem

eyvm

(Y - AY)/tsay

spc * ((nru/U)

(—==2— - E)/(

1 - nru

tr * Y

egt

egs

(U - WU)/tsu

-1)

ee
i1 - nru

)

ey

P
(&p

)-1 ]1/iem

(17)

(18)

(19)

(20)

(21)

(22)

(23)

(24)

(25)

(26)

(27)
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Variable Definitions

A - Aggregate Demand

AY - Averaged Output

C - Comsumption

Cby - Current Pisposable Income
DE - Desired Employment

DIT - Desired Inventory Investment
DIV - Desired Inventory

DK - Desired Capital Stock

E - Employment

FS - Final Sales

G - Government Spending

GT - Government Transiers

I - Capital Investment

v - Inventory

K - Capital Stock

KD - Capital Depreciation

LED - Long-run Expected Demand

w - lagged Unemployment
- Money
P - Price level
PTY - Potential Output
PY - Permanent Income
R - Interest Rate
SED - Short-run Expected Demand
T - Taxes
- Unemployment
Y - Output



alk
apc
ee
egs
egt
ek
ep
ey
eyvm
fcu
iem
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nic
nru
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tsld
tsu
tsy
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Constant Definitions

- Coefficient on Capital in Cobb-Douglass
Prodinction Function

- Average Life of Capital

- Average Propensity to Consume

- Equilibrium Employment

- Equilibrium Government Spending

- Equilibrium Covernment Transfers

- Equilibrium Capital Stock

- Equilibrium Price level

- Equilibrium Output

- Equilibrium Income Velocity of Money
- Flexibility of Capacity Utilization
- Interest Elasticity of Money Demand
- Long-term Interest Rate

- Normal Inventory Covrage

- Natural Rate of Unemployment

- Real Wage

- Slope of Phillips Curve

- Time to Adjust Employment

- Time to Adjust Inveatery

- Time to Adjust Capital Stock

- Tax Rate

- Time to Smooth Average Output

- Time to Smooth Long-run Demand

- Time to Smooth Unemployment

- Time to Smooth Income

- Time to Smooth Short-run Demand

- Incame Elasticity of Money Demand
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Each of the model equations is discussed below starting with
output and working backward through the causal chains. Each equation is
repeated in the text along with the definitions and units of measure of

all variables and constants which appear in it.

Output (Y). Output is a weighted average of potential output
and short-run expected demand. The weighting parameter is the
flexibility of capacity utilization. Higher flexibility means that
output can vary more strongly with expectel demand and is constrained
less by potential output. Increased production in the absence of new
capacity is accomplished through the use of overtime, extra shifts, ani

more intensive use of capital plant. Equation 3.1 defines output:

Y = PTY * (1 - fcu) + SED * fcu (3.1)

<
1

Output (units/year)

PTY - Potential Output (units/year)
fcu - Flexibility of Capacity Utilization (dimensionless)
SED - Short-run Expected Demand (units/year)

Potential Output (PTY). Potential output is determined by the

stocks of labor and capital according to a Cobb-Douglas production
function, which is by far the most commonly used production function in
simple macroeconomic models. The Cobb-Douglas function is mathematically
convenient and exhibits most of the desirable properties of a production
function. It has constant returns to scale and a diminishing marginal
product to the production factors. The equilibrium share of total output

(income) accruing to each production factor is constant and equal to the
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factor's exponent in the production function. The equilibrium share of
income to labor is equal to the exponent on labor, and the share of
income to capital is equal to the exponent on capital. The constancy of
equilibrium factor shares will be derived below in the discussion of

desired employment. Equation (3.2) defines potential output:

oo PTY = ey * (2)(1-%) w Koy (3.2)

PTY - Potential Output (units/year)

ey - Equilibrium Output (units/year)

E - Employment (persons)

ee - Equilibrium Employment (persons)

K - Capital Stock (units)

ek - Equilibrium Capital Stock (units)
o - Exponent on Capital (dimensionless)

The equilibrium constants ey, ee, and ek are the initial values of
output, employment, and capital when the model is started. The initial
conditions are chosen so that the model is in full economic equilibrium
at the start. Derivation of these equilibrium conditions is given in the

discussion of parameter values in the last section of this chapter.

Employment (E). BEmployment is defined as total man-hours
dedicated to production. The level of employment is determined by a
simple exponential stock-adjustment formula. The stock adjustment
formula can be represented as a first-order differential equation, where
the net rate of change in the stock is equal to a fraction of the
discrepancy between desired and actual stocks. The rate of change in

employment is equal to the discrepancy between desired and actual
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employment divided by the time to adjust employment. If desired
employment remained constant, then actual employment would move
exponentially toward desired employment with a time constant equal to the

time to adjust employment.

.

E = (DE - E)/tae (3.3)
E - Rate of Change in Bmployment (persons/year)
DE - Desired Employment (persons)
E - Employment (persons)
tae - Time to Adjust Employment (years)

Desired Employment (DE). Desired employment, defined below in

Equation (3.4), is proportional to short-run expected demand. Desired
employment is equal to the exponent on labor in the production function
multiplied by short-run expected demand divided by the real wage. The
formula for desired employment is based on the standard neoclassical
assumption of profit-maximizing behavior in the acquisition of production
factors. In this simple model, profit is total revenues (output times
price of output) less the holding cost of capital (capital times the
price of capital times the depreciation rate plus the interest rate) less

the cost of labor (employment times the wage rate).
Profit = Y*P -K*P * (1/alk +R) - E* (rv* P )
The profit-maximizing level of employment is obtained by setting the

partial derivative of profit with respect to employment equal to zero and

solving for employment. The result is a static equilibrium target for
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employment that does not respond to changes in capital stock. The lack
of cross-coupling between production factors is justifiable, because the
supplies of both labor and capital are not constrained in the model.
Factor imbalance resulting from unavailability of one or the other cannot

occur.

_ 9 Profit _ 9y, % . (L -o)y*y*p *
0 =—5% 35 * P - (rw Po) = £ o - (rw PO)

or p
po{1-o)*Y*® o (1 -0a)*yY
- Tw * Po - rw

The profit-maximizing stock of capital is similarly calculated
by setting the partial derivative of profit with respect to capital equal

to zero and solving for capital.

3 Profit 9 Y a¥*y* Po
= * - * = —_— *
K st ¥ P, - B (1/alk + R) X P (1/alk + R)
or: a*y* PO awy

K= P(i/alk v+ R) ~ (1/alk + )

The cancellation of price of output P; and the price of capital Pk occurs
when capital units are scaled so that they are the same "size" as any

other unit of output.

The expressions for desired capital and labor can be usel to
show that the Cobb-Douglas production function implies that a constant
share of physical output accrues to each production factor. The total

amount of real output accruing to a production factor in equilibrium is
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equal to its real holding cost multiplied by the desired factor stock.
For the case of capital, holding cost multiplied by desired stock equals
the exponent on capital multiplied by real output. Therefore, the

capital exponent is the constant fraction of output accruing to capital.

o %y
* = Q
(1/alk + R) YATES] Y
In a similar manner, multiplying real wage by desired labor
shows that the labor exponent is the constant fraction of output accruing
to labor.

(CECIDELE g (1 -a) *Y

In conformity with the above derivation for equilibrium labor
stock, desired employment is equal to the exponent on employment
multiplied by expected demand, divided by the real wage. In this model
real wage is a constant, since the fractional rates of change in wage and

price are assumed to be equal.

DE = (1 - a) * SED/rw (3.4)
DE - Desired Employment (persons)
0 -~ Exponent or Capital in Production Function
(dimensionless)
SED - Short-run Expected Demand (units/year)

rw - Real Wage Rate (units/person-year)

Short-run Expected Demand (SED). Firms are assumed to have

adaptive sales expectations. Short-run expected demand is therefore an
exponential average of current aggregate demand. The rate of change in

expected demand is proportional to the difference between current
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aggregate demani and expected demand. The constant of proportionality is

the inverse of the time to smooth short-run demand.

SED = (A - SED)/tssd (3.5)
SED - Rate of Change in Short-run Expected Demand
(units/year/year)
SED - Short-run Expected Demand (units/year)

A - Aggregate Demand (units/year)
tssd - Time to Smooth Short-run Demand (years)

Aggregate Demand (A). Total aggregate demand is the sum of

final sales of goods plus desired inventory investment. Final Sales is
the swn of consumption, investment, and government demanis on the
assumption that all demands are satisfied. For the economy as a whole,
demand for goods to build up inventories is indistinguishable from demand

for final sales, so the two are added together.

A = FS + DII (3.6)
A - Aggregate Demand (units/year)

FS - Final Sales (units/year)

DII - Desired Inventory Investment (units/year)

Final Sales (FS). Final Sales is defined as the sum of

consumption demand, gross fixed capital investment, and government
expenditure. Consumers, producers, and government all order goods and
services from the same production sector. No attempt was made to
disaggregate production into consumer, capital, and government sectors.

The assumption of an agzregated production sector follows in the spirit

of most simple macroeconomic models.
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FS=C+1+G (3.7)
FS - Final Sales (units/year)

C - Consumption (units/year)

I - Investment (units/year)

G - Government Spending (units/year)

Desired Inventory Investment (DII). The desired rate of

investment in inventory is determined by a simple stock-adjustment
formula. A fraction of the discrepancy between desired and actual
inventory is the desired inventory investment rate. The fractional rate
of change is equal to the reciprocal of the time to adjust inventory.
Desired and actual inventory investment will differ if production is

different for aggregate demand.

DII = (DIV - IV)/tai (3.8)
DII - Desired Inventory Investment (units/year)

DIV - Desired Inventory (units)

IV - Inventory (units)

tai - Time to Adjust Inventory (years)

Desired Inventory (DIV). Desired inventory is assumed to be

proportional to short-run expected demand. The implicit assumption being
made is that a constant number of weeks' or months' worth of inventory
must be held in order to cover the production and distribution delays
before final sales. Many motives for holding inventory have been
discussed in the literature, but most imply that desired inventory rises

more or less proportionally with the sales rate (Blinder (1980)).
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DIV = nic * SED (3.9)

DIV - Desired Inventory (units)
nic Normal Inventory Coverage (years)
SED - Short-run Expected Demand (units/year)

Inventory (IV). The rate of change in inventory is, by

definition, the difference between output and final sales. Output is the
only flow into inventory, and final sales is the only flow out.

Inventory losses and obsolescence are ignored for simplicity. All demand
is assumed to be satisfied. Supply does not constrain demand; inventory
availability does not affect sales. The independence of sales from
supply is a simplifying assumption which is valid in a restricted range
around the equilibrium operating point of the system. Wide variations in
inventory were not encountered in dynamic analysis of model behavior, so
the assumption should be permissible.

IV=7Y - FS (3.10)

IV - Rate of Change in Inventory (units/year)
Y - Output (units/year)
FS - Final Sales (units/year)

Consumption (C). The consumption function is based on the

permanent income hypothesis of Friedman (1957). Consumpticn is equal to
a constant fraction of permanent income. The constant fraction of
disposable income spent on consumption goods equals the average
propensity to consume. Permanent income is an exponential average of
current disposable income. A drop in income does not cause an immediate
drop in consumption. Instead, consumption falls slowly as the change in

income comes to be regarded as permanent. The partial adjustment of



consumption to changes in income means that the short-run marginal
propensity to consume will be less than the long-run average propensity
to consume.

C = PY * apc (3.11)

]

C - Consumption (units/year)
PY - Permanent Income (units/year)
apc Average Propensity to Consume (dimensionless)

Permanent Income (PY). Expectations of permanent income are

assumed to be adaptive. Friedman (1957) also made the assumption of
adaptive expectations. Permanent income is therefore an exponential
average of current disposable income. The rate of change in permanent
income is a fraction of the discrepancy between current disposable income
ard permanent disposable income. The exponential time constant of

adjustment for permanent disposable income is the time to smooth income.

PY = (CDY - PY)/tsy (3.12)

PY - Rate of Change in Permanent Income
(units/year/year)

PY - Permanent Income (units/year)

CDY - Current Disposable Income (units/year)

tsy - Time to Smooth Income (years)

Current Disposable Income (CDY). Current disposable income is

defined as total output less net taxes. Net taxes are the difference

between taxes and government transfers.
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CI¥ =Y - (T - GT) (3.13)

CDY - Current Disposable Income (units/year)
Output (units/year)

GT - Government Transfers (units/year)

T - Taxes (units/year)

>
1

Tnvestment (I). TFixed capital investment is given by a simple

stock-adjustment formula. The base rate of investment is equal to
physical capital depreciation. The base rate is modified by the need to
expand or contract the capital stock. Investment is therefore equal to
capital depreciation plus a fraction of the discrepancy between desired
and actual capital stocks. The exponential time constant on the

adjustment is the time to ad just capital.

I =KD+ (DK - K)/tak (3.14)
I - Investment (units/year)

KD - Capital Depreciation (units/year)

DK - Desired Capital (units)
K - Capital (units)

tak - Time to Adjust Capital (years)

Capital (K). The stock of capital is augmented by investment
and depleted by capital depreciation. Therefore, the rate of change in
capital is equal to the difference between investment and capitail

depreciation.

=1 - KD (3.15)

Rate of Change in Capital (units/year)
Investment (units/year)
Capital Depreciation (units/year)

R e R
!
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.
Capital Depreciation (KD). Physical capital is assumed to have

a constant average service life. Capital depreciation is therefore
proportional to capital stock. The constant expoaential decay rate on
capital is the average service life of capital. The assumption of a
depreciation rate based on th= total capital stock ignores the importance

of capital vintaging.

KD = K/alk (3.16)
KD - Capital Depreciation {units/year)

K - Capital (units)
alk - Average Life of Capital (years)

Desired Capital {(DK). The desired stock of capital was

calculated along with the desired stock of employnent in the discussion
of Equation (3.4). Capital, unlike labor, is a long-lived asset for the
prcduction sector. Capital should respond more slowly than labor to
changes in demand and inventory conditions. Desired capital is,
therefore, a function of long-run expected demand, not short-run expected

demand, as was labor.

DK = a* LED/(1/alk + R) (3.17)
DK - Desired Capital (units)
0. - Production Function Exponent on Capital
(dimensionless)
LED - Long-run Expected Demand (units/year)
alk - Average Life of Capital (years)

R - Interest Rate (fraction/year)

Long-run Expected Demand (LED). Long-run expected demand is an

exponential average of aggregate demand. Expectations of long-run demand

are assumed to be adaptive, just like expectations of short-run demand in
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Equation (3.5). The only difference between long- and short-run expected
demand is the length of the smoothing time. The time to smooth long-run
demand is greater, reflecting the longer average life of capital plant as

compared with labor.

LED = (A - LED)/tsld (3.18)
LED - Rate of Change in lLong-run Expected Demand
(units/year/year)
A - Aggregate Demand (units/year)

LED - Long-run Expected Demand (units/year)
tsld - Time to Smooth long-run Demand (years)

Interest Rate (R). The interest rate is assumed to

instantaneously equilibrate supply and demand in the money market. The
primary determinants of money demand are the needs for transactions =nd
precautionary balances. Transactions balances are needed to smooth
expenditures in the face of lumpy income receipts. Precautionary
balances are needed to reduce the probability of being caught short of
cash by unexpected changes in income or expenditure patterns.
Transactions balances and precautionary balances can and do overlap.
Money held for one purpose can be used for another. The demand for money
is usually thought of as a function of three variables: real output,
price level, and interest rate. Money demand rises with real output
since a higher level of real transactions requires greater real money
balances. Money demand should change in direct proportion to the price
level to avoid the possibility of money illusion. Money demand should
vary inversely with the interest rate. An increase in nominal interest

rate raises the opportunity cost of holding money. Higher money holding
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costs should lead to a shorter payment period and therefore lower
transactions balances. Higher holding costs also reduce precautionary
balances since the expense of insuring against unforeseen cash
requirements is increased. The speculative demand for money is ignored

since the model does not contain sufficient detail to track wealth.

Money demand can be written as equilibrium money demand
multiplied by the effects of output, price, and interest rate.
Equilibrium money demand is equal to equilibrinm output times equilibrium
price divided by the equilibrium income velocity of money. The effect of
output on money demand is current output divided by =juilibrium output
all raised to a constant power. The exponent on output is the income
elasticity of money demand. The effect of price on mon=y demand is
current price divided by equilibrium price. The implicit exponent on
price is one, so money demand rises proportionally with the price level
(no money illusion). The effect of the interest rate on money demand is
given by the current interest rate divided by long-run (equilibrium)
interest rate all raised to a constant power. The exponent on the
interest rate is the interest elasticity of noney denand, which is

negative.

s _ey*ep, X \yem, Py, (R iem
Money Demand oyvm (ey) (ep) (lr)

The supply of money is constant in the base model. In later
analysis the supply of money will be manipulated by the government in

response to economic conditions. The nominal interest rate changes
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instantan=ously to equate money demand with current money supply.

Fluctuations in the interest rate thus immediately compensate for changes

in money supply, price, or output. The equilibrium interest rate can be

calculated by substituting moiney supply for money demand in the money

demand equation then solving for interest rate.

R
eyvm
ep
ey
1r

M
AY
iem
P
yem

* - - - i
Ir * [M* (eye ep) 1 » (QY) yem (z ) 1]1/1em

Interest Rate (fraction/year)

Equilibrium Income Velocity of Money (1/years)
Equilibrium Price (dollars/unit)

Equilibrium Output (units/year)

Long-run Interest Rate (fraction/year)

Money Supply (dollars)

Average Output (units/year)

Income Elasticity of Money Demand (dimensionless)
Price (dollars/unit)

Interest Elasticity of Money Demand
(dimensionless)

Average OQutput (AY). The demand for money is assumed to be

based not on the instantaneous level of output but on an exponential

average of output.

The assumption is very similar to the permanent

income hypothesis for consumption. The rate of change in averagz output

is proportional to the difference between current and average output.

The constant of proportionality is the time to smoooth average output.

AY

AY
Y
tsay

(Y - AY)/tsay (3.20)

Average Output (units/year)
Output (units/year)
Time to Smooth Average Output (years)
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Price (P). The rate of change in price level is a function of
the change in wage costs. The cost-push effect on price change comes
from excess demanq in the labor market forcing up wage costs. The
Phillips curve used here is a rectangular hyperbola which passes through
zero price change at the natural rate of unemployment and rises to
infinity as unemployment rate approaches zero. The curve is asymmetric
around the natural rate of unemployment. Price falls very slowly at high

unemployment and rises very rapidly at low unemployment.

P/P = spc * ((nru/U) - 1) (%.21)
P - Rate of Change in Price (dollars/unit/year)
P - Price level (dollars/unit)

spc - Slope of Phillips Curve (fraction/year)

nru - Natural Rate of Unemployment (fraction)
U - Unemployment Rate (fraction)

Money (M). The stock of money is assumed to be fixed
exogenously by government policy. In the base model, monetary policy is
not present, so the money supply is constant and its rate of change is

zero.

M=0 (3.22)

M - Rate of Growth in Money (dollars/year)

Unemployment Rate (U). The unemployment rate is defined as the

fraction of total labor force participants who are not currently
employed. Unemployment rate equals the number of persons in the total
labor force minus the number employed all divided by total labor force
participants. The size of the labor force can be deduced from the level

of equilibrium employment and the natural rate of unemployment.
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_ ee _ ee
U= G - B/ G—5) (3.23)
U - Unemployment Rate (dimensionless)
ee - Equilibrium Fmployment (persons)
E - Employment (persons)
nru - Natural Rate of Unemployment (dimensionless)

Taxes (T). Only income taxes are considered in this model.
Taxes are proportional to total output. All income is subject to
taxation at a constant percentage rate. In later policy runs, the income
tax will be changed to a graduated form, where a larger and larger

percentage is taken as income rises.

T=+tr*Y (3.24)
T - Taxes (units/year)

tr - Tax Rate (dimensionless)

Y - Output or Income (units/year)

Government Transfers (GT). Government transfers are a constant.

In later policy runs, transfers are made a function of unemployment to

represent countercyclical transfer payments.

GT = egt (3.25)
GT - Government Transfers (units/year)
egt - Equilibrium Government Transfers (egt)

Government Spending (G). Government spending on goods and

services in the base model is a constant number of units per year. In
the policy runs of Chapter 5, government spending is made a function of

the unemployment rate to represent a countercyclical spending' rule.
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C = egs (3.26)

G - Governmment Spending
egs - Equilibrium Government Spending

Lagged Unemployment (LU). The tenth and final state variable is

lagged unemployment. The variable is a first-order exponential average
of the unemployment rate. TLagged unemployment is only used in a special
set of policy tests to examine the importance of "inside lags" in

policies that are driven by the unemployment rate. Lagged unemployment

plays no role in the dynamics of the basic model.

LU = (U - LU)/tsu (3.27)
LU - Lagged Unemployment (dimensionless)

U - Unemployment Rate (dimensionless)
tsu - Time to Smooth Unemployment (years)

Budget Constraints. Neither the model presented here nor any of

the simple macro models from which it was constructed explicity considers
budget constraints. Households, businesses, and government are able to
spend according to desired expenditure patterns whether or not their
incomes equal their desired expenditure streams. 1In the real economy, an
excess of expenditure over income in any sector must be met by borrowing
from another. (A deficit in the government sector can also be met by the
creation of money.) However, this apparent shortcoming is not a major
limitation. According to the IS-LM and aggregate~supply/aggregate-demand
models, the stock of bonds and rate of borrowing have no bearing on
interest rates. Only the money supply and money demand modulate interest

rates. The debt-financing of deficits, therefore, has no effect on the




104

variables of the model. All sectors can be assumed to finance deficits
(surpluses) by borrowing (lending) without altering model structure.
Government deficit financing by money creation could have been
represented explicitly by modulating money supply as a function of the
difference between government expenditures and receipts but was not, so

as to preserve model simplicity.

As mentioned at the beginning of this section, the actual
simulation model equations are listed in Appendix A. The equations in
Appendix A include not only the 27 equations listed above, but also
equations describing government policy rules, parameter values, initial
conditions, and special equations needed to set up a simulation run and
obtain output. While the structural equations of Appendix A differ in
format, they contain exactly the same economic assumptions as the

equations discussed above.

C. PARAMETER VALUES

Wherever possible, the parameter values were deduced from data
published in statistical abstracts for the U.S. economy. In other cases,
values were taken from empirical studies where parameters were estimated
statistically. Where no better source was found, parameter values were
taken directly from published economic modeling efforts where the author
made informed guesses as to the appropriate values. No new parameter

estimates were made as a part of this study. The research effort has
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deemphasized parameter estimation and focused on methods for analyzing
stabilization policy in a simple macromodel. The model is not used to
draw firm conclusions about the effects of particular policies in the
real system. If firm conclusions were to be drawn about stabilization
policy, much more attention would have to be paid to improving structural

formulation and estimating parameter values.

Three of the model parameters are arbitrary. They define the
size of the three independent units of measure. Equilibrium employment
determines the size of a labor unit. Equilibrium output determines the
size of an output unit. Equilibrium price determines the size of a money
unit. The values of equilibrium employment, output, and price were
chosen so that labor, output, and money units correspond to the natural
units of measure for the U.S. economy. Labor is measured in number of
persons (or person-equivalents working an average number of hours per
week). Output is measured in constant dollars' worth of production.
Money is measured in dollars. The equilibrium values of employment,
output, and price are chosen so that the equilibrium operating point of
the model corresponds to the state of the U.S. economy in 1978. Changing

the values of the arbitrary parameters does not affect model behavior.

(ee) Equilibrium Employment. The equilibrium level of

employment is equal to the number of persons employed in the U.S. economy
in 1978. Tutal employment passed 100 million during 1978, so equilibrium

employment is set at 100 million people.
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(ey) Equilibrium OQutput. Total GNP in the U.S. economy

(measured in current dollars) passed the $2 trillion mark in 1978.
Equilibrium output is measured in constant dollars per year. If 1G78 is
taken as the base year for defining a constant dollar, then equilibrium

output can be rounded to $2 trillion 1978 dollars per year.

(ep) Equilibrum Price. Output could have been defined in terms

of tons or person-years' worth of effort or some other arbitrary measure
of real production. However, since output is defined in terms of
dollars' worth of production, price of a unit of output must equal 1 to
be consistent. One dollars worth of output must cost $1.00. Equilibrium

price therefore is equal to 1.

Many of the parameters discussed below are available either
directly from U.S. Govermnent statistical abstracts or can be inferred
directly from such data, assuming that the model structure correctly
represents the economy. The sources are three Department of Commerce

publications: the 1980 Statistical Abstract of the U.S. (SAUS); the

Historical Statistics of the United States: Colonial Times to 1970, Parts

t and 2 (HSUS); and the Long-Term Economic Growth, 1860-1970 (LTEG). The

numbers of the particular data series used to obtain each parameter are

given along with the source abbreviation.

Natural Rate of Unemployment (nru). For the purposes of this

model it is not necessary to have an exact estimate of the level of

unemployment that corresponds to a zero rate of change in wages.
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Instead, it is important to determine the approximate relative sizes of
the pools of unemployed and employed persons. The natural rate of
unemployment can therefore be set equal to tne average rate of
unemployment. The average rate of unemployment from World War II until
the early 1970s was close to 4% (HSUS #86). From 1970 to 1980 the
unemployment rate has avgfaged closer to 6% (SAUS #682). Since the
recent increase in unemployment rates may or may not be permanent, the

intermediate value of 5% was chosen as the natural rate of unemployment.

(egs) Equilibrium Government Spending. In the base model,

government spending is a constant, so it is treated here as a parameter.
Later in the policy analysis section, government spending becomes a
variable which responds to changing conditions in the model. Data show
that over the last decade total government spending at the federal,
state, and local levels has averaged about 20% of gross national product
(SAUS #724). Therefore, government spending is set at 1/5 of initial

equilibrium output, or 400 billion units per year.

(eyvm) Equilibrium Income Velocity of Money. The changing

structure of financial markets makes measurement of the income velocity
of money difficult. During the period from 1960 to 1979, the income
velocity of M1 has increased from approximately 3.6 to 6.1. Over the
same period the velocity of M2 has remained relatively stable, between
1.5 and 1.6. At the same time, the income velocity of a yet broader
measure of liquidity, L, has declined from 1.25 to 1.1. The pattern of

changing velocities indicates that money holdings have shifted away from
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non-interest beariﬁg demand deposits to short-run interest bearing
accounts and Treasury securities (SAUS #902). Most macroeconomic models
use M1 or some close variant to measure the money supply. M1 is the
monetary aggregate under closest control of the Federal Reserve system.
The convention of using M1 for money supply will be maintained in this
model even though it is losing importance as a form of storing liquid
finansial assets. The 1978 velocity of M1 was 5.9. The paraweter eyvm

is therefore set to 6.

(egt) Equilibrium Government Transfers. In the base model,

government transfers;gre constant. Transfers are therefore treated as a
.par&meter. In the section on policy testing, transfer payments become a
variable which depends on the unemployment rate. In 1978, total transfer
payments to persons from all levels of government equaled approximately
10% of gross national product (SAUS #732). Government transfers are

therefore set at 10% of equilibrium output or 200 billion units per year.

(tr) Tax Rate. Taxes in the base model are a constant fraction
of net ﬁational product. In the chapter on policy testing, the tax rate
increases with the level of income. In equilibrium, the tax rate must
provide a revenue stream exactly equal to total government outlays. 1In
reality, taxes are some 2% less than expenditures, reflecting continuiﬁg
deficits (SAUS #654). These relatively small deficits were ignored in
determining model parameters. The only government outlays treated by the
model are government expenditures on goods and services and transfer

nding plus transfers.

payments. Taxes must therefore equal gove
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(Income) * tr = egs + egt

or: (ey) * tr = egs + egt
or: tr = egs + egtl
ey

(Government spending was set at 20% of equilibrium output and government
transfers at 10% for a total of 30%. In 1978, total government taxes
equaled aproximately 37% of GNP (SAUS #480). The 7% discrepancy between
taxes in the model and taxes in the real economy is accounted for by

categories of government expenditure which are not treated in the model.)

(nic) Normal Inventory Coverage. For the purposes of this

model, the proper measure of inventory coverage is total inventories
divided by total GNP. The inventory-sales ratio for individual companies
or industries is generally less than total inventory coverage of the
economy due to sales of intermediate goods. The total level of
inventories held by government, business, farms, and households is some
40-45% of GNP (SAUS #790). This inventory figure includes all tangible
assets except land, structures, and long-life equipment. This definition
of inventories is somewhat broader than appropriate for the model, since
it includes household and government holding of nondurable goods after
final sale. Another statistic available is the holding of non-farm
business inventories, which has averaged slightly less than 25% of GNP

between 1975 and 1979 (SAUS #941). Excluded are farm inventories. A
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proper measure of inventories that included all finished and
semi-finished goods before final sale, including agricultural goods,
would probably equal approximstely 30% of GNP. Normal inventory coverage

is therefore at 0.3.

( o ) Exponent on Capital in the Production Function. As was

demonstrated earlier in this chapter, the exponent on capital is equal to
the equilibrium share of income accruing to capital, if producers are
assumed to maximize profits under perfect competition. While the
exponent on capital is difficult to measure directly, it can be inferred
from the distribution of national income. In the national income
accounts, capital-consumption allowances are an estimate of the cost of
replacing depreciating capital. Capital consumption allowances amount to
approximately 11% of GNP (SAUS #732) over the 1970s. Profits are an
additional 7% of GNP (SAUS #732). Profits are part of the net return to
owners of capital plant and equipment. Another component of their return
is interest paid on borrowed financial capital. The sum of capital
consumption allowances, profits, and relevant interest payments is
certainly greater than 18%. Another measure of income accruing to
capital is the residual left after deducting compensation of employees.
Employee compensation amounted to approximately 75% of national income in
1978 (SAUS #737). By this alternative method, the exponent on capital
would be .25. Both measures of the capital exponent are admittedly quite
rough, but do indicate that it lies in a restricted range, above 0.2.

The exponent on capital in the production function is therefore set at

the value of 0.25.
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(1r) Long-run Interest Rate. The long-run interest rate can be

estimated by taking the long-term average rate of interest charged to
businesses and deducting the long-term average rate of inflation. The
average rate of interest charged by banks on loans to businesses from
1919 to 1965 was 4.3% (HSUS #X466). The average compound rate of
increase in the GNP deflator over the same period was 1.5% (LTGE #B62).
The difference between these two figures implies an underlying real
interest rate of 2.8% per year. The exact rate of interest obtained from
such a calculation depends on the pariicular interest rate and price data
used and the time period over which the calculation is made. A rate of
2.8% agrees quite closely with the rule of thumb used by many bankers
that real interest rates have averaged approximately 3% since Biblical

times. The long-term interest rate, therefore, is set at 3%.

(alk) Average Life of Capital. The average life of capital is a

compromise between the long lifetime of plant and the shorter lifetime of
machinery and equipment. The average life of capital used in national
income accounting can be determined from the capital consumption
allowance and the capital-output ratio. The capital-output ratio can be
calculated by dividing total reproducible assets, less inventories and
consumer durables, by total GNP. During the 1970s the capital-output
ratio has averaged almost exactly 2 (SAUS #790). The capital-consumption
allowance has equaled approximately 11% of GNP over the same period.
Dividing the capital-output iratio by the fraction of GNP to capital
consumption yields an estimate of the average life of capital equal to 18

years. Another estimate of the average life of capital can be obtained




112

from the equation for desired capital. Desired capital is set equal to
actual capital and the previously determined parameters are substituted.
Solving the resulting equation for average life of capital yields an

estimate of approximately 11 years.

a* Y

(77aik + R) _ K

25 * Y

T7aik w03y - 2%7Y

alk = 1/(.25/2 - .03) = 11

The parameter average life of capital is set at 14 years in the
model as a compromise between the estimates of 11 and 18 years obtained

above.

(apc) Average Propensity to Consume. In equilibrium, output

must equal final sales. Under the equilibrium assumption, the average

propensity to consume can be derived in terms of other parameters in the

model.
Y=C+1I+G
C=Y-I-6G
PY * apc = Y - DK/alk - G
= _ Q*Y _ »* 1
ape = [Y Ti/alk + 1r) * alk sgs] T ¥ (1 < tr) + egt)

_ ai* ey * 1
= ley - (T + 1r * alk) -2 ey] (ey ¥ (1 - tr) + .1 ey)




13

.25 1
1'U +.o3*14)"2]*1T1 = .3) + 1)

.62 * 1/.8 = .78

The average propensity to consume can be used to calculate the

multiplier for government spending. The multiplier is the eventual

increase in output resulting from a unit of additional government

spending. Output
solved for output

expenditure.

So the multiplier

is set equal to final sales, then the equation is

in terms of the exogenous rate of government

C+I+0C

PY * apc + DK/alk + G

a%*y
* - TT) * I
(¥ * (1 - tr) + 1) % 8P+ (1 /01 + 1) * alk * °

o

] + GT * apc + 6
(1 + 1r * alk)

Y[(1 - tr) * apc +

(GT * apc + G) * !

[1 - (1 - tr) * apc + o
(T + 1r * alk)

GT * apc + G * !
[1 -G -.3)*.78 -

.25
(1 + .03 * 14)

GT * apc + G) * 3.6

for govermment spending is 3.6, which is similar to

that found in other studies.
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(ek) Equilibrium Capital. The equilibrium stock of capital is

now fully determined by the values of @, 1lr, and alk. In equilibrium,
ek must equal desired 6apita1. Substituting the previously determined
parameters into the equation for desired :capital shows that equilibrium

capital is 2.58 times output 5.16 trillion units.

_ a *®y _ 25 * ey _
K =7tk +10) " /14 +.03) - 2-46 * ey

ek = D

(rw) Real Wage. The equilibrium real wage is chosen so that
equilibrium employment equals desired employment. Substituting the
proper expression for desired employment and solving for real wage shows
that real wage is a function of previously determined parameters a , ey,
and ee. The value of the real wage is therefore equal to 15 thousand

units (constant dollars) per employee per year.

- * -
ce=pE= 1=2)*Y _ (1 - .25)ey
rw rw
W = =158y
ee

The values for the next five parameters are taken from previous

empirical studies. The appropriate values cannot be determined directly

from readily available data sources.

(yem) Income Elasticity of Money Demand. The simple

optimal-inventory model of transactions demand for money can be written:
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mohey demand

- +transaction cost

nominal income

P
W =

interest rate (opportunity cost)

Assuming constant transactions costs, the model implies that the
elasticity of money demand with respect to real income is one-half. A 1%
rise in real income produces a 1¢ rise in nominal income and a 5% rise
in money demand. Transaction costs, however, are, in part, a function of
the opportunity cost of the time required to complete transactions. The
opportunity cost of a person's time should rise with real income. The
effect of real income on transaction cost will raise the income elasti-
city of money demand above one-half. Goldfeld (1973) estimated the
long-run income elasticity of money demand at 0.68. While Goldfeld's
money demand equation is more sophisticated than that of the thesis
model, it is sufficiently close in concept to provide an acceptable
measure of the parameter yem. The income elasticity of money demand is

therefcre set at 0.7.

(iem) Interest Elasticity of Money Demand. The optimal-

inventory model described in the preceding paragraph implies that the
interest elasticity of money demand should equal minus one-half.
Estimates by Goldfeld (1973) indicate that money demand is considerably
less responsive to changes in the short-run interest rate than the

inventory model would indicate. Goldfeld estimates the long-run interest
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elasticity of money demand to short-run interest rates at -0.22. The

interest rate in the model affects capital investment and should behave
like the long-temm bond rate. Assuming that the long-term bond rate is
about one-fifth as volatile as Goldfeld's interest rate, the parameter

iem is set to -1.

(tsy) Time to Smooth Income and (tsay) Time to Swmooth Average

Output. According to the permanent income hypothesis, consumption
expenditures change slowly in response to changes in disposable income.
Consumers spend on the basis of smoothed, not current, disposable income.
In his book on the consumption function, Friedman (1957) concludes (page
229):

Permanent income for the community as a whole can

be regarded as a weighted average of current and

past measured incomes, adjusted upwards by a steady

secular trend and with weights declining as one

goes farther back in time. The average time span

between the measured incomes averaged and current

permanent income is about 2.5 years.
The time to smooth permanent income is therefore set at 2.5 years. The
time to smooth average output is also set at 2.5 years on the assumption

that the smoothing before consumption demand is similar to the smoothing

before money demand.

(tak) Time to Adjust Capital. The time to adjust capital

represents the entire delay between recognition of a change in capital
needs and actual change in capital stock. The adjustment time reflects
planning and delivery delays plus purposeful smoothing of investment

activity. Senge (1978) performed a detailed empirical analysis of
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investment behavior. He found a one-half year planning delay and a
one-year delivery delay. Mass (1975), in his model of economic cycles,
uses a two-year delivefy delay. The time to adjust capital is set to a
slightly higher value to account for intentional smoothing. The

parameter tak is set to 3 years.

(spc) Slope of Phillips Curve. Phillips (1958) found a very

stable relationship between the rate of change in money wages and the
rate of unemployment in the United Kingdom. The relationship Phillips
estimated indicated that a drop in unemployment from 5% to 4% would
produce an increase in the inflation rate of 0.37%. A value for spc of
0.015 yields exactly the same relationship between unemployment and wage
inflation in the model. Attempts to estimate a Phillips curve for the
U.S. economy have been disappointing. A commonly used rule of thumb,
however, has developed. The informal rule states that inflation falls
one-third of a percentage point for each year that unemployment remains
1% above the natural rate. The rule of thumb implies a Phillips-curve
slope of about 0.020. As a compromise between these two values, the
slope of the Phillips curve is set at 0.0175. The Phillips curve used in

the model is graphed in Fignre 3-6.

(tai) Time to Adjust Inventory. The time to adjust inventory

must be short enough that unexpected increases in inventory do not lead
to prolonged, higher carrying costs and unexpected inventory decreases do
not lead to erosion of market share. Inventory adjustment time must not

be so short that minor variations in inventory lead to major disturbances
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Figure 3-6. Assumed Phillips Curve

in production and employment. Senge (1978) estimated that the time to
adjust inventory in nondurable manufacturing was 0.43 years. Phillips
(1957) used a value of 0.5 years in his model of inventory and output
dynamics. A value of 0.4 years was selected for the time to adjust

inventory.

(tae) Time to Adjust Employment. Adjusting the number of

employees involves two delays. First is the physical delay required to
advertise job openings, select, and train a new worker. Second is a
conscious policy to adjust labor slowly in order to avoid personal

dislocation of employees and to avoid the costs associated with firing
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and rehirin: of workers. The total time to adjust employment is the sum
of the physical delay in acquiring labor plus any additional smoothing
due to firms' employment policies. Mass (1975) uses a delay in filling
vacancies of 0.25 years and an additional time to adjust labor of 0.5
years for a total of 0.75 years. Senge (1978) uses a planning delay of
0.1 years and acquisition delay of O.1 years, and a time to correct labor
of 0.3 years, for a total of 0.5 years. Phillips (1957) uses a
production adjustment lag of 0.25 years. A time to adjust employment of

0.4 years was selected as a compromise.

(tssd) Time to Smooth Short-run Demand. The time to smooth

short-run demand must be long enough to smooth out minor shifts in demand

but short enough to permit recognition of business-cycle varistions in
demand. The smoothing time must be approximately one year or less to
track business-cycle fluctuations. Senge (1978) estimates the averaging
time on sales for manufacturers of nondurable goods as slightly more than
one-half year. Phillips (1957) averages demand over three quarters to
determine desired inventory levels. Mass (1975) uses production smoothed
over one year as the basis for making decisions on changes in employment
and inventory. A time to average aggregate demand of 0.5 years was

assumed in the model.

(tsld) Time to Smooth Long-run Demand. The time to smooth

long-run demand insulates capital investment from short-run swings in
demand. Because capital has such a long life, it should be adjusted only

to relatively long-run changes in demand. The smoothing time should be
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long enough to filter out most business-cycle fluctuations but short
enough to respond to longer-term changes. A value of 3 years was chosen
for the time to amooth'long-run demand. The smoothing time for long-run

demand is also set at 3 years.

(fcu) Flexibility of Capacity Utilization. The parameter for

flexibility of capacity utilization controls the under- and overutili-
zation of plant and undertime and overtime for labor. Mass (1975) used a

function with an equivalent fcu value of .4. The parameter fcu is set at

05-

D. INITIAL CONDITIONS

The model is initialized in the full equilibrium. The
equilibrium conditions can be calculated easily from the structural
equations and parameters of the model. The initial valuer for each of

the ten state variables of the model are discussed brie:ly below.

(SED) Short-run Expected Demand, (LED) Long-run Expected

Demand, and (AY) Average Output. In equilibrium, expected demand must

equal actual demand, which in turn must equal output. Also, average

output must equal output. Therefore, in equilibrium, long-run expected

demand, short-run expected demand, and average output are equal to

equilibrium output.
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SED = A=Y = ey
LED = A=Y = ey
AY = Y = ey

(E) Employment. The equilibrium level of employment has already

been specified as an arbitrary parameter of the model.

(P) Price. The equilibrium price level was also specified as an

arbitrary parameter of the model.

P =ep

(k) Capital. In equilibrium, capital is equal to desired
capital, which is a function of the exponent on capital, equilibrium

output, the average life of capital, and the long-run real interest rate.

o * ey
K =X = 7a% + 17

(M) Money. The initial value of the money supply must be chosen
80 that the initial interest rate equals the long-run interest rate of
3%. From the equation for the interest rate it can be seen that
equilibrium money supply must equal equilibrium output times equilibrium

price divided by equilibrium income velocity of money.
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M=ey* ep/eyvm

(1Vv) Inventor&. Inventory must equal desired inventory in full
equilibrium. Desired inventory is expected demand times normal inventory
coverage. In equilibrium, expected demand equals equilibrium output,so
inventory must equal equilibrium output times the normal inventory

coverage.

(PY) Permanent Income. In equilibrium, permanent income must

equal current disposable income, which is defined as output less net

taxes. Net taxes equal taxes minus government transfers. Taxes are
spending plus transfers, so net taxes equal equilibrium government

spending.

PY =CDY =Y - (T - GT) = ey - egs

(LU) Lagged Unemployment. lLagged unemployment is an exponential

moving average of the unemployment rate used in tests of policy timing.
In equilibrium, lagged unemployment must equal the natural rate of

unemployment .

LU =U = nru
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CHAPTER IV

MODEL BEHAVIOR

This chapter examines the behavior of the model outlined in
Chapter 3. The chapter is divided into three sections. The first
section analyzes a 100-year simulation run of model behavior. The
periodicity and phase relationships between model variables correspond to
those observed in the U.S. economy over the business cycle. The second
section uses eigenvalue analysis to identify and explain the origin of
behavior modes present in the model. The eigenvalues reveal the
existence of a heavily damped, longer cycle that is not evident in the
simulation runs. Eigenvalue elasticities demonstrate that the business
cycle is caused by inventory and employment interactions, while the
longer cycle is created by the multiplier and accelerator mechanisms.
The long cycle of the model may not correspond to a mode of behavior in
the U.S. economy; the important point is that consumption and investment
spending are not part of the endogenous mechanism producing business
cycles. The third section examines the frequency response of the model.

Gain curves for selected disturbance-output pairs are analyzed.

A. RESPONSE TO NOISE

When stimulated by roise, the model exhibits a business-cycle
mode of behavior. The cycle closely resembles the business cycle in the
U.S. economy. The peak-to-peak period of the cycle over a 100-year

simulation run varies between two and eight years with an average value



124

of 3.9 years. The lead-lag relationships between variables change from
one cycle to another but, on average, correspond closely to those
observed in U.S. data. Similarities between behavior of the model and

behavior of the U.S. economy are examined in detail below.

Initial conditions for the ten state variables are chosen so
that the model starts in equilibrium. Small amounts of random noise are
input to the endogenously calculated values of output and aggregate
demand. The noise terms represent supply and demand shocks unaccounted
for by model structure. The two noise terms are independent, normally
distributed, random variables with zero mean and a variance of 1% of
equilibrium output. New values for the two random terms are drawa four
times per year. Each quarterly drawing is independent of those preceding
it, so the two noise processes are neither autocorrelated nor cross-

correlated.

The model was run for 100 years subject to noise in output and
demand. The first 15 years of the simulation are shown in Figure 4-1.
The remaining 85 years are qualitatively similar to the first 15 and have
been omitted to increase resolution in the figure. The model generates a
series of erratic "cycles." The behavior is not exacly perindic, but
most of the variesbles fluctuate in consist:nt patterns, producing swings |
of slightly smaller magnitude than in postwar U.S. business cycles. The
unemployment rate varies between 3.5% and 7%, while output varies from

97% to 103% of its normal value.
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Periodicity. Over the 100-year noise run, the peak-to-peak
period of fluctuation in output varies from 2 to 8.25 years. The mean
period of oscillation is between 3.7 and 3.9 years, depending on exactly
how many peaks are identified. The observed mean period of fluctuation
iv less than the natural, or resonant, period seen later in the
eigenvalue and frequency-response sections of this chapter. The noise
produces a shorter period because uncorrelated noise contains much higher
power at shorter periods (higher frequencies) than at the natural or
resonant period. The observed periodicity in the simulation run reflects

the combined effects of noise power and amplification by the system.

The average periodicity of the model corresponds quite closely
to the estimated averaée period of the business cycle. Burns and
Mitchell (1946) estimate the average length of a business cycle at just
over 4 years. In a more recent work, Moore (1980) estimates the average
length of a growth cycle (a business cycle with trend growth removed) at
a little over 3 years in the era since the close of World War II. Exact
measures of periodicity are difficult to obtain both in the real economy
and in a noise run of model behavior. Average period depends on the
number of major turning points identified and is subject to error.
Turning points created by large random disturbances are difficult to
distinguish from turning points created by the underlying disequilibrium
adjustment processes. In any case, the apparent periodicity of model
output falls well within the range of uncertainty as to business-cycle

period in the economy.



127

Moore (1980) observes marked irregularity in perind from one
cycle to the next:

Even a cursory examination of Table 1 attests to the
validity of one aspect of the definition of business
cycles cited above: business cycles are recurrent but
not periodic. The variation in their duration since
1834 is obvious whether one considers the contraction
phase alone, the expansion phase alone, or both phases
together.... There is, however, more of a central
tendency than these ranges suggest.... Half of the
full cycle periods occupy the span of three to four
and one-half years. But these ranges have never been
tight enough for one to predict with reasonable con-
fidence when the next turn in the cycle would come
merely from knowledge from when the last turn had been
reached. PBusiness cycles are not periodic.

The irregularity of cycle perind is also evident in the model
simulation run. Over the 100-year run, 52% of the cycles have a period
in the range from 3 to 4.5 years. The shortest is 2 years and the

longest is 8.25 years.

lLead-Lag Relationships. In its study of U.S. business cycles,

the National Bureau of Economic Research (NBER) has compiled lists of
leading, lagging, and coincident indicators. The leading indicators are
those time series which tend to peak before total output. Coincident
indicators peak simultaneously with output, and lagging indicators peak
after output. A few, but by no means all, of the NBER indicators
correspond to variables in the model. Figure 4-2 shows the
correspondence between certain NBER indicators and the related model
variables. Three model variables correspond to leading indicators. Net
hiring rate corresponds to the accession rate of new employees.in

manufacturing. Capital investment should show roughly the same movements



NBER Indicator

Leading:

Accession of new
employees

Orders for Producer
Durables/Commercial
Building

Rate of Change in
Business Inventories

Coincident:

Employment in Non-
agricultural

Establishments

Unemployment

GNP (constant $)

Personal Income

Lagging:

Manufacturers'
Inventories

Bank Interest Rate
to Businesses

Figgre 4-2.
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Phase Relation To
Output Y in Model

+ Lead/- Lag (in quarters)

Model Variable

Change in Employment
(E)

Capital Investment

(1)

Rate of Change .
in Inventories (IV)

" Employment

(E)

Unemployment Rate

(u)
Output (Y)

Output less Capital
Depreciation (Y - KD)

Inventory (IV)

Interest Rate (R)

Average Range
+2.8 +6 to 1
+1.2 +4 to -1
+.3 +4 to -1
-.2 +3 to -2
0 0

0 0

-3.1 -1 to -9
“303 -1 to -8.5

Leading/Lagging Indicators
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as orders for durable producer goods and commercial and indusirial
building contracts. The rate of change in inventories is essentially the
same as change in business inventories. The model contains four
variables which correspond to NBER coincident indicators. The level of
employment should correspond closely to employment in nonagricultural
establishments. The unemployment rate in the model is essentially the
same as the NBER unemployment indicator. Total output corresponds to
gross national product measured in constant dollars. OQutput less capital
depreciation is reasonably close to personal income measured in dollars.
Two model variables correspond to NBER lagging indicators. The level of
inventories should have approximately the same timing as manufacturer's
inventories. The interest rate should correspond to the NBER bank

interest rate on business loans.

Figure 4-2 shows the phase relationship between the several
model variables and output over the 100-year noise run. The third column
in the figure gives the mean lead or lag of each variable with respect to
output over 26 cycles. The fourth column gives the range of extreme
leads or lags seen over the same 100-year simulation. The variability of
lead-lag relationshps in the economy was observed by Dow (1968):

Al though nearly always some leaders lagged and some

laggers lead, the important thing to note is that on

the whole they performed quite well--that is, as a

group leaders lead and the laggers lagged.

The exact numerical values should not be given undue weight for two
reasons. First, the model is extremely aggregated and so cannot be

expected to behave exactly like the economy. Second, the simulation

results depend on the number and type of noise sources active in the
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model and on the paricular set of random drawings made during the

simulation. Additional simulation runs would yield qualitatively similar

but numerically different results.

All three model variables corresponding to leading indicators
lead output on average over the simulation. Change in employment leads
output an average of 2.8 quarters. Change in employment leads output by
as much as 6 quarters and as little as 1 quarter. Capital investment
leads output by a little more than 1 quarter on average, sometimes
leading by 4 quarters, sometimes lagging a quarter. The rate of change
in inventory leads output very little over the simulation. On average,
change in inventory is only about 1 month ahead of output. Since change
in inventory is the defivative of inventory, it leads inventory by
one-fourth of a cycle. The fact that change in inventory leads output so
little is a reflection of the fact that inventory lags output a little
more in the model than it does in the economy. The discrepancy can be
explained by the fact that model inventoeries are treated as finished
goods, while economic data includes in-process inventories. The
in-process inventories peak before finished goods and so cause the
inventory data series for the economy to peak earlier than the model

equivalent.

All four model variables which correspond to NBER coincident
indicators peak at about the same time as output. Personal income and,
of course, output move exactly in phase with output. Employment and

unemployment lag output very slightly on average. Employment can lead by
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as much as 3 quarters and lag by 2 quarters but is generally very close

to output. Unemployment in the model is exactly 180° out of phase with

employment and so troughs as output peaks and peaks as output troughs.

Both model variables which correspond to lagging indicators
consistently lag output. Inventory peaks, on the average, 3.1 quarters
after output. Inventory shows considerable variability in its phase
relationship with output. In the model, the inventory lag can be as
little as 1 quarter or as long as 9 quarters. Interest rate lags output
by an average of 3.3 quarters. Interest rate lags by as little as 1
quarter and as much as 8.5 quarters. The interest rate used in the model
is a long-term bond rate, not a short-term rate, such as the NBER bank
interest rate to business. The difference between the long and short
rates is one of reduced volatility rather than phase shift, so the

lagging interest rate of the model is consistent with observed data.

In summary, we can conclude that the mndel exhibits a mode of
behavior closely resembling the U.S. business cycle in four respects.
First, the model shows fluctuations with approximately the same average
periodicity as the business cycle; the average peak-to-peak period is
between 3.7 and 3.9 years. Second, the fluctuations are not highly
regular; the period varies from 2 years to 8.5 years. Third, the lead
and lag relationships between major economic variables in the real
economy correspond to the lead-lag relationships of the model on average.
Fourth, the lead-lag relationships show considgrable variation from one

cycle to the next.
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B. EIGENVALUE ANALYSIS

Eigenvalue anélysis permits a more compact and comprehensive
investigation of model behavior than does the simulation approach.
Multiple behavior modes can be more clearly and easily separated.
Eigenvalue sensitivity analysis readily identifies important parameters
and feedback loops controlling each of the different modes. Eigenvalue
analysis requires linearization of the nonlinear simulation model.
Linearization is a simplification of the original model structure, which
could, in principle, yield misleading results. However, linearization
does not appear to distort the model behavior significantly. First, on a
theoretical level, the business-cycle dynamics investigated in this
thesis involve small deviations in the variables from their equilibrium
values. The linearized model is a very good approximation to the full
nonlinear structure in the neighborhood of the equilibrium point where
the linearization is performed. Second, on a practical level, nonlinear
simulations were performed to check key results based on eigenvalue
analysis. In no case were the results of the linearized model

inconsistent with results of the full nonlinear model.

The nonlinear simulation model described in Chapter 3 was
linearized using the DYNASTAT computer package. (DYNASTAT is svailable
from Pugh-Roberts Associates, Inc., 5 Iee Street, Cambridge, MA.) The
linearization was done around the original equilibrium operating point.
As discussed in Chapter 2, linearization yields a system matrix which

relates the rate of change in each state variable to the values of the
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states. The system matrix is square and has dimension equal to the
number of states. The system has exactly as many eigenvalues as state
variables. The model has ten state variables and, therefore, ten
eigenvalues. While the eigenvalues and states are equal in number, each
eigenvalue is not associated with a particular state. The eigenvalues
describe modes of behavior present in the structure of the linearized
model. Real eigenvalues correspond to simple modes of exponential growth
or decay, while complex conjugate pairs of eigenvalues correspond to

cyclic behavior modes.

Figure 4-3 displays information about the eigenvalues of the

model. Five different characteristics of each of the ten eigenvalues are

EIGENVALUES

DANPING DANPED DANPING DAKPED NATURAL
RATIO FREQUENCY  TIME PERIOD PERIOD
0,000 0.0 0000 0.0

(1) -1.00 00,0 '
(2) -1.00 0,000 2,0 000000.0 2.0
( 3) '0036 00234 1100 403 400
(4) -0.36 0,234 11.0 4,3 4,0
( 5) '0061 00033 3903 3000 2308
(&) -0.61 0,033 39,3 30.0 23.8
{ 7) -1,00 0.000 1508 000000.0 1508
(8) -1.00 0.000 283,2  000000.0 342
( 2] -1.00 0.000 1507 000000.0 1507
(10)  0.00 0,000 000000,0  000000.0 v

Figure 4-3. Eigenvalues of Model

displayed in the figure. The five characteristics are: damping ratio,
damped frequency, damping time, damped period, and natural period.
Demping ratio is the cosine of the angle of the eigenvalue. The damping
ratio is -1 for stable exponential decay modes (negative real eigen-

values). Damping ratio is between zero and -1 for stable oscillatory
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modes (complex conjugate eigenvalue pairs with negative real parts). The
closer the damping ratio is to -1 the more stable is an oscillating mode
by the damping-ratio cfiterion. Damped frequency is the imaginary part
of complex eigenvalues and is nonzero only for oscillating modes. lower
damped frequency means increased stability by the frequency criterion.
Damping time is the inverse of the real component of an eigenvalue and,
for cyclic modes, corresponds to the time constant of convergence of the
envelope curves that contain the oscillation. A shorter damping time
indicates greater stability. Damped periods are included because most
people find it easier to think in terms of periodicity than in terms of
frequency; they are not used as measures of stability. Damped period is
the inverse of the imaginary part of the eigenvalue (inverse of the
damped frequency) and éorresponds to the observed period of oscillation
in simulation output. The natural period is the inverse of the magnitude
of the eigenvalue, and it corresponds to the time constant of a real root

or the natural period of oscillation of complex roots.

The eigenvalues in Figure 4-3 can now be examined. Five of the
ten eigenvalues (1, 2, 7, 8, 9) have negative real values (a damping
ratic of -1) and, so, describe stable exponential decay modes. The tenth
eigenvalue is gzero, because one of the state variables, money supply, is
inactive except when monetary policy is in effect. The remaining four
eigenvalues form two complex conjugate pairs (3-4 and 5-6), which
describe two stable oscillatory modes. The third and fourth eigenvalues
describe an oscillation with an natural period of 4 years and a damping

ratio of -.36. The 4-year oscillation corresponds to the business-cycle
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mode seen in the noise run. The damping ratio of -.36 is high enough
that the fluctuation dies away in less than two cycles if left
undisturbed. (Refer back to Figure 2-6 for a graph of behavior at
different damping ratios.) The fifth and sixth eigenvalues describe an
oscillation with a natural period just under 24 years and a damping ratio
of -.61. The 24-year cycle, or "long cycle," is so heavily damped that
it dies away before one cycle is complete. The damping is so great that

the mode is invisible in the noise run.

The remainder of this section explains the structural origins of
the two cyclic behavior modes. Five different techniques are employed in
identifying the dominant feedback loops that generate the business cycle
and the long cycle. Eﬁgenvalue elasticities with respect both to
parameters and structural links Letween variables are used to isolate the
structures most likely to be involved in the two modes. Once potentially
important structures are identified, the secondary loops are discon-
nected, and the eigenvalues are recomputed to confirm the continued
presence of the relevant behavior mode. A simulation of model response
to a single demand shock is then used to develop a description of the
oscillatory mechanism. Finally, the oscillation is explained by the

tendency of the dominant structure to propagate waves.

Eigenvalue Elasticities. Chapter 2 explained a technique using

eigenvalue elasticities to identify the important structural links
involved in creating different behavior modes. The method involves

calculating the elasticities of the eigenvalues with respect to changes
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in the strength of structural links between state variables. large
eigenvalue elasticities indicate important structural links. Links with
small elasticities can be ignored. When the elasticities are expressed
in polar coordinates, the magnitude shows the overall importance of the
link, and the angle shows whether it affects primarily damping or
periodicity. If the angle is near :_900, the link primarily affects
damping. If the angle is near O or :_1800, the link primarily affects

periodicity.

Figure 4-4 lists the links that have eigenvalue elasticities

with a magnitude greater than .2 for the business-cycle mode. The links

EIGENVALUE ELASTICITIES WRT CAUSAL LINKS
MODE-( 3) - 20XZCUTOFF - POLAR COORDINATES

SED > SED  0.67 0,269
IV > SED 0,760,061
SED > E 0,34-0,173
E >E 0:35 0,224
SED > IV 0.43-0,062
E >Iv 0,33-0.167

Figure 4-4. Important Links for Business Cycle

interconnect inventory, employment, and short-run expected demand. The
important links form a simple feedback-loop structure, shown in Figure
4-5. The structure responsible for the business cycle is the
inventory-adjustment loop of Metzler (1941). Interestingly, neither the
multiplier nor the accelerator mechanism appears to play a major reole in

the business cycle.
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Inventory ——————

/ Desired
Inventory

/ Output Investment

Potentlal Agg:egate
Output Demand

\ Shor t-run‘/
Employment Expected

S~ Desired _ _  __—  pemand

Employment

Figure 4-5. Inventory Loop

The sensitivity of the business-cycle mnde tn parameter changes
can help confirm the dominant role of inventory adjustment in the busi-
ness cycle. Figure 4-6 shows the elasticities of each of the ten eigen-
values with respect to'each of the independent parameters of the model.
The third and fourth columns give the elasticities for the business cy-
cle. The two columns are complex conjugates of each other, so the infor-
mation they contain is redundant. The elasticities are expressed in rec-
tangular coordinates. As explained in Chapter 2, if the imaginary part
of the elasticity is large, then the parameter strongly influences the
damping ratio. If the real part is large, then the parameter strongly
influences periodicity of the eigenvalue. The parameters which are most
important to the business cycle can be found by scanning down the third

column for elasticities with large real and/or imaginary parts.

Figure 4-6 shows that the four most influential parameters for

the business-cycle mode are:
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EIGENVALUE ELASTICITIES WRT PARAMETERS

PARAN?

SCGS
SCGT
SCHG
SCHS

(1)
0,000 0,000
0,000 0,000
0,000 0,000
0,000 0,000
0,000 0,000
0,000 0,000
0,000 0,000
0,000 0,000
0,000 0,000
0,000 0.000
6,000 0,000
0,000 0,000
0.000 0,000
0,000 0,000
0.000 0,000
0,000 0,000
0,000 0,000
0,000 0,000
0.000 0,000
0,000 0,000
0,000 0,000
0.000 0,000
0.000 0,000
0,000 0.000

(2)
=0.656-0,000
‘00083 0.000

0,000 0,000
0.002 0,000

-0,003-3,000
0.004 0,000
'00045 00000
0.001 0,000
0,002-0,000
‘00242 0.000
-0.005 0,000
0.003-0,000
0,007-0,000
-0.001 0,000
-0.197 0,000
00001'00000
0,000 0,000
-0,000 0,000
.0.000 0,000
0,000 0,000

HODE
(3)
~0,210-0,044
-0,454 0,334
0,000 0,000
0.021-0,040
-0.005-0.038
0.026 0,040

] '

0,130 0,037
0,024 0,072
-0,105-0,053
-0,193 0.048
0,001-0,034
0,011-0.106
-0,4460-0,244
‘00058‘00036
-0,025-0,039
0,171-0,002
'00010 00034
0,209 0,137
~0.006-0,043
0,000 0,000
0,000 0,000
0,000 0.000
0,000 0.000

EIGENVALUE ELASTICITIES WRT PﬁRAHETERS"ODE

PARAN?
TAE
TAl
EYUN
LR
EGS
NRU
EGT

( 6)
0,043-0.012
0.008 0,035
0.000 0,000
0.,036-0,273
0.175-0.113

-0.237 0,10
0,070-0,045
’00417 00154
-0,184 0,243
0,365 0,15
0,429 0,392
-0,041-0.144
-0,234-0.,419
00084'00059
0,045 0,045
0,228-0.101
-0.750~0.248
0.120-0,026
-0.132-0,012
0,211-0,136
0,000 0.000
000 0

0. +000
0.000 0.000
0.000 0,000

w

[=-]

Figure 4-6.

(7
0,004 0,000
0.004-0,000
+000 0,000

0,050 0,000
0,046 0,000
-0,014-0,000
0.018-0,000
‘00450'00000
-0,136-0,000

(=

0,000 0,000

( 8)
0,002-0.000
-0,010 0,000
0,000 0.000
0,142 0,000
'00588‘00000
- 0593'°n
‘00236'00000
0.047 0,000
-0,520-0,000
‘00395 0.000
0,299 0,000
'000‘4'00000
0,096 0.000
-0,002-0.000
-0,013 0,000
0,349 0,000
0.012 0.000
'00003‘00000
0.466 0,000
-0,707-0,000

0,000 0.000

' +000
0,000 0,000
0,000 0,000

(4)
-0,210 0,044
'00454'00334

0,000 0,000
0.021 0,040
-0.005 0,036

0026‘00040

0
4 -0,002 0,014

0.130-0,037
0.024-0,072
-0,105 0,053
'00193‘00
0,001 0,034
0.011 0,106
-0,460 0,244
-0,058 0,036
-0.025 0,039
0,171 0,002
-0,010-0,034
0,209-0.137
-0.006 0,043

0,000 0.000

(9
-0,000-0.000
-0,000 0,000

0,000 0,000
'00000'00000
0.000-0,000
0,000 0.
0,000 0,000
0,000 0.000
0.000 0,000
0,000-0.000
0.000-0,000
0.000-0,000
24,156-0,000
‘00001'00000
-0,001 0.000

-0.041 0,144
=0,234 0.419
0.084 0,059
0,065-0,045
0,228 0.101
=0.750 0,248
0,120 0,026
-0,132 0,012
0,211 0,136
0.000 0.000
0.000 0,000
0,000 0.000
0.000 0,000
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1) Time to adjust employment, TAE,

2) Time to adjust inventory, TAI,

3) Time to smooth short-run demand, TSSD, and

4) Flexibility of capacity utiliztaion, FCU.
For example, the second row of column (3) indicates that increasing the
time tn adjust inventory reduces the natural frequency (real component)

and also increases damping (imaginary component). All four parameters

are embedded in the inventory-adjustment loop shown in Figure 4-5.

One of the best ways to verify the structural origin of the
business cycle is to disconnect all feedback loops in the model except
the inventory-adjustment mechanism. If the business cycle remains
active, then inventory adjustment would seem to be the key element.
Figure 4-7 shows the eigenvalues for the linearized system with only the
inventory loop active: The multiplier, accélerator, interest rate, and
price loops have all been deactivated. (Severing the other loops is
accomplished by setting SPC to zero and the parameters TSY, TSAY, and TAK
to extremely large values.) The long cycle has disappeared, but the
business cycle is still present. The business cycle is slightly less
damped and has a somewhat shorter perid than in the full model, but it is
clearly still active. The influence of the other loops on the business
cycle will be examined later in this chapter. For the moment, it is
sufficient to conclude that they do not play a critical role in creating

the business cycle.

Metzler (1941) and Mass (1975) and others have explained in
detail how the inventory-control process can lead to oscillation. It may

be useful, however, to examine how the business cycle arises in the model
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EIGENVALUES

DANFING DAKPED DANPING DANPED NATURAL
RATIO FREQUENCY  TIME PERIOD PERIOD
-1,00 0.000 0.0  000000,0

(1) ' v

(2) -1.00 0.000 2,0 000000.0 2.0
(3 -0.31 0,269 11,4 3,7 3.3
(4) -0.31 0,269 11.6 307 349
(9 -1.00 0,000 23,2 000000.0 23,2
(6 -1.00 0,000 002814,0  000000,0  002816.,0
£7) -1.00 0,000 475472,0  000000.0  475472,0
(8) -0.50 0,000 000000,0  000000,0  000000.0
(9 0.00 0,000 000000,0  000000,0  000000.0
(10)  0.00 0.000 000000,0  000000.0  000000.0

Figure 4-7. Eigenvalues for Inventory loop

presented here. The mechanism is easiest to understand by tracing the
response of the model to a single shock in consumption demand. Figure
4-8 shows a 7.5-year run of the full simulation model. The model is

disturbed from equilibrium after one year by a sudden burst of demand.

The figure plots the behavior of variables in the inventory loop.

The immediate impact of the demand shock is to draw down
inventory. The reduction in inventory raises desired inventory
investment. Both the original increase in demand and higher desired
inventory investment add to short-run expected demand. Higher expected
demand leads to greater employment. The increases in both expected
demand and employment raise output, which begins to replenish inventory.
The increase in employment and output continue until inventory nears its
original level. With inventory back near equilibrium, desired inventory
ihvestment falls, lowering aggregate demand. As demand falls, expected
demand and employment also begin to fall but are still at high levels.

High employment and expected demand keep output up and drive inventory
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past its equilibrium value. The further inventory goes above equili-
brium, the further desired inventory investment falls, and the faster
expected demand and employment fall. About two years after the
disturbance in demand, output has fallen enough that final sales exceed
output, and inventory begins to fall. Inventory, however, is still high
and continues to drive down employment and output. By the time inventory
declines back to its equilibrium level, output is below final demand, and
inventory continues to decline. The system has then completed one cycle.
The oscillation continues, but the amplitude declines rapidly. The

second peak is much smaller than the first.

The oscillation stems from the inventory-correction process
rather than from changes in final demand. Figure 4-€ sh§ws that swings
in fin§1 sales are small and 900 out of phase, with swings in total
aggregate demand. The movements in aggregate demand are dominated by
changes in desired inventory investment rather than changes in

consumption, investment, or government spending.

The inventory loop would not oscillate if it were not for the
delays in perceiving changes in demand and in adjusting employment. The
delays keep output out of balance with final demand when inventory
returns to its equilibrium value. The imbalance causes inventory to

overshoot and undershoot, which perpetuates the cycle.

The importance of the delays can also be seen from another, more

technical, perspective. The inventory loop will create business cycles
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if it will propagate waves at the business-cycle frequency. The ability
of a loop to propagatq a wave depends on the phase shift and change in
amplitude experienced by the wave as it passes through the loop. If the
wave returns in phase with the original wave and with significant
amplituvde, then the loop tends to generate oscillations. In particular,
if the phase shift is 360° (or any integer multiple of 360°) and the gain
(ratio of output/input amplitude) is 1, then the loop is a perfect
oscillator at the frequency in question. The inventory loop will create
business-cycle oscillations to the extent that its phase shift approaches
3600 and its gain appfoaches unity for waves with a 4-year period. (The
idea of oscillatory tendencies stemming from loop phase and gain is a
common one in engineering control theory, Ogata (1970), and has been

elaborated by Graham (1977).)

The incremental effects of adding a new loop to a structure that
has an oscillatory tendency is shown in Figure 4-9. The figure gives the
qualitative effect of an additional loop on both periodicity and damping
ratio as a function of the phase shift of the new loop at the natural
period of the oscillator. The strength of the eff:~t depends on the gain
of the new loop. Adding a loop with a phase shift near 0° or 360O (or
any integer multiple of 3600) tends to reduce damping without altering
periodicity. Adding a loop with a phase shift near 90° (or 90o plus an
integer multiple of 3600) tends to lengthen the period of oscillation
without changing damping. Adding a loop with a phase shift near 180° (or
180o plus an integer multiple of 3600) tends to increase damping without

affecting periodicity. Adding a loop with a phase shift near 270° (or
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270o plus an integer multiple of 3600) tends to shorten periodicity

without altering the damping ratio.

Phase Effect on Effect on
Shift Damping Period
90° 0 +
180° + 0
270° 0 -
0° or 360° - 0

Figure 4-9. Effect of New Inops on an Oscillator

The total phase shift of a loop structure is obtained by adding
the phase shift from each variable to the next going around the loop.
Phase shift is produced either by integration (passing through a state
variable) or by an inverse relationship (sign reversal). Gain around a
loop is calculated by multiplying the gains from one variable to the
next. Figure 4-10 combines the two loops in Figure 4-5 into a single
loop. Figure 4-10 shows the phase and gain for each link in the
inventory loop and for the loop as a whole at a period of 4 years. Phase
shift is expressed in degrees and gain in decimal fractions. The phase
shift of an inverse relationship, such as that betweeen inventory and
desired inventory inveatment, is 180°. The phase shift through a pure
integration, such as inventory, is always 900. The phase shift through
an exponential delay or a stock-adjustment process, depends on the ratio

of the delay (adjustment) time to the period of the wave (see Forrester

(1961), Appendix G):
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Phase shift = tan™' (2 2818y Time,
Period
For example, the phase shift from aggregate demand to short-run expected

demand is:

TSSD
ﬂ——

-1
t
an (2 2

) = tan‘1(21r£%) = 38°,

The gain through a link without integration is simply the partial
derivative of the dependent variable with respect to the independent
variable (the corresponding element of the linear system matrix). The
gain through a pure integration equals the period of the wave divided by
2w . The gain through an exponential smoothing or simple stock

adjustment is:

Gain = [ (27 Delay Time)2 R 1]-1/2

Period
180°/2.5
900 /.64 Inventory ———————p
/ Desired 00 /1
Inventory
OO/ .S/Output : Investnent
320°/1
Potential rgghgate
%" o Demand
o 0°/.5
0°/.75 Short-run‘/ o
et Expected 387°/.79

\ Desired
32°/.85 Beployment™— 5 T "

Figure 4-10. Phase and Gain for Inventory loop

(See Forrester (1961), Appendix G.) For example, the gain through

short-run expected demand is:

((21r2%-s-1-))2 L )12, ((2nuj§)2 1) 12 o g9,
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The total phase shift and gain for the inventory-adjustment loop
is computed by adding the phase shifts and multiplying the gains of the
individual links. The two parallel paths between short-run expected
demand and output, as .seen in Figure 4-5, are combined by first computing
the phase shift and gain of each path separately, then adding the
resulting vectors together. The path through employment has a phase
shift of 32° and a gain of .85 * .75 * .5 = .32, while the direct path
has a phase shift of 00 and a gain of .5. The combined (additive) effect

of the two paths is a phase shift of 12° and a gain of .79.

The total phase shift through the inventory-adjustment loop in
Figure 4-10 is 3200, which is fairly close to 3600. Gain through the
loop is unity. The combination of relatively high gain and a phase shift
close to one full cycle is sufficient to produce a strong oscillatory
tendency. The delays in smoothing short-run expected demand and in
adjusting employment add 50° of phase shift to the loop. The extra lag
from the delays takes total phase shift for the loop from a neutral 2'700
degrees to a wave-propagating 3200. Without the two delays the loop

would not produce oscillations.

Long Cycle. Having established that inventory adjustment
creates the business cycle, we can now focus on causes of the long cycle.
The long cycle was not visible in the noise run but did appear as a
heavily damped mode in the system eigenvalues. Recall that the long
cycle disappeared from the system when the multiplier, accelerator,
interest rate, and price loops were cut. Presumably, the cause of the

cycle lies somewhere in the loops which do not involve inventory.
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The first technique for isolating the important structure is
identifying the structural links which have large eigenvalue elasticities
for the long-cycle behavior mode. Figure 4-11 lists the links which have
elasticities greater than .2 in magnitude. The list is quite long and
contains most of the links present in the model, including all those of
the inventory loop. The structure controlling the long cycle can be
isolated more clearly, but the link elasticities are not a great help in
this case. The problem can be traced to the way the elasticities are
calculated. Recall that the links are structural connections between

state variables; each link corresponds to an element in the system matrix

EIGENVALUE ELASTICITIES WRT CAUSAL LINKS
HOBE-( 5) - 20XCUTOFF - POLAR COORDINATES

PY >FY 0,74-0,023
SED > PY 0.32-0,383
E >PY 0,26-0,397
PY > SED  0.50 0,103
SED > SED  0.80-0.257
K > SED  0.47-0.489
P >SED 0,26 0,375
IV > SED  0.84-0.440
LED > SED 1,27 0,076
SED > E 0,41 0,203
E >E 0.43-0,311
K >K 0.76 0,372
K 0.33 0,236
K 0,20 0,454
K 0.85-0,064
P 0+25 0.066
v 0.63-0,423

0.32-0,151 .
v 0.83-0,450 )
ED  0.48-0.377
ED  0.44 0,031
P >LED  0.25-0.105
IV >LED  0.79 0,060
LED > LED  0.44-0,405

Figgre 4-11. Important Links for Long Cycle
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of the linearized model. The links of the linear model do not correspond
to links in the simulation model, because the nonstate variables have to
be simplified out. Links in the full and linearized models will match
only in cases where the variables between states do not involve
branching. In general, changing the strength of a link in the full model
corresponds to changing several links in the linear model in different
degrees. The eigenvalue link elasticities can therefore be misleading in
cases where the important loops contain branching at nonstate variables
(at investment rate, for example). The problem can be solved by
extending the link elasticity approach, as discussed in Chapter 6, but

the technique was not utilized here for lack of appropriate software.

Eigenvalue elasticities with respect to the parameters reveal
more than the link elasticities do about the causes of the long cycle.
The elasticities of the long-cycle eigenvalues with respect to the
parameters were given previously in columns 5 and 6 of Figure 4-6. The
five most important parameters are:

1) Time to adjust capital, TAK,

2) Average life of capital, AIK,

3) Exponent on capital, ALFA,

4) Time to smooth long-run demand, TSLD, and
5) Time to smooth income, TSY.

All five parameters are involved in the accelerator and multiplier loops,

but not in the inventory loop.

The Accelerator Loop. Adding the accelerator and multiplier

structures to the basic inventory-adjustment mechanism confirms their
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role in producing the long cycle. TFigure 4-12 shows the eigenvalues of
the system when the accelerator is added to the basic inventory loop.

The multiplier, interest rate, and price loops remain disconnected (spC =
0, and both TSY and TSAY are extremely large). Comparing the eigenvalues
of Figure 4-12 to those in Figure 4-7 shows that activating the
accelerator loop causes the long cycle to emerge. The business cycle
remains active and is only slightly modified by the addition of the
accelerator loop. The business-cycle period increases slightly from 3.5
to 3.9 years, and the damping ratio increases from -.31 to -.34. The
long-cycle period is a little over 19 years, and the damping ratio is a

strong -.64.

EIGENVALUES

DANFING DAMPED DAMPING DANPED NATURAL

RATID FR(E)ggENCY TIHIO-Z o oowg(l)ﬁg PER(I)Og
(1) -1.00 0. ' ' '
( 2) “1000 00000 . 200 000000.0 200
(3 -0.34 0,239 11,7 4,2 '
( 4) '003‘ 00239 1107 402 309
(95) -0.64 0.040 30.3 25.1 19.3
( 6 -0.64 0,040 30,3 25.1 19.3
(7 -1.00 0,000 210176,0  000000.0  210176.0
(8) -1.00 0,000 000000,0  000000.0  000000,0
(9 0.00 0,000 000000.0  000000.0  000000.0
(100  0.00 0,000 000000,.0  000000,0  000000.0

Figure 4-12. Eigenvalues for Inventory-Accelerator System

Analyzing the phase shift and gain of the accelerator mechanism
shows why it produces a long cycle. Figure 4-13(a) shows the accelerator
mechanism as it appears in the full model. Figure 4-13(b) shows the same

structure with the various links connecting desired capital to investment
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condensed into one. Figure 4-13(b) also shows the phase shift and gain
of each link in the accelerator loop for a wave with a 24-year period
(the natural period of the long cycle in the full model). The total
phase shift around the accelerator loop is almost exactly 3600. If its
gain were high, the loop would be a nearly perfect oscillator. The gain,
however, is only .41. The accelerator mechanism therefore exhibits only

a mild tendency to oscillate.

Aggregate Final Aggregate
Demand Sales Demand
o
{/// 38°/.79 l/// g/
Long-run Long-rﬁn
Expected Expected - ::2::
Demand Demand
361°/.41 o
\ Investment 0 /1

o .
Desired -____——”,,/' 07/2.5
Capital

Investment

Desired
Capital

323%/.21

Capital

Depreciation
———l

Capital

Investment

Desired 0°/.33 4

Capital

\ 1800/.3/
o
38°/.79 Capital 0°/.07

(a) (b)

Figure 4-13. Accelerator loop



151

The Multiplier loop. The impact of the multiplier loop on both

the business cycle and the long cycle is shown in Figure 4-14. The
figure gives the eigenvalues of the inventory-accelerator system with the
multiplier loop activated. The interest rate and price loops are still
disconnected (SPC = O, and TSAY is extremely large). The multiplier
stabilizes the business cycle and does not change its periodicity. The
business-cycle damping ratio increases from -.34 to -.41, while the
natural period remains at 3.9 years. The multiplier destabilizes the
long cycle and lengthens its period. The long-cycle damping ratio drops
from -.64 to -.42, while the natural period increases from 19.% to 32.2
years. The multiplier therefore has a pronounced effect on the long

cycle and only a mild interaction with the business cycle.

EIGENVALUES

DAKPING DAMPEL: DANPING ggaqsg gg{gggL
RATIO FREQUENCY TINE X i

(1) ’1000 00000 000

(2) -1.00 0,000 2,0  000000.0 2,0
(3D -0.42 0,235 9.4 4,3 1.9
(‘) '0042 00235 901 ‘03 309
(5 -0.41 0.028 78.6 35.3 32,2
(& -0.41 0,028 78.6 35.3 32,2
(7) '1»00 00000 1705 000000.0 1705
(8) -0.85 0,000 000000,0  000000.0  000000.0

0.00 0.000 000000,0  000000,0  000000.0
(10) 0,00 0.000 000000,0  000000,0  000000.0

-~
~0
~

Figure 4-14. Figenvalues for Inventory-Accelerator-Multiplier System

The impact of the multiplier loop can be explained by its phase

shift and gain at business-cycle and long-cycle frequencies. Figure 4-15

shows the inventory and multiplier loops with the phase shifts and gains
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for a 4-year cycle. The multiplier adds a loop that connects output to
final sales, passing through permanent income and consumption. The
multiplier and inventory loops share the links from aggregate demand
through expected demand and employment to output. The new multiplier
loop has a total phase shift of 126° and a gain of .09 at the
business-cycle period of 4 years. The phase shift is closer to 180° than
to a multiple of 3600, go the loop has a stabilizing effect. The

stabilizing effect is small, because the gain is low.

76°/.25 Permanent °
— Income 07/.78

Current
Disposable
Consumption
0°/.7 Income p
0°/1
129°/.09
\ Final
Output Sales
15°/.89 %o
Short-run Aggregate
Expected Demand
Demand \___/
()
387/.79

Figure 4-15. Phase and Gain at Business-cycle Period

Figure 4-16 shows the accelerator loop with the multiplier loop
added. (The figure also contains the interest rate and price loops to
avoid repetition of the diagram when they are added.) The phase shift

and gain of all the links are given at the long-cycle period of 24 years.
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The multiplier loop through output, permanent income, and aggregate
demand has a phase shift of 44° and a gain of .38. The multiplier loop
adds phase shift closer to zero than 1800, so it accentuates the long
cycle, reducing its damping ratio. Furthermore, since the loop has a
shift between 0° and 900, it tends to lengthen the period. The multi-
plier, then, has opposite effects on the business cycle and long cycle.
The different effects arise from the changes that occur in the phase-
shift and amplitude characteristics of the multiplier loop between the

business-cycle and long-cycle periodicities.

Permanent

,//~3‘°7“""I“°°”e o%.8
37/.84

Current c "
Disposable onsumption
Income
44%/.38
o
0°/.7 /
Output < 1°7.87 Short-run _ 8°/.99 Aggregate 0°/1 : Final
pected De:ang Sales
Demand
)
6 /.99 o
38 /.79
33%/.84 Employment / o
o ’ o 0"/
180°/1 o Long-run 361%/.41
(247 ) Expected
Unemployment 967°/.053 Demand Investment
(187% \€7°°/'35 0°/2.5
547°/.08 Price 323°%/.21
Desired

Average (+]

Output /.03 Interest —-/
0°/.021 Rate -
180 /24.3

Capital

Figure 4-16. Phase and Gain at long-cycle Period
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The IS-LM/Interest-Rate Loop. Having noted that the multiplier

stabilizes the business cycle and destabilizes the long cycle, we can
turn our attention to fhe effect on IS-LM/interest-rate loop. Figure
4-17 gives the eigenvalues for the inventory-accelerator-multipiier model
with interest rate active. Only the price loop remains disconnected (spc
= 0). The business cycle is almost unaffected by the addition of
interest rate; neither damping nor period changes significantly.

Interest rate does, however, affect the long cycle. The damping ratio

increases from -.41 to -.55. The period of the long cycle is unchanged .

EIGENVALUES

DANFING DANPED DAMPING DAMPED NATURAL

RATID FREQUENCY TIME PERIOD PERIOD
(1) -1.00 0.000 0.0  000000.0 0.0
(2) -1,00 0,000 2,0 000000.0 2.0
(3 -0.40 0.237 9.8 4,2 3.9
(4) “0040 00237 908 402 309
(5 -0.% 0.024 9.4 38:1 31.8
(6’ '0055 00026 5704 3801 3108
(7 -1,00 0.000 16,0  000009.0 16,0
IR I
(10) 0,00 0,000 000000.0  000000.0 000000,

Figure 4-17. Eigenvalues for Inventory-Accelerator-
Multiplier-Interest Rate System

The impact of the interest-rate loop on damping in the long
cycle can be explained by its phase and gain characteristics at the
long-cycle period. Figure 4-16 showed the phase shift and gain of each

link in the interest-rate loop. The total phase shift is 547° or,
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equivalently, 187°. The near 180° shift gives the IS-LM/interest-rate
loop a stabilizing effect on the long cycle without changing its
periodicity. The gain of .08 is low enough that the damping effect is

minor.

The Price Loop. The last loop to examine is the price loop,

added by the aggregate supply - aggregate demand model. The eigenvalues
of the inventory-accelerator-multiplier-interest rate model with the
price loop active are the eigenvalues of the full model already shown in
Figure 4-3. All loops are now active. The business cycle shows a very
slight decrease in damping, from -.40 to -.36, and an insignificant
incresse in period, from 3.9 to 4.0 years. The business cycle is almost
unaffected by the price loop. The long cycle, however, is more strongly
influenced by the price loop. Ilong cycle damping increases a little from
-.55 to -.61, while the period drops sharply from 31.8 to 23.8 years.

The effects can be explained by the phase shift and gain of the price
loop at the long-cycle period. The phase and gain of the loop were shown
in Figure 4-16. The total phase shift of the loop was 607o or,
equivalently, 2470. The phase shift lies between the damping shift of
180° and the period-shortening shift of 270°, though closer to 270°. Not
surprisingly, the loop increases damping slightly and shortens the period
of oscillation significantly. The gain of the loop is only .05, so its

effect is not overpowering.
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C. FREQUENCY-RESPONSE ANALYSIS

This section presents information about the frequency response
of the model. Frequency response measures the tendency for a system to
amplify disturbances at different frequencies. Gain curves show how
sensitive a particular output variable is to disturbances from a
particular source at different frequencies. A peak in the gain curve for
a particular disturbance-output pair means that the output variable is
especially sensitive to disturbances with frequencies in a band around
the peak. The system will selectively amplify frequencies near the peak.
Most stochastic processes contain some power at all frequencies, so a
system will tend to oscillate at or near the frequencies where it has
maximum gain. Changes in gain do not necessarily correspond to changes
in damping or other measures of transient response. The theory of gain

curves was presented in Chapter 2 and should be reviewed if necessary.

In principle, the gain curve is different for each pair of
disturbance source and output variable. This study examines gain curves
for two disturbances and four output variables. The two disturbances
most commonly discussed as sources of random shocks in the economy are
supply shocks and demand shocks. Supply disturbances are represented by
a noise term in the equation for output. Demand disturbances are
represented by a noise term in the equation for aggregate demand. (Note
that the disturbance in demand is not added into final sales and, so,
corresponds to a disturbance in desired inventory investment. An equally

plausible formulation, with potentially different results, would add the
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disturbance into final sales.) The four output variables include the two
most commonly discussed targets of stabilization policy, employment and
disposable income, as well as the level of inventory and the rate of
capital investment. The 2 disturbances and 4 outputs form 8
disturbance-output combinations and, so, a matrix of 8 gain curves.
Additional disturbance sources or output variables could have been

selected but were not, in order to keep the analysis relatively simple.

Figure 4-18 shows the matrix of eight gain curves for the full
linearized model. Each row corresponds to a disturbance source. Each
column corresponds to an output variable. The disturbance-output com-
bination for each curve is shown vertically to the left of the curve.

The first row corresponds to disturbances in supply; the second to dis-
turbances in demand. The columns correspond to the output variables (in
order left to right): current disposable income, employment, inventory,
and investment. Most of the gain curves show a peak around the
business-cycle frequency of .25 cycles per year. Several of the curves
show a resonant peak at the long-cycle frequency of about .05 cycles per
year. The long-cycle peaks appear to be smaller and narrower than the
business-cycle peaks. The long-cycle peaks are smaller because the long
cycle is heavily damped and so does not amplify disturbances between most
sources and outputs as much as the business cycle. The long-cycle peaks
appear narrower than the business-cycle peaks because the frequency scale
is linear. Many more gain values are calculated in the range of the
business cycle than the long cycle. A logarithmic scale would faciiitate
visual comparison; however, the increased resolution at high frequencies

is useful for evaluating business-cycle stabilization policy.
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Most of the gain curves in Figure 4-18 show a broad peak around
the business-cycle frequency. All the output variables will exhibit one
tendency to fluctuate ﬁt the business-cycle frequency in response to
noise in output and/or demand. If the noise is wide-band (that is,
contains significant power across many frequencies), then the resulting
business cycles will have an erratic period. The gain curves show
considerable amplification between the frequencies of .1 and .4 cycles

per year. The corresponding range of periodicities is 10 to 2.5 years.

The differences between gain curves depend on where the
disturbances enter the structure znd what outputs are measured .
Disturbances which enter the structure in different places will excite
the different feedback loops in varying degrees. Disturbances from
different sources are filtered differently by the system structure before
they reach any particular feedback loop. The choice of output variables
also affects gain. A variable which lies in a loop that receives little
or no stimulation will show little gain. For example, the gain curves
for investment are lower than for other output variables around the
business-cycle frequency, because investment is not strongly coupled to

the inventory-adjustment mechanism.

A detailed explanation of the differences between gain curves
for different disturbance-output pairs is not necessary to stabilization-
policy analysis. Instead, an explanation must be developed for changes
in the gain curves that occur when policies are activated. Chapter 5

compares the gain curves before and after activating each policy. A drop
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in gain indicates a stabilizing influence, while an increase in gain
means that a policy heightens sensitivity to disturbances. The section
on policy interpretation explains why some policies have different

effects on different curves in the gain matrix.

D. SUMMARY

In analyzing the behavior of the model, several points have come
to light.
1) The model contains two cyclic behavior modes:

a) a 4-year business cycle, and
b) a 24-year "long" cycle.

2) The business-cycle mode exhibits a periodicity
and phase relationships between variables which
are characteristic of business cycles in the
U.S. economy.

3) The business cycle is created by the inventory-
adjustment process discussed by Metzler (1941).
The business cycle is not driven by changes in
final demand.

4) The multiplier, accelerator, and capital-stock
adjustment mechanisms do not cause the business
cycle. Instead they generate a much longer
cycle.

5) The interest-rate loop of the IS-LM model and
the price loop of the aggregate supply -
aggregate demand model do not interact with the
business cycle but play minor roles in damping
the long cycle.

6) Eigenvalue elasticities are a useful tool for
identifying the feedback loops that create
different behavior modes in the model.

7) The phase shift and gain characteristics of the i
major feedback loops explain their impact on
behavior.
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8) The frequency-response analysis shows that the
model selectively amplifies disturbances in a
frequency range around the business-cycle and
long-cycle frequencies.

9) The gain curves show that different variables
have different sensitivities to disturbances
from different sources.
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CHAPTER V

POLICY ANALYSIS

A. INTRODUCTION

This chapter examines how the model responds to various busi-
ness-cycle stabilization policies. Stabilization policies are usually
broken into two general categories: automatic stabilizers and
discretionary policies. Automatic stabilizers are policies embedded in
system structure that respond automatically to changing economic
conditions. They require no overt government action to take effect.
Discretionary policies, on the other hand, are general rules for
government action which require recogniton of changes in conditions,
followed by overt action. Of the four stabilization policies most
commonly discussed, two are automatic stabilizers and two are
discretionary policies. The two automatic stabilizers are a graduated
personal income tax and a system of countercyclic transfer payments such
as unemployment insurance. The two discretionary policies are
countercyclic government spending and countercyclic monetary policy.
Monetary policy is tried in two versions: a money-érowth rule and a

money-stock rule.

The policies could be implemented in the model in many different
ways. In each case, the simplest formulation was chosen. All policies,
both automatic and discretionary, respond instantly to changing, economic

conditions. "Inside lags" {lags between change in conditions and change
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in policy action) are assumed to be zero in all cases. In reality,
discretionary policy requires time to recognize changing conditions, time
to decide on a policy éction, and time to act on the decision. The
assumption of no inside lags was made in order to test each policy under
"ideal" conditions where lags are very short. The policies cannot,
however, avoid the "outside lags." Outside lags (lags between policy
action and effect) are set by the structure of the system and are
necessarily encountered as policy changes propagate through the system.
To further ensure comparability between policy experiments, each policy
has roughly the same "size." The first-order effects of each policy on
aggregate demand are of comparable magnitude. The exact structural
changes needed to implement each policy are discussed along with the

results of each policy experiment.

The effects of each policy are evaluated by several different
stability criteria. The policies are judged by three different measures
of transient response and by one measure of freguency response. The
effects of a policy on transient response are measured by changes in
damping ratio, damped frequency, and damping time. The effects of a
policy on fréquency response are measured by changes in the gain curves
of the model before and after policy implementation. The policy results

by the different criteria are compared and contrasted.

The chapter is arranged in three sections. The first section
shows how each policy is impleménted, then how and why it affects model

behavior. In the second section, tests are performed to find the "best"
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and "worst" timing for demandmanipulation rules for stabilizing the
business cycle. The last section summarizes the policy implications of

the modeling effort.

B. POLICY IMPLEMENTATION AND RESULTS

Countercyclical Gerrnment Transfers. A system of countercyclic

transfer payments is one of the most commonly discussed automatic
stabilizers. The transfer scheme implemented in the model corresponds to
a simple unemployment insurance program. In the original model,
transfers were constant. Under the countercyclic transfer-payment
policy, transfers are a linear function of the unemployment rate.
Transfers' are high when unemployment is high and low when unemployment is
low. The policy action is automatic, requiring no overt government
action to vary the transfer stream. Changes in the unemployment rate
produce immediate changes in transfers; the policy action involves no
"inside lags." The policy raises disposable income during downturns in
employment. The object of the policy is to keep consumption demand from
falling during recessions. The policy is based on the assumption that
increasing demand during recessions (and lowering demand during booms)

will stabilize business-cycle fluctuations.

The transfer-payment policy is implemented by adding a term to
the otherwise constant stream of government transfers:

GT
CGT

egt + CGT
egt * scgt * (U - nru)
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GT -- government transfers (units/year)

CGT ~- change in government transfers (units/year)

egt -- equilibrium govermment transfers (units/year)

scgt-- strength of countercyclic government transfers
(dimensionless)

U -- unemployment rate (dimensionless)

nru -- natural rate of unemployuent (dimensionless)

The parameter scgt controls the strength o} the countercyclical transfers
policy. When the scgt is set to zero, transfers are constant as in the
original model. The policy becomes more exaggerated as scgt is set to
larger values. The parameter scgt is set to 2.67 in the policy test.

Figure 5-1 shows graphically how the transfer policy is formulated.
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) GOVERNMENT
@ TRANSFER
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2 —
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z - '
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& - | CONSTANT
2 ! GOVERNMENT
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nru u:ﬁ_veomvneuf

Figure 5-1. Govermment Transfer Policy

A value for the strength of countercyclic government transfers
of 2.67 means that a rise of one percentage point in the unemployment
rate will create a .2% rise in aggregate demand. The following

: t

computation derives the equilibrium change in aggregate demand as a
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function of a change in unemployment rate. In making the calculation,

the time delay through smoothing of permanent income is ignored.

AA = AC = apc ®A PY = ACDY =

= apc * AGT = apc * ACGT = apc * (egt * scgt * AU)

15 * Jley * 2.67 * .01

.002 ey = .002 A

The other stabilization policies, examined later in this section, are
given strengths that alsc lead to a .2% change in aggregate demand for a

1% change in the unemployment rate.

Figure 5-2 shows the lcop that is added to the model when the
transfer policy is activated. The loop actually has two channels between
final sales and aggregate demand, which technically makes it two loops.
One channel goes directly to aggregate demand, while the other passes
through inventory and desired inventory investment. For convenience, the
two links are collapsed into one which represents the combined effect of

both.

The behavioral effects of the new loup can be anticipated by its
phase-and-gain characteristics. Each link in the loop is shown with its
phase anift and gain at both the business-cycle and long-cycle periods.
In those cases where phase shift and/or gain varies with period, the
figures for the long cycle are given in parentheses. By adding, the phase

shifts and multiplying the gains, phase-and-gain characteristics of the
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Figure 5-2. Transfer-Policy Loop

loop can be calculated. The loop produces a phase shift of 384o and a
gain of .06 at the business-cycle period of 4 years. The phase shift is

only 2220, and the gain is .17 at the long-cycle period of 24 years.

Figure 4-9 showed how adding a new loop affects period and
damping of a cyclic structure. The phase shift at the business-cycle
period is a little greater than 3600, so the loop should reduce damping
and lengthen the period slightly. The effects on the business cycle will
be relatively small, however, because the gain is low. The phase shift
of the loop at the long-cycle period is a little more than 1800, so it
should increase damping and shorten the period. The new loop shares most
of its links (from CDY to E) with the multiplier. The transfer policy
adds gain with a 180° phase shift between E and CDY. The policy
essentially reduces the gain (strength) of the multiplier. Recall that
the multiplier stabilized the business cycle and destabilized tPe long

cycle. It is not surprising that effectively weakening the multiplier
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should have the reverse impact of destabilizing the business cycle and

stabilizing the long cycle.

Figure 5-3 shows the eigenvalues of the system with counter-
cyclic government transfer policy activated. Comparing the eigenvalues
in Figure 5-3 with those of the original model in Figure 4-3 reveals the
effect of countercyclical transfers on the transient response of the
model. The comparison reveals that the transfer policy affects both the
business cycle and the long cycle. Effects on the business cycle will be

examined first.

EIGENVALUES

DANPING DANPED DANPING DANPED NATURAL

RATIO FREQUENCY  TIME PERIOD PERIOD
(1 -1,00 0,000 0.0  000000.0 0.0
(2) ‘1000 00000 20 00000000 200
(3 -0,32 0,233 12:6 4,3 A1
(4 -0,32 0.233 12,6 4,3 4,1
(9 -1,00 0,000 91,8  000000.0 391.8
( &) 0,72 0,034 2844 29.1 20.3
(7) -0.72 0.034 28.4 2941 20,3
(8) -1.00 0,000 14,3 000000.0 14,3
{10) 0,00 0,000 000000,0  000000,0  000000.0

Figure 5-3. Eigenvalues with Transfer Policy

The transfer policy reduced the damping ratio of the business
cycle from -.36 to -.33 and, so, is a destabilizer by the damping-ratio
criterion. The policy does not alter the damped frequency significantly.
Damped frequency drops from .234 to .233, indicating a neutral to
slightly stabilizing influence by the frequency criterion. The policy
increaszs the damping time from 11.0 to 12.6 years and so is a destabi-

lizer by the damping-time criterion. The three different transient
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response criteria do not lead to the same conclusion about the stabili-
zing or destabilizing impact of transfers. Inconsistencies between the

three measures of transient response will be seen repeatedly.

The transfer policy increases the damping ratio of the long
cycle from -.61 to -.69. Transfers, therefore, stabilize the long cycle
by the damping-ratio criterion. The policy slightly increases the damped
frequency of the long cycle from .033 to .034 and so is destabilizing by
the frequency criterion. Transfers shorten the damping time from 39.3% to
30.5 years and, so, stabilize the long cycle by the damping-time criter-
ion. Again, the three transient responses do not lead to the same policy
conclusion. The effects of the transfer policy on the business cycle and
the long cycle are exactly reversed. The policy destabilizes the
business cycle by two of the transient response criteria (damping ratio

and damping time) and stabilizes the long cycle by the same two criteria.

Figure 5-4 shows the matrix of gain curves for the model when a
countercyclic transfer policy is activated. The dashed curves are the
original gain curves before the policy was introduced. In all 8 graphs,
gain is reduced at the low-frequency end of the spectrum. The policy is
unequivocally a stabilizing influence in the frequency range of the long
cycle. The transfer policy decreases the tendency for noise to stimulate
long cycles in the system. The drop in gain at low frequencies is

consistent with increased damping for the long cycle.
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Figure 5-4 shows that a transfer policy increases gain in the
frequency range of the business cycle for all but two disturbance-output
pairs. The policy wouid, therefore, be classified as a destabilizer of
the business cycle. The increase in gain at frequencies near .25 cycles

per year is consistent with reduced damping for the business cycle.

Two of the gain curves in Figure 5-4 show a drop in gain at the
business-cycle frequency, while all the others show an increase. Both
gain curves involve current disposable income as an output variable. The
inconsistency can be explained by the fact that transfers act directly on
current disposable income. Transfers hold disposable income up when it
would otherwise fall due to decreased employment and output. The direct
effect of transfers on disposable income more than offsets the increased
instability of employment and output over the business cycle. The figure
shows that the sensitivity of some output variables to disturbances can
be increased by a policy, while the sensitivity of other outputs to the
same disturbances declines. A policy may involve a trade-off between
increased sensitivity of one output and decreased sensitivity of another

to the same disturbance.

Countercyclical Government Spending. In the original model,

government spending was a constant. The countercyclical govermnment
spending policy increases government purchases of goods and services when
unemployment is unusually high. The policy is, in principle, discretion-
ary and could involve significant delays in recognizing changes, in

unemployment, passing appropriate legislation, and changing the actual
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government purchase rate. Such delays, lowever, have been assumed away.
Actual government spending instantaneously changes with variations in the
rate of unemployment. ' The object of the policy is much like that of
transfers. The countercyclical spending rule raises final demand for
goods when the economy is weak and unemployment is high. The idea is
that higher demand during recessions will stimulate the economy and bring
employment back up to its normal level faster, thereby reducing the
tendency toward business-cycle fluctuations. The spending policy differs
from the transfer policy in that it scts immediately on final demand

rather than passing through permanent income and consumption.

The countercyclical spending policy is implemented by adding a

new term into the rate of government spending:

G = egs + CG

CG = egs * scgs * (U - nru)

G -- govermment spending (units/year)

CG -- change in government spending (units/year)

egs -- equilibrium government spending (units/year)

scgs -- strength of covntercyclic government spending
(dimensionless)

U -- unemployment rate (dimensionless)

nru -- natural rate of unemployment (dimensionless)

The parameter scgs controls the strength of the countercyclical spending
policy. when scgs is set to zero, govermment spending is constant as in
the original model. A value of scgs greater than zero means that the
goverment follows a countercyclic spending rule. The parameter is set
at 1 for the policy test. The spending policy is illustrated in Figure
5-5.
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Figure 5-5. Govermment Spending Policy
A value for the strength of countercyclic government spending of
1 means that a change of one percentage point in the unemployment rate

will cause a change of .2% in aggregate demand:

AA

AG = ACG

egs * scgs * ( AU)

L2ey* 1 % (,01)

002 ey = .002 A

The spending policy, therefore, has the same effect on aggregate demand

as the transfer policy for a one-point rise in the unemployment rate.

Figure 5-6 shows the loop that the spending policy adds to the

model. The phase shift and gain of the loop is given at both the
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Figure 5-6. Spending-Policy Loop

business-cycle and long-cycle (in parentheses) periodicities. The
business-cycle phase shift is 3080, and the gain is .26. The long-cycle
phase shift is 1930, and the gain is .2. The shift at the business-cycle
period is between 270o and 3600, s0 the new loop should destabilize the
business cycle and decrease its period. The gain of the spending loop is
more than 4 times as great as the gain of the loop of the transfer
policy, because it does not pass through the smoothing at permanent
incame or through consumption. The destabilizing effect of spending,
however, will not be 4 times as great as that of transfers, because the
spending loop has a phase shift further away from 3600. At the
long~cycle period, the loop has a phase shift slightly greater than 1800,
so it should primarily damp the long cycle and shorten its period

slightly.

The eigenvalues of the system with the countercyclic government

spending policy in operation are shown in Figure 5-7. Comparing the new
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EIGENVALUES

DANPING DANPED DAMPING DAMPED NATURAL

RATIO FREQUENCY  TIME PERIOD PERIOD
(1) -1,00 0,000 0.0  000000,0 0.0
(2 -1,0 0,000 2,0 000000,0 2.0
(3 -0.312 0,272 11.0 3.7 3.3
(9 D e B 0000000 3
‘6) "0:72 00030 3204 3301 2301
(7)) -0.72 0,030 32,4 3341 23.1
(8) -1.00 0,000 15,7 000000,0 15,7
(9 -1,00 0,000 15,9 000000,0 15,9
(10) 0,00 0.000 000000,0 000000, 000000,0

Figure 5-7. Eigenvalues With Spending Policy

eigenvalues to those of the original model in Figure 4-3 sh s the impact
of the policy on transient response. The spending policy destabilizes
the business cycle by the damping-ratio criterion. The policy reduces
the damping ratio from -.36 to -.32. Countercyclic spending also
destabilizes the business cycle by the frequency criterion. Damped
frequency rises from .234 to .277 cycles per year. By contrast, the
policy does not alter stability by the damping-time criterion. Damping
time remains at 11.0 years after introduction of countercyclic spending.
As with countercyclic transfer policy, the three transient response
criteria do not yield the same conclusion. In this case, damping ﬁime,
not damped period, is the inconsistent measure. Countercyclical spending
also has another important effect on the business cycle. The policy
sharply reduces the natural period of the business cycle from 4.0 to 3.5

years.

The spending policy affects not only the business'cyclé but also

the long cycle. Figure 5-7 shows that the long cycle becomes more stable
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by the damping criterion. The damping ratio rises from -.61 to -.72.
The long cycle is also more stable by the frequency criterion. Damped
frequency drops from .033 to .030 cycles per year. Countercyclic
spending also stabilizes the long cycle by the damping-time criterion.
Damping time falls from 39.3 to 32.4 years. In this case, all three
transient 1:sponse criteria lead to the same conclusion: Countercyclic

spending is a stabilizing influence on the long cycle.

Figure 5-8 shows the matrix of gain curves before and after
introducing the countercyclic spending policy. All 8 curves show reduced
gain in the low-frequency (long-cycle) range below .2 cycles per year.
All 8 curves also show an increase in gair. at the high-frequency end of
the spectrum above .325 cycles per year. In the intermediate
business-cycle range between .2 and .325 cycles per year, the new gain
curves cross the originals indicating a neutral policy effect. The lower
gain at low frequencies corresponds to greater damping of the long cycle.
The higher gains at high frequencies are consistent with reduced damping

of the business cycle and an increase in business-cycle frequency.

Perhaps the most interesting feature of Figure 5-6 is the height
of the peaks in gain. Peak gain at business-cycle frequencies drops for
all but two of the disturbance-output pairs. The spending policy is,
therefore, a stabilizing influence on the business cycle by the
frequency-response criterion. The gain curves show that stability
conclusions based on the frequency-response criterion can contradict

conclusions based on the damping criterion.
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Figure 5-9 provides a simplified explanation of the discrepancy
between damping and frequency-response results. Gain at each frequency
can be decomposed into multiplicative contributions from each of the
eigenvalues and from the dynamic properities of the propagation paths
between the disturbance source and output variable. (In the terminology
of control theory, the properties of the propagation paths are the
"zeros" of the system.) The contributions of the eigenvalues are the
same for every disturbance-output pair. Contributions to gain from the
propagation paths is different for each pair. The general tendency for
gain peaks to drop in Figure 5-8 can be explained by the effects of the

spending policy on the eigenvalues of the system.

Business Cycle Vg AN

Contribution: / \
Long Cycle Original / \
Gain Contribution: New / \

Original

-
- e— .
-—

Frequency

Figure 5-9. Gain Depends on All Eigenvalues
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Assume that the solid curve in Figure 5-9 is the original gain
curve for some disturbance-output pair. The gain curve can be decomposed
into contributions from the two pairs of oscillatory eigenvalues. The
contributions of the complex eigenvalues are shown as finer solid curves.
Multiplying the two components yields the original gain curve. (Real
eigenvalvres are ignored for simplicity.) Now assume that a policy damps
the long cycle, lowering the gain contribution of the long cycle. Also
assume that the policy reduces damping and period of the business cycle,
shifting the gain contribution of the business cycle higher and to the
right. The new contribution curves can be multiplied to obtain the new

gain curve.

The peak of the new gain curve can be lower than the peak of the
original curve if the contribution of the long cycle drops by more than
the contribution of the business cycle rises. The contribution of the
long cycle at the new business-cycle peak declines for two reasons.
First, the long-cycle contribution drops at all frequencies due to an
increase in damping of the long cycle. Second, the business-cycle peak
has moved to a higher frequency, where the contribution to gain from the
long cycle is lower. The effect on gain from the long cycle can dominate
the effect from the business cycle. The dominance will be strongest when
the policy adds a feedback loop that has a phase shift near 270o for the
business cycle and near 180° for the long cycle. A phase shift near 270°
for the business cycle will primarily increase its frequency without
reducing damping very much. A phase shift near 180° for the long cycle

strongly will increase its damping without altering its frequency.
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Recall that the phase shift of the spending loop is close to the
conditions for maximum dominance; the shift is 308o for the business
cycle and 193o for the long cycle. Phase shift for the transfer policy
was not close to the condition for dominance; the phase shift was 384o

for the business cycle and 222° for the long cycle.

Two of the curves in Figure 5-8 do not show a drop in peak gain
at the business-cycle frequencies (A > IV, A > I). 1In both cases, gain
at the low-frequency end of the spectrum is almost unaffected by the
spending policy. Apparently, the propagation paths (zeros) from demand
to inventory and from demand to investment cancel the effect of greater
long-cycle damping on the gain contribution of the long cycle for those
pairs. If the gain contribution of the long cycle does not drop, then
decreased stability of the business cycle will raise the peak of the gain
curve. A detailed structural explanation of the canceling effect of the
zeros has not been developed. It is sufficient to note that the gain
from one disturbance to an output variable can decline while, at the same
frequency, the gain from another disturbhance to the same output variable
can increase. That is, a policy may involve a trade-off in sensitivities

of the same output variable to different disturbances.

Graduated Income Tax. A graduated income tax, like

countercyclic transfers, is an automatic stabilizer. In the original
model, income tax was a constant fraction of personal income. Under a
graduated income tax policy, the fraction of income taken by government

rises with the level of income. During periods of high employment,
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output, and income, the tax bite increases. During recessionary periods
average tax rate declines. The policy is designed to keep current
disposable income from‘rising during booms or falling during recessions
by as much as it would without the policy. The policy is predicated on
the idea that holding disposable income more constant will hold

consumption more constant and keep demand variations from producing

business cycles.

The graduated income tax policy is implemented in the model by

changing the equation for taxes. The new tax equation becomes:

=]
[}

(egs + egt)(1 - sgyt) + Y * ntr * sgyt

(egs + egt)/ey

ntr
T -- taxes (units/year)

egs -- equilibrium government spending (units/year)

egt -- equilibrium govermment transfers (units/year)
sgyt -~ strength of graduated income tax (dimensionless)
Y -- output (units/year)

ntr -- normal tax rate (dimensionless)

ey -- equilibrium output (units/year)

The parameter sgyt varies the strength of the graduated tax.
When the parameter is set to one, the equation for taxes collapses to the
equation for proportional taxes in the original model. When the
parameter is greater than one, the income tax becomes graduated. For the
policy test, sgyt is set at 2.2 so that the marginal tax rate is 120%
greater than the average tax rate. Figure 5-10 graphs the graduated tax

as a function of personal income.



185

/
/
v GRADUATED /
~ . INCOME TAX /
g Poucy \y
/
/ ORIGINAL
/ PROPORTIONAL
/ INCOME TAK
(egsveqt) [~ ---------~- ey
/
/ ]
/o
/ '
]
/ '
Z 1
e Y —

Figure 5-10. Graduated Income Tax Policy

A value for the strength of graduated income tax of 2.2 means
that a rise of one percentage point in the unemployment rate will crete a
.2% increase in aggregate demand through consumption. In calculating the
impact on consumption, the time delay through permanent income is ignored

just as it was in the case of transfers.

AA=AC=apc * APY = apc * ACDY

-apc * AT = —apc * ( AY * ntr * (sgyt - 1))

A
-apc * ((1 -0‘)*—;%* ey * ntr * (sgyt - 1))

-apc * ((1 -a) * ( - AU) * ey * ntr * (sgyt -1))

-5 % (.75 % —.01 ey * 3% (2.2 -1)) .
.002 ey = .002 A
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The graduated income tax policy has the same impact on aggregate demand

as both the spending and transfers policies.

Figure 5-11 illustrates the loop formed when a graduated income
tax is added to the model. The loop is similar to the one created by the
transfer policy. Both share most of their links with the multiplier.

The income-tax loop has a phase shift of 364o and a gain of .08 at the

business-cycle period. The loop has a phase shift of 222° and a gain of

(339/.24)
Current —-—-76—/25—> Permanent oo /1
Disposable Income
1800 /l Income
Taxes Consumption
0°/.36 (222°/.2) °n
364°/.08
Final
Output ( 39/, 87) Sales
12°/.79 .
1)
( 7°7.99) 0,/
Short-run 38°/.79 Aggregate 58 /1.9
Expected Demand
Demand

Figure 5-11. Tax-Policy Loop

.2 at the long-cycle period. The business-cycle shift is very close to
3600, so the loop should decrease damping without affecting the period of
the business cycle. The long-cycle shift is between 180o and 2700, 80
the loop should stabilize the long cycle and shorten its period. The
income-tax policy works in much the same way as the transfer policy in

weakening the multiplier loop. The multiplier mechanism damped the
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business cycle and destabilized the long cycle, so weakening it will, of

course, have the reverse effect.

Figure 5-12 shows the eigenvalues of the system when the
graduated income tax is activated. Comparing the new eigenvalues with
those of the original model in Figure 4-3 shows the effect of the
graduated income tax on transient response. The tax policy destabilizes
the business cycle by the damping criterion. The damping ratio drops
from -.%6 to -.32. The tax has a very slight destabilizing effect on the
business cycle by the frequency criterion. The policy is nearly neutral

but does raise the damped frequency from .234 to .238 cycles per year.

EIGENVALUES

DANPING DANPED DANPING DANFED NATURAL

RATID FREQUENCY  TINE PERIOD PERIOD
(1) -1.00 0,000 0.0  000000,0 0.0
(2) -1.00 0.000 2. 000000,0 2.0
(3 -0,31 0,238 12.8 4,2 4,0
(4 -0.31 0.238 12,8 4,2 4,0
(9 -0.72 0.035 27,9 28,6 19.8
( 8 -0.72 0.035 27,5 286 19.8
( 7) ‘1000 00000 1406 000000.0 1‘06
(8 -1.00 0.000 625.4  000000,0 625.4
(9 -1.00 0,000 15,7 000000.0 15.7
(100  0.00 0,000 000000,0  000000,0  000000.0{

Figure 5-12. Eigenvalues With Tax Policy

The damping-time criterion, like the damping-ratio criterion, indicates
that the income tax is a destabilizer. The damping-time rises from 11.0
to 12.8 years. The only discrepancy between the three criteria is that
damped frequency indicates that the tax policy is only a very mild

destabilizing influence, while the other two criteria indicate a stronger
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effect. The three criteria come closer to agreeing with each other for

the income tax policy than for either the transfers or spending policies.

Figure 5-12 shows that the income tax increases the damping
ratio of the long cycle from -.61 to -.72, and, so, is a stabilizer by
the damping criterion. Taxes are a slight destabilizer of the long cycle
by the frequency criterion. Damped frequency rises from .033 to .035
cycles per year. By the damping-time criterion, the tax is a long-cycle
stabilizer, lowering damping time from 39.3 to 27.5 years. Note also
that the natural period of the long cycle dropped fom 23.8 to 19.8 years
after introduction of the graduated tax. The overall effects of the
graduated income tax on the transient response of the model are very

similar to the effects of countercyclical transfers.

Gain curves for the system under a graduated income tax policy
are shown in Figure 5-13. The changes in frequency response produced by
the tax policy are almost identical to those produced by transfers. Gain
declines for all disturbance-output pairs at the low-frequency end of the
spectrum. Gain rises in the business-cycle frequency band for all pairs
except those involving current disposable income as the output variable.
Just as in the case of transfers, the direct stabilizing effect of the
tax policy on disposable income more than offsets the destabilizing
influence of the policy on gross (pretax) income. The graduated income
tax provides another example where a policy involves a trade-off between
stability effects on different output variables. The policy detreases
the sensitivity of ome output variable to disturbances, while increasing

the sensitivity of others over. the business-cycle frequency range.
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Countercyclical Money-Stock Rule. In the original model, money

stock was assumed to be constant. Under a money-stock rule the quantity
of money rises and falls with the unemployment rate. Money moves exactly
out of phase with employment. The mechanism behind the movements is
assumed to be the following: the Federal Reserve sets a money-stock
target, which moves linearly with the unemployment rate. The Fed then
buys cr sells securities in open-market operations to manipulate bank
reserves. The banks then respond immediately to changes in reserves by
calling or issuing loans so that they just meet reserve requirements.

The scenario clearly assumes a high degree of coordination and control on
the part of the Fed. The policy was not designed to be realistic, but
rather to illustrate the consequences of a countercyclic money stock in
the absence of "inside lags." The money-stock policy will be contrasted

with a countercyclic money-growth rule in the next section.

The money-stock rule is designed to increase investment demand
during recessions and thereby stimulate the economy, causing an early
recovery. During a recession, as unemployment rises, money also
increases. The rise in money stock momentarily creates excess money.
The excess money is then presumably used to buy bonds, which drives up
the price of bonds and drives down bond yields and other interest rates.
The bond-purchase mechanism is not explicitly included in the model.
Instead, a rise .in money supﬁiy is assumed to automatically and.
immediately cause a decrease in interest rates. As interest rates fall,
the holding cost of capital also declines, which increases the desired

capital stock. An increase in desired capital raises the investment
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rate, which adds to aggregate demand. In short, an increase in
unemployment causes an increase in money, a fall in interest rate, and a
rise in investment spending. The additional investment demand is
supposed to stimulate the slack economy and thereby stabilize the

business cycle.

The money-stock policy is implemented in the model by changing
the equation for the rate of change in money from a constant set at zero
to a first-order exponential lag of the target-money stock. The

target-money stock is then a linear function of the unemployment rate:

RCM = (TMS - M)/tam

TMS = em + em * scms * (U - nru)

RCM -- rate of change in money ($/year)

TMS -- target-money stock ($)
M -- money supply ($)
tam -- time to adjust money (years)

em -- equilibrium money stock ($)
scms -- strength of countercyclical money-stock policy

(dimensionless)
U -- unemployment rate (dimensionless)
nru -- natural rate of unemployment (dimensionless)

The parameter scms controls the strength of the countercyclical policy.
When scms is set to zero, the policy is deactivated and money stock
remains constant. The larger scms is set, the more money stock varies
for a given change in unemployment. The time to adjust money is set t&
an extremely small value, so there is essentially no delay between a

change in the target-money stock and a change in the actual money supply.
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The parameter scms is set to .8 and tam is set to .001 for the policy

trial. The money-stock policy is shown graphically in Figure 5-14.
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Figure 5-14. Money-Stock Policy

The strength of the countercyclic money-stock policy is
calculated to have the same effect on aggregate demand as the previous

policies:

AA = AT = A[(DK - K)/tak] = ADK * 1/tak

d DK 1 9 R, 9DK 1
= W —— * * ———
AR* = *mr - M * vy * 7R BE

9 M, OR o 9DK o 1
= * ___ ® * .
U7 "9 5 R tak

-0 ey *;1
(1/alk + 1r)% K

- .0t * [5h * scme] * bzl * |
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= .0t * [.8] * [-.03] * [-24.3 ey) *‘3
= ,002 ey = .002 A

A rise of one percentage point in the unemployment rate leads to an
increase of .2% in aggregate demand through jncreased investment. The
stimulus would not persist if unemployment remained high, because
investment would cause the gap between desired and actual capital stock
to close. Investment would eventually return to nearly its original
level. Changes in capital stock are relatively slow, however, so, at
least over the business cycle, the money-stock policy should give the

same degree of demand manipulation as the other policies.

Figure 5-15 shows the new loop added to the model when the
countercyclical money-stock policy is activated. The loop follows many
of the links in the price loop of the original model. The difference is
that the connection between unemployment and interest rate passes through
money supply instead of through price. The loop has a phase shift of
298o and a gain of .24 at the business-cycle period and a phase shift of
156o and a gain of .12 at the long-cycle period. The business-cycle
shift is between 270° and 360o (nearer 2700), so the loop should
primarily shorten the period of the business cycle but also reduce its
damping slightly. The relatively high gain means the absolute change in
damping should approach that of the transfer and tax policies, which had
more phase shift and less gain. At the long-cycle period, the loop has a
phase shift slightly less than 1800, 80 it should dampen the long cycle

and increase its'peribd slightly. The phase shift and gain of the
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Figure 5-15. Money-Stock-Policy Loop

money-stock loop are very close to those of the government-spending loop

seen earlier.

Figure 5-16 displays the eigenvalues of the system with the
countercyclical money-stock rule in operation. The policy destabilizes
the business cycle by the damping-ratio criterion. The damping ratio
drops from -.36 to -.33. The policy is also a destabilizer by the
frequency criterion. The damped frequency rises from .234 to .273 cycles
per year. By the damping-time criterion, huwever, the policy stabilizes
the business cycle. The damping time falls from 11.0 to 10.4 years.

Note that the natural frequency of the business cycle drops sharply from

4.0 to 3.5 years, just as it did for the government-spending policy.
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EIGENVALUES

DAHPING DANPED DAMPING DANFED NATURAL
RATIO FREQUENCY TIH(E, 0 PERIOD PERIOD

(1 -1,00 0,000 ' 000000,0 0.0
(2) -1,00 0,000 0.1  000000,0 0.1
(3 -1,00 0.000 2,0 000000.0 2.0
(4) -0.33 0,273 10.4 3.7 3.9
(9 -0,33 0,273 10,4 3.7 343
( 8) -1.00 0,000 289.5 0000000 289.9
(7) -0.66 0.028 40,5 39:9 2647
( 8) -0.686 0.028 40,9 3949 2647
(9 -1.00 0,000 15,7 000000.0 15.7

Figure 5-16. Eigenvalues With Money-Stock Policy

Figure 5-16 also shows the effect of the money-stock rule on the
long cycle. The policy is a stabilizer of the long cycle by the damping-
ratio criterion. The damping ratio increases from -.61 to -.66. The
policy is also a stabilizer by the frequency criterion. Damped frequency
drops from .033 to .028 cycles per year. By contrast, the money-stock
policy destabilizes the long cycle by the damping-time criterion. Damping
time rises from 39.3 to 40.5 years. Note that the policy increases the

natural period of the long cycle from 23.8 to 26.7 years.

Figure 5-17 shows the effect of the money-stock policy on the
gain curves of the system. In all cases, gain falls in the low-to-middle
frequency range. The fall corresponds to the increased damping of the
long cycle seen in the eigenvalues. The business-cycle peak in gain
shifts to the right (to a higher frequency) in every case. The shift
corresponds to the shorter natural period of the business cycle seen in
the eigenvalues. In all but two cases, gain increases at ‘highér

frequencies. The increase corresponds to lower damping and shorter
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period in the business cycle. The two exceptions both involve investment
as the output variable. Investment, remember, is the immediate target of
the money-stock policy. The policy effectively counteracts movements in

investment over the business cycle.

Figure 5-17 shows that peak gain at business-cycle frequencies
is lower in all cases except for the demand-inventory combination. The
money-stock policy therefore stabilizes the business cycle by the
frequency-response criterion. Recall that the policy destabilizes the
business cycle by the damping criterion. The discrepancy between results
by the frequency-response and damping criteria can be explained by the
effect of the policy on the long cycle. The policy increases damping of
the long cycle enough to more than offset the reduction of damping it
produces in the business cycle. Overall gain in the business-cycle
frequency range is reduced. A similar result was previously seen in the

case of a countercyclic government spending policy.

The results of the money-stock policy are, by and large, very
similar to the results of the countercyclical government-spending policy.
For both policies, damping of the business cycle declines while peak gain
at the business-cycle frequencies also falls. The policies also produce
a marked drop in the period of oscillation of the business cycle. The
difference between the two policies lies primarily in their effects on
gain between the two disturbances (A and Y) and investment. The
difference is not surprising in view of the fact the monetary policy has

a direct and immediate countercyclic influence on investment spending.
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Figure 5-17a.
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Countercyclical Money Growth. The last policy to be examined is

a countercyclical money-growth rule. The policy is a variant of the
money-stock rule of the preceding section. The money-growth rule causes
the rate of growth in money supply, rather than the money supply itself,
to rise and fall with the unemployment rate. Money growth moves
countercyclically with employment. In order to follow the policy rule,
the Federal Reserve would make open-market purchases (increasing
reserves) when employment is low. Banks, it is assumed, would adjust
outstanding loans in response to changes in reserves and thereby adjust
the money supply exactly as the Fed adjusts reserves. The policy is
designed to make interest rates drop when the economy is in a recession
and rise when the economy is especially strong. The movement qf interest
rates causes investment to rise during recessions and fall during peaks
in economic activity. The changes in investment are supposed to
stabilize the economy by raising investment demand during bad times and
lowering demand in good times. The difference between the two monetary
policies is one of timing. The effect of the growth rule lags the effect

of the stock rule by one-quarter cycle.

The money-growth rule is implemented in the model by making the

rate of change in money a linear function of the unemployment rate:

RCM =M * gcmg * (U - nru)

RCM -- rate of change in money supply ($/year)

M -- money supply ($)

scmg -- strength of countercyclic monetary policy (1/years)
U -- unemployment rate (dimensionless)

nru -- natural rate of unemployment (dimensionless)
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The parameter scmg varies the strength of the countercyclic money-growth
policy. A value of zero is equivalent to the original assumption that
money supply never changes. A positive value creates countercyclic money
growth and investment demand. The parameter scmg is set to 1.3 for the

policy test. Figure 5-18 illustrates the monetary rule.
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Figure 5-18. Money-Growth Policy

. A value of 1.3 for the parameter scmg means that a business-
cycle fluctuation in unemployment rate with an amplitude of one
percentage point (peak-to-average value) will create a fluctuation in
investment rate with an amplitude equal to .2% of aggregate demand. In
this sense, the money-growth policy has the same magnitude as the other
policies with respect to the business cycle. (Note, in going from the

first to second lines, that capital is a first-order stock adjustment of
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desired capital. At a 4-year period and with a 3-year time to adjust
capital, capital stock lags desired capital by 78o and has an amplitude
.21 times as great as that of desired capital. The difference between
the two curves ((0°, 1) - (78%, .21)) has an amplitude .98 times as great
as that of desired capital. Note, in going from the second to third
lines, that money (M) is a pure integrator of the rate of change in money
(RCM) &nd so has an amplitude equal to that of RCM multiplied by the

period of the oscillation in question (4 years) divided by 27T.)

Amp (A) = Amp (I) = Amp ((IK - K)/tak) =

.98/tak * Amp(DK) = .98/tak *3% *332%_* Anp (M)

.98/tak *J4-* 2® .64 % mmp(ROM)

.98/ tak *g-g-* ?%-* .64 * em * gemg * Amp(U)

1 -
= .98/tak * [(iemri,gﬁ)] * [(1/;ikef 1r)2] * .64 * ot * scmg * Amp(U)

= .98/3 #* (-.03) * (-24.3 ey) * .64 * 1.3 * .01

= ,002 ey = .002 A

The money-growth policy is not comparsble to the other policies
at all frequencies, because the gain at each integration (at money supply
and capital stock) depends on frequency. The policy does have approxi-
mately the same effect on aggregate demand as the other policies at the
business-cycle frequency. The money-growth policy is, however, much

stronger than the others at low frequencies.
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Figure 5-19 illustrates the new loop formed when the
money-growth rule is activated. The loop is the same as the money-stock
loop except for the links between unemployment and money stock. The new
links add 90° of phase shift at both the business-cycle and long-cycle
periods. Gain at the long-cycle period is also greatly increased. Phase
shift is 3880, and gain is .25 at the business-cycle period. Fhase shift
is 2460, and gain is .74 at the long-cycle period. The business-cycle
shift is a little greater than 3600, so the loop should destabilize the
business cycle and lengthen its period. The phase shift is similar to
that of the transfer loop and the spending loop, but the gain is much
greater because the money-growth policy is not filtered through permanent

income or consumption. The higher gain means that a money-growth rule

( 7°/.99) o
( 6°/.99) (0°/1)
329/.85 Short-run 38q/-79 Aggregate 58°/1.9
~— Expected Bregate <=—— rinal
a— Demand Demand Sales
Employment
_ 0°n
180°/1
(2462/.74)
Uneaployment 3880/ .25 Investment
) (323°/.21)
0°/1.3em 350°/.32
Rate of " Desired
\Change in (9001’3.8) Capital

Money 90 /.64 0,.03
\ Money 180° /<2 Interest
Stock —p Rate 1800/24 .3

Figure 5-19. Money-Growth-Policy Loop

will have very strong effects. At the long-cycle period, the loop has a
phase shift between 180° and 270°, so it will stabilize the lomg cycle

and shorten its natural period. The effects on the long cycle will be
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exaggerated because of the high gain through the link from money growth

to money stock at low frequencies.

Figure 5-20 shows the eigenvalues of the system when the
countercyclical money-growth policy is activated. The policy destabi-
lizes the business cycle by the damping criterion. The damping ratio
drops very sharply from -.36 to -.19. The policy has a neutral effect by
the frequency criterion. Damped frequency changes insignificantly from
«234 to .236cycles per year. By the damping-time criterion, the policy

strongly destabilizes the business cycle. The damping time jumps from

EIGENVALUES

DANPING DANPED DANPING DAMPED NATURAL
RATIO FREGUENCY TIHS o PERIOD PERIOD

(1) '1000 00000 [] 000000.0 000
(2) -1,00 0.000 1,9 000000.0 1.9
(3 -0.19 0,236 21,9 4,2 4,2
(4) -0,19 0,236 21.9 4,2 4,2
(3 -0.93 0.023 17.1 43.8 15.9
(&) -0.93 0,023 17.1 43,8 15.9
(2) -1.00 0. 12,6  000000.0 12:6
LI O
' e [} ’ ] .
(100 1.00 0,000 ' 000000.0  903088.0

Figure 5-20. Eigenvalues With Money Growth

11.0 t0 21.9 years. Just as in the case of transfers and income taxes,
the money-growth policy shows a destabilizing influence on both the
damping ratio and damping time, but a neutral effect on the damped
frequency of the business cycle. Note that the natural period of the

business cycle increased slightly from 4.0 to 4.2 years.
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Figure 5-20 also shows the effects of the money-growth policy on
the long cycle. The policy is strongly stabilizing by the damping
criterion. The damping ratio of the long cycle rises from -.61 to -.93.
The long cycle is also stabilized by the frequency criterion. The damped
frequency falls from .033 to .023. By the damping-time criterion, money
growth is also a stabilizing influence. The damping time drops from 39.3
to 17.1 years. The very large drop in damping time is produced by both
the increase in damping and a marked decrease in the natural period of

the long cycle from 23.8 to 15.9 years.

Figure 5-21 shows gain curves for the system when the counter-
cyclic money-growth rule is activated. All but two of the gain curves
are lower in the low-frequency range. The two curves which increase both
involve investment as the output variable. The increased sensitivity of
investment to disturbances is not surprising, because the policy acts
directly ?n investment to manipulate demand. The direct destabilizing
effect of the policy on investment more than outweighs the indirect
stabilizing effect on the long cycle. All the curves show a strong
increase in gain around the business-cycle frequency. The rise in gain

corresponds to reduced damping in the business cycle.
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Summary Figure. The chart in Figure 5-22 summarizes the impact

of the five policies on both transient response and frequency response of

the model.
SCGT SCGS SGYT SCMS SCMG
Transient Response
Business Cycle: o o o o
Phase/Gain 384°/.06 308 /.26 364 /.08 298 /.24 388°/.25
Damping Ratio D D D D D
Damped Frequency N D D D N
Damping Time D N D S D
Period (+) - N - +
Long Cycle: o o o o o
Phase/Gain 222°% .17 193°/.2  2227/.2 156 /.12 246°/.74
Damping Ratio S S S S S
Damped Frequency D S D S S
Damping Time S S S D S
Period - N - + _
Frequency Response
(Gain Curves)
Frequencies:
Low
(£ < .2) s s s s s(3)
Middle
(.2 < £ < .35) D(1) N D(1) N D
High
Peak Gain D(1) 8(2) D(1) S(4) D
Key:
(€ ; except A > CDY, Y > CDY S - Stabilizing
(2) except A > IV, A > I D - Destabilizing
(3) except A> I, Y>1I N - Neutral
(4) except A > IV - - Shorter
+ - Longer

Figure 5-22. Summary of Policy Effects
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C. POLICY TIMING

All five policies tested in the preceding section reduced
damping of the business cycle. All five are standard countercyclical
demand-stabilization policies often discussed in the economics
literature. The perverse effects cannot be attributed to "inside lags”
of policy decision muking. None of the policies involves an inside lag.
Three of the policies encounter "outside lags" between policy action and
its impact on demand. The three policies that encounter lags have a
stronger adverse effect on damping than the other two policies. The
results suggest two questions: 1) If a short lag increases the
destabilizing impact of a policy, how much lag creates the worst possible
effect on business-cycle damping? 2) If all the countercyclic policies
destabilize the business cycle, would procyclic demand policies be

stabilizing?

How much lag has the most destabilizing effect? As seen in the

preceding section, the stronger effect of lagged policies is explained by
phase shift. The lagged policies create loops with phase shift very near
3600, while the policies which encounter no outside lags create loops
with a phase shift close to 3000. Phase analysis suggests that adding an
inside lag to the policies that have no outside lags would accentuate
their destabilizing influence, because the phase shift of the loops they
add would increase toward 3600. The result was confirmed by adding a
six-month lag between unemployment and the policy action for both the

govermment-spending and money-stock policies. Both policies reduced
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dsmping more than when no inside lag was included. The reverse test was
also done. The policies were made to lead unemployment, and they reduced
damping less than before. The effects of leads and lags were also tested
on policies that do encounter outside lags. Neither a lead nor a lag
significantly affected damping for either the transfer or the
money-growth policies. To generalize the findings: A countercyclic
demand policy with no inside or outside lags appears to have a mild
destabilizing influence on the business cycle. A countercyclic demand
policy with inside and/or outside lags totaling about 60° at the
business-cycle frequency has the maximum destabilizing effect on the

business cycle.

Are procyclic demand policies stabilizing? Countercyclic

poilicies create loops with phase shift between 300o and 3900. The
shifts fall well within the range of destabilization, which lies between
270° and 450o (900). A procyclic policy would reverse the direction of
policy ac%ion, adding another 180o of phase shift to the new loops. The
phase shift would then lie between 480° (120°) and 570° (210°), which is
well within the range of stabilization, between 900 and 2700. Procyclic
demand policies would appear to be business-cycle stabilizers. The
theory was tested by running each of the policies with its sign reversed.
Indeed, all five of the policies increased damping of the business cycle.
The most effective stabilizers were those procyclic policies with an

outside lag between policy action and the impact on demand.



AR

The effects of procyclic and countercyclic policies are simply
reversed. It would be imprudent, however, to conclude that the
government should institute procyclic demand policies. The procyclic
policies have a reversed effect not only on the business cycle but also
on the long cycle. Four out of the five procyclic policies tend to
destabilize the long cycle. While a small amount of procyclic demand
manipulation could help stabilize the business cycle, a firm procyclic
rule might accentuate any longer cycles present in the economy. A more
fruitful approach to business-cycle stabilization policy is to look
within the inventory-employment structure that creates the business

cycle.

For example, Figure 4-6 indicates that increasing the
flexibility of capacity utilization has a strong stabilizing effect on
the business cycle without affecting the stability of the long cycle.
Macroeconomic policies aimed at increasing the use of overtime and
undertimé, therefore, might help stabilize the business cycle. Such
policies might include taxing fringe benefits so that they became a
smaller share of total compensation. lower fringe benefits would reduce
the cost of undertime to employers. Many other policies might also be
devised that would affect the management of employment, inventory, and

production and thereby stabilize the business cycle.
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D. POLICY CONCLUSIONS

Several conslusions can be drawn from the preceding analysis of

standard demand-stabilization policies. The conclusions are broken down

into economic insights and theoretical insights.

Economic Insights. Variations in final demand are often

improperly thought to cause business cycles. Instead, the structure that
amplifies and propagates business cycles is a set of feedback loops
involving inventory, inventory investment, expected d<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>