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Abstract

Energy is an essential human need that is necessary for maintaining and improving
quality of life. It also plays a crucial role in sustaining and developing the world
economy. Accurate production forecasting models are important for governments,
organizations, and companies as they enable them to make informed decisions and
develop returns on investments. However, forecasting models for subsurface energy
resources still face several challenges, such as mathematically ill-posed problems and
lack of reliable data. Machine learning offers new methods to develop better fore-
casting models due its capacity to learn desired behavior from interacting with an
environment of interest, as well as its ability to create optimal non-linear mappings
between input and output data.

In this research work, we reformulate the history matching problem from a least-
square mathematical optimization problem into a Markov Decision Process to de-
velop a method in which reinforcement learning can be utilized to solve the problem.
This method provides a mechanism where an artificial deep neural network agent
can interact with the reservoir simulator and find multiple different solutions to the
problem. Such formulation allows for solving the problem in parallel by launching
multiple concurrent environments enabling the agent to learn simultaneously from all
the environments at once, achieving significant speed up.

Additionally, we use deep neural networks to generate more accurate shale gas
production forecasts in counties with a limited number of sample wells by utilizing
transfer learning. By using transfer learning, we provide a way of transferring the
knowledge gained from other deep neural network models trained on adjacent counties
into the county of interest. This research project uses data from more than 6000
shale gas wells across 17 counties from Texas Barnett and Pennsylvania Marcellus
shale formations to test the capabilities of transfer learning. The results reduce the
forecasting error between 11% and 47% compared to the widely used Arps decline
curve model.
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Chapter 1

Introduction

Nowadays, energy is one of the most important basic needs that is necessary for

social progress and improving quality of life (1, 2). It is a cornerstone for sustaining

and developing the world economy (3). Oil and gas, which are subsurface energy

resources, constitute a significant proportion of the global energy production. As

shown in Figure 1-1, these resources account for over 50% of the world’s energy

supply (4, 5).

Figure 1-1: A chart showing the sources of global energy supply where oil and gas
generate 54% of the world energy (4, 5).

Given the crucial role that these energy resources play in supporting societal
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progress and economic development, it is essential to have accurate production fore-

casting models. Such models are necessary for government policy makers as they

provide an insight that enables them to come up with informed decisions (6). It is

also important for oil and gas companies to maintain and manage the wells as well

as optimize returns on investments.

However, there are challenges and difficulties related to developing accurate fore-

casting models. For this reason, a lot of research has been done to overcome or

mitigate such difficulties. Some of these challenges arise from the fact that the prob-

lem itself is mathematically ill-posed. In other cases, the models developed to forecast

the production lack enough data to generate a reliable forecast.

In recent years, machine learning has gained lots of popularity as a tool to tackle

research problems. Machine learning uses data to build a predictive model that can

map input data to a useful output. In the literature, as shown in Figure 1-2 , ma-

chine learning is usually classified into three types: supervised learning, unsupervised

learning and reinforcement learning.

Figure 1-2: Machine learning types (7). In this research work, supervised learning
and reinforcement learning will be utilized to overcome challenges in production fore-
casting models.
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This research work will utilize reinforcement learning and supervised learning to

address two current challenges in subsurface energy production forecasting models.

In chapter 2, we will utilize reinforcement learning to develop an algorithm for solving

the history matching problem in parallel. This algorithm can help reservoir engineers

refine and enhance oil and gas reservoir models in a timely manner. The research

findings in chapter 2 have been published in Energies Journal, in a paper titled:

"Parallel Automatic History Matching Algorithm Using Reinforcement Learning" (8).

After that, chapter 3 employs supervised learning to develop more accurate shale

gas production forecasting models. To overcome the challenges of data scarcity, trans-

fer learning techniques are applied to the supervised learning models. The research

findings in chapter 3 have been published in the Upstream Oil and Gas Technology

Journal, in a paper titled: "Towards better shale gas production forecasting using

transfer learning" (9).

In this research work, we will explore the following areas and try to answer the

following questions:

• What scale of history matching complexity can reinforcement learning solve in

a timely manner?

• How can human intuition and professional experience affect the speed of the

algorithm and the quality of the solutions found?

• How does the initial guess in history matching affect the convergence of the

suggested algorithm?

• How can machine learning utilize data from a similar domain to generate accu-

rate forecasting models?

• How does transfer learning help to develop accurate production forecasts if the

available data is very limited?

25
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Chapter 2

Parallel automatic history matching

algorithm using reinforcement

learning

2.1 Background

Optimally developing an oil and gas field requires predicting future production us-

ing a reservoir model, whose key material properties are tuned in a process called

history matching. This process of adjusting the key parameters is non-unique and

computationally challenging. Typically, the reservoir model is divided into cells that

match the geology of the field. The key properties of these cells, such as porosity

and permeability, are assigned initially using core sample data, where available. For

computational efficiency, the geological model is converted to a reservoir model using

upscaling (10, 11, 12) to reduce the number of the cells in the model.

Due to the challenges of finding the key properties in each cell, history matching is

used to adjust the values of these properties so the model reflects historical production

data (13, 14, 15). History matching is typically done by matching the computed

pressure and saturation data (oil, gas and water rates) from the simulation model and

comparing it the actual historical data. The difference between the actual data and
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data generated by the reservoir model is then computed using an objective function

that quantifies the mismatch between the two quantities.

The problem of history matching can be expressed mathematically as a non-linear

least-square optimization problem, where the optimization algorithm minimizes the

objective function:

𝐹 (𝑢) = 𝛼[(𝑞 − 𝑞)𝑇𝐶𝑞(𝑞 − 𝑞) + 𝜆(𝑢− 𝑢𝑝𝑟𝑖𝑜𝑟)𝑇𝐶𝑢(𝑢− 𝑢𝑝𝑟𝑖𝑜𝑟)] (2.1)

where 𝛼 is a constant scaling factor used scale the quantity of the objective function,

𝑞 is a vector containing the actual historical pressure or saturation quantity and 𝑞

is a vector that represents the calculated quantity from the simulation model. 𝐶𝑞

is a weight matrix used to assign weights to production data where it can be used

if there is an order of magnitude difference in the production data. 𝑢 is a vector

containing the uncertain parameters in the reservoir model. The rates generated by

the reservoir simulator 𝑞 can be expressed as a function of the reservoir simulator

with respect to 𝑢 i.e., 𝑞 = 𝑓(𝑢). The second half of the equation is a regularization

term where 𝜆 refers to the regularization parameter, 𝑢𝑝𝑟𝑖𝑜𝑟 refers to a priori estimate

of the uncertain parameters 𝑢 and 𝐶𝑢 is another weight matrix that can be used to

assign weights for each uncertain parameter.

The history matching problem is an ill-posed problem where multiple solutions

can be found to match historical data (16, 17, 18). Due to such ill-posedness, multi-

ple solutions are used to better assess the uncertainty in the forecasts(19, 20). The

regularization term in the objective function in Equation 2.1 is used to mitigate the

effect of ill-posedness of the history marching problem (21, 22).

History matching can be done manually where an experienced professional tunes

the parameters of interest to find a matching model. However, manual history match-

ing can be time consuming and prone to human bias and error (23, 24). History

matching can also be done with the help of computers, which is known as assisted

or automatic history matching. In automatic history matching, different methods

have been used to search for parameters values that minimizes the objective function.
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The methods used in the literature include gradient-based, stochastic or probabilistic

algorithms.

Gradient-based algorithms, such as Levenberg-Marquardt, are exploitative by na-

ture where the algorithm follow the gradient direction in order to search for a minima.

Gradient-based algorithms can be powerful as they can convergence quadratically to

a local minima under certain conditions (25). However, these algorithms are not

feasible for large problems with a large number of parameters (26).

Stochastic optimization algorithms such as Genetic Algorithm which is inspired

by the biological evolution of genes can better explore the parameters space. By

allowing the parameters to evolve independently and then combining the results to

choose the model with least error, Genetic Algorithm can handle large number of

parameters (27). However, they require a large number of of function evaluations

compared to gradient-based algorithms (28).

Probabilistic algorithms, such as Ensemble Kalman Filter (EnKF), uses an en-

semble of realizations to represent the model uncertainty where these realizations are

updated using a variance minimizing scheme (29). EnKF require fewer function eval-

uations but may not converge, and the parameters are assumed to have a Gaussian

distribution (27, 28). Li and Misra (28) showed that the history matching problem

can alternatively be solved by formulating it as a Markov Decision Process and then

utilizing reinforcement learning methods. While Li and Misra (28) showed a success-

ful proof of concept, their work was limited to a simple model with a small number

of parameters.

The scalability and applicability of such approach to a more realistic complex

model is yet to be established. The research detailed in this chapter introduces a

novel algorithm where the use of a parallel stochastic reinforcement learning policy

can efficiently find multiple solutions to the problem using a more complex 3D model

and up to 27,000 uncertain parameters. Such parallelization allows for utilizing more

computing resources to find multiple solutions to large models in a timely manner.

Solving the history matching problem in parallel using deterministic gradient de-

scent algorithms can be complicated as such algorithms require to know the previous
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objective function before taking a minimization step. Due to the fact that this kind

of problems requires a great deal of function evaluations, a lot of research work have

been done in order to parallelize the problem or some aspects of it. In the literature,

ensemble Kalman filter was used to solve the history matching problem in paral-

lel (30, 31, 32). Tanaka et al. (33) developed an optimization workflow in which the

field development optimization can be solved in parallel. Sarma et al. (34) showed

that the model based optimization and uncertainty quantification can be massively

parallelized across thousands of commercial cloud computing nodes.

However, to the best of the authors’ knowledge, at the time of publishing this

research work no previous work has shown that the history matching problem can be

solved in parallel using reinforcement learning. In addition, no work has been done

previously to show that employing a stochastic policy in reinforcement learning can

lead to finding multiple and different solutions to the history matching problem.

Section 2.2 of this chapter shows the details of the two reservoir models used as

test cases and how their historical data is obtained. Then, Section 2.3 explains in

details the methodology in which the suggested algorithm is developed and how it

can be utilized to find multiple history matched models. Next, Section 2.4 shows the

results of applying the algorithm on the two data sets and how the algorithm scales

when increasing the number of computing resources. After that, Section 2.5 offers

a thorough discussion and analysis of the algorithm and results along with future

research work related to improving the algorithm.

2.2 Data

2.2.1 SPE9

To illustrate the algorithm capacity to find multiple solutions to the history matching

problem, SPE9 reservoir model (35, 36) will be used. The reservoir model developed

by Killough (37) is a three-dimensional 9000 cells models with 24 cells in the 𝑋

direction, 25 cells in the 𝑌 direction and 15 cells in the 𝑍 direction. The reservoir
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model contains 25 producer wells and one injector well as shown in Figure 2-1 and

2-2.

The well controls for this model are set as described by Killough (37) and Open

Porous Media data repository (36), where the water injector is set to a maximum rate

of 5000 STBW/day with 4000 PSIA as the maximum bottom whole pressure at 9110

ft reference depth. For the producer wells, a 1500 STBO/day is set as the maximum

rate at the beginning with a minimum flowing bottom whole pressure of 1000 PSIA at

a reference depth of 9110 ft for all the wells. The model described will be considered

as the truth model where the reservoir simulator will simulate this truth model to

generate field oil production rate (FOPR) values. The data generated contains five

years worth of FOPR values collected every 15 days.

After that, for each cell, the permeability values 𝐾𝑥, 𝐾𝑦 and 𝐾𝑧 are scrambled

with a geo-spatially correlated random noise to generate a starting point for the

algorithm. The starting point is generated by adding the random noise vector that

contains both positive and negative entries to the truth model permeability values.

The goal of using a geo-spatial random noise is to ensure that the starting model

presents a realistic model where the permeability values are mostly geo-correlated.

Figure 2-3 shows the noise added to the permeability values. Since it is difficult to plot

all values, the figure only shows a sample of the added noise on the first and last layer

of the reservoir model. However, it is important to note that all permeability values

across all layers have been scrambled with noise in order to generate the starting

point for the algorithm. The added noise have altered the statistical mean by 7.4%

in 𝐾𝑥, 19.0% in 𝐾𝑦 and by 8.0% in 𝐾𝑧 compared to the truth model.

The truth model is then discarded and only its FOPR values are kept to be con-

sidered as the historical values 𝑞. The starting point after scrambling the truth values

is shown in Figure 2-4. The goal of starting with a known model then scrambling its

permeability values is to imitate a real life scenario where the actual uncertain values

(in this case permeability values) are not known exactly and the historical pressure

or saturation data (in this case FOPR) are used to tune the uncertain parameters.
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Figure 2-1: SPE9 reservoir model grid plot. SPE9 reservoir model is a three-
dimensional 9000 cells models with 24 cells in the X direction, 25 cells in the Y
direction and 15 cells in the Z direction. The reservoir model contains 25 producer
wells and one injector well.
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Figure 2-2: SPE9 reservoir model grid (top view).
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Figure 2-3: The geo-correlated random noise added to the permeability values in each
cell in order to create a synthetic case for the algorithm. The plot shows the first and
last layer of the noise added to the truth model permeability values in the X, Y and
Z directions.

2.2.2 SPE1

To measure the scalability of the suggested algorithm, a smaller reservoir model is

used. The main reason for choosing a smaller model is the fact that the scalability

test requires repeating the experiment for a number of trials as it will be discussed in

the Methodology Section.

The model used for testing the scalability in this chapter is a three-dimensional

300 cells model with 10 cells in the 𝑋 direction, 10 cells in the 𝑌 direction and 3 cells

in the 𝑍 direction as shown in in Figure 2-5. The reservoir model has one injector

located in cell (𝑥 = 1, 𝑦 = 1,𝑧 = 1) and one producer located in cell (𝑥 = 10,

𝑦 = 10,𝑧 = 1) where the measurement of BHP is considered in the objective function.

The well controls for this model are set as described by Open Porous Media data

repository (36), Odeh (38), where the gas injector (INJ) is set to a maximum rate

of 100 MMscf/day with 9014 PSIA set as the maximum bottom whole pressure. For

the producer well (PROD), a 20,000 STBO/day is set as the maximum rate with a
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Figure 2-4: The difference between the actual historical FOPR (Field Oil Production
Rate) values and the FOPR values generated from running the simulation on the
starting point of the model. The objective function is calculated using Equation 2.1.
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Figure 2-5: SPE1 reservoir model grid. SPE1 reservoir model is small 3D model with
10 cells in the X direction, 10 cells in the Y direction and 3 cells in the Z direction.The
reservoir model has one injector located in cell (x = 1, y = 1,z = 1) and one producer
located in cell (x = 10, y = 10,z = 1) where the measurement of BHP is recorded.

minimum flowing bottom whole pressure of 1000 PSIA.

The second data set, shown in Figure 2-6, employs a synthetic historical data

obtained from running SPE1 (35, 36, 38) by following the same procedure used in the

first data set, except that in this data set the Bottom Hole Pressure (BHP) values

for the producer well is used to match the history instead of FOPR.

2.3 Methodology

2.3.1 Reinforcement Learning

In recent years, machine learning has been employed extensively to tackle research

problems thanks to its capacity to map input data to a useful output by identifying

certain features. In the literature, machine learning tasks usually falls into one of

three categories: supervised learning, unsupervised learning and reinforcement learn-

ing (39). In supervised learning, a model is trained with labeled data i.e., examples

in order to later predict new data with no label.

In unsupervised learning, the model is trained with unlabeled data points to iden-

tify certain features and subsequently classify them into clusters. In reinforcement

learning, the model learns a policy that maximizes a certain reward in an environ-
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Figure 2-6: The difference between the actual historical BHP (Bottom Hole Pressure)
values and the BHP values generated from running the simulation on the starting
point of the model. The objective function is calculated using Equation 2.1.
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ment of interest. The policy is often learned by directly interacting with the environ-

ment (40).

In the oil and gas industry, machine learning have been used extensively in a wide

variety of problems. Montgomery et al. (41) used supervised learning to build data

driven models to forecast shale gas production where Zhang et al. (42) developed

a multi-component method for reservoir characterisation using unsupervised learn-

ing. Miftakhov et al. (43) used reinforcement learning to maximize the Net Present

Value (NPV) of waterflooding by training a reinforcement learning agent to control

the water injection rate.

Reinforcement learning is somewhat similar to the way humans learn by interact-

ing with an environment and using a trial and error mechanism. The reinforcement

learning agent, as shown in Figure 2-7, observes the state of the environment, takes an

action and collects a reward for its action. The agent will learn from these interactions

how to search the parameters space in order to maximize its rewards. Reinforcement

learning gained more popularity after van Hasselt et al. (44) showed that a rein-

forcement learning agent was capable of achieving super human intelligence just by

monitoring pixels on the screen. However, reinforcement learning is more generic,

and is suitable for all problems that can be formulated a Markov Decision Process

(MDP).

An MDP represents the sequential decision making paradigm in which the actions

taken by the agent does not only affect the immediate reward but it also affects

future long term rewards and future states (45). MDPs are often defined by the

tuple (𝒮,𝒜,𝒫 ,ℛ, 𝛾), where 𝒮 denotes the state space, 𝒜 denotes the action space,

𝒫 : 𝒮 × 𝒜 × 𝒮 → [0, 1] denotes the transition kernel, ℛ : 𝒮 × 𝒜 → R denotes the

reward function, and 𝛾 denotes the discount factor. For the transition kernel, we use

𝒫(𝑠′ | 𝑠, 𝑎) to denote the probability of transitioning from state 𝑠 to state 𝑠′ if action

𝑎 is taken. We denote a stochastic policy by 𝜋 : 𝒮×𝒜 → [0, 1], where we use 𝜋(𝑎 | 𝑠)

to denote the probability of choosing action 𝑎 when in state 𝑠 under policy 𝜋.

Under each policy, the value function 𝑉𝜋(𝑠) represents the reward-to-go when
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Figure 2-7: Sutton and Barto (45) illustration of how the artificial deep neural net-
work agent learns by interacting with the environment. The agent reads the current
state of the environment, takes an action and collects a reward for the action taken.

starting from state 𝑠 and using policy 𝜋. Specifically, we have

𝑉𝜋 (𝑠𝑡) = E

[︃
∞∑︁
𝑙=0

𝛾𝑙𝑅 (𝑠𝑡+𝑙, 𝑎𝑡+𝑙)

]︃
, (2.2)

where 𝑠𝑡+1 ∼ 𝒫(𝑠𝑡+1 | 𝑠𝑡, 𝑎𝑡), and 𝑎𝑡 ∼ 𝜋(𝑎𝑡 | 𝑠𝑡), and the expectations are nat-

urally taken with respect to the randomness in the policy and the transition ker-

nel. In reinforcement learning, the goal is often to estimate the optimal policy

𝜋*(𝑠) = argmax𝜋 𝑉𝜋 (𝑠) or the optimal value function 𝑉 *(𝑠) = max𝜋 𝑉𝜋 (𝑠).

2.3.2 History Matching Using Reinforcement Learning

In this chapter, we utilize reinforcement learning to solve the history matching prob-

lem by formulating it into a Markov Decision Process as illustrated in Figure 2-8.

By using the reservoir simulator as an environment where the reinforcement learning

agent 𝐴𝑔 can take action 𝑎𝑡 and receive the new state of the environment 𝑠𝑡 along

with a reward 𝑟𝑡 quantifying how good the action taken by the agent is. The current

state returned by the environment is a vector containing all the uncertain parameters

that need to be tuned in order to match the history and is equivalent to 𝑢 in Equation

2.1.
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For both cases used in this chapter, 𝐾𝑥, 𝐾𝑦 and 𝐾𝑧 permeability values of each

cell are stacked into a vector as follows:

U =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐾𝑥(𝑥 = 0, 𝑦 = 0, 𝑧 = 0)
...

𝐾𝑥(𝑥 = 𝑋, 𝑦 = 𝑌, 𝑧 = 𝑍)

𝐾𝑦(𝑥 = 0, 𝑦 = 0, 𝑧 = 0)
...

𝐾𝑦(𝑥 = 𝑋, 𝑦 = 𝑌, 𝑧 = 𝑍)

𝐾𝑧(𝑥 = 0, 𝑦 = 0, 𝑧 = 0)
...

𝐾𝑧(𝑥 = 𝑋, 𝑦 = 𝑌, 𝑧 = 𝑍)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2.3)

where this vector is considered as the state of the environment 𝑠𝑡. The action 𝑎𝑡 taken

by the agent is also a vector with the same dimensions as the state, allowing the

artificial deep neural network agent to act on the uncertain parameters and adjusting

them to find a solution. At each reinforcement learning time-step 𝑡, the action taken

by the agent is given a reward value 𝑟𝑡 to quantify the quality of the action allows

the agent to learn whether the action it took is good or bad. In this work, Open

Porous Media Flow reservoir simulator (46) is used in the reinforcement learning

environment.

Formulating the history matching problem in such manner allows for the use of

reinforcement learning, where the agent will be able to learn from the reservoir sim-

ulator how to take actions that lead to minimizing the objective function. The agent

is allowed to only select actions that are within a certain range i.e., the agent action

space 𝒜 at each entry of the action vector is = [-𝐾Δ,+𝐾Δ]. It is important to note

that 𝐾Δ is a design parameter that can be chosen by the engineers running the experi-

ment based on their knowledge of the reservoir model at hand. The choice of 𝐾Δ must

not be too small nor too large. Choosing a small 𝐾Δ value will change the objective

function by a very small quantity, causing very slow convergence. While, choosing a

large value can encourage the agent to take actions that push the permeability values
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Figure 2-8: Reformulating the history matching problem from a least-square math-
ematical optimization problem into a Markov Decision Process by creating an envi-
ronment that allows the agent to interact with the reservoir simulator. The agents
observes the current state 𝑠𝑡 of the uncertain parameters 𝑢, takes action 𝑎𝑡 against
these parameters and collects a reward 𝑟𝑡 quantifying the quality of its action.
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out of allowed bounds.

If the agent takes an action that causes the current state 𝑠𝑡 to be out of bounds

(outside of all possible state space 𝒮), then the current state is clipped to satisfy

physical restrictions. For example, if the agent takes an action that results in negative

permeability values in some of the vector entries, then these values are set to zero in

order to avoid feeding the reservoir simulator negative permeability values causing it

to crash. The 𝐾Δ parameter is similar to the step size parameter in gradient descent

optimization algorithms where selecting a very small value will slow the convergence

process and a big value may cause divergence. Another approach can be used to

avoid reaching states with negative permeability values is to change the actions of

the agent to multiply the current permeability value instead of addition or subtraction.

By setting 𝐾Δ to a small value, to avoid large updates, for example 0.1 the agent can

sample an action between 1 +𝐾Δ and 1−𝐾Δ in order to tune the permeability.

Reinforcement learning process consist of episodes where an episode is defined as

a series of reinforcement learning time-steps starting from the initial state and ending

when a termination criteria is met. This termination criteria is usually governed by a

reward function. Typically, in reinforcement learning the reward function is designed

in manner where the agent is given a positive reward for good desired actions and a

negative reward for bad undesired actions.

However, choosing a reward function can be a challenging task as sometimes there

are good actions and even better actions or bad actions and worse actions which can

be difficult to quantify. Luckily, in the history matching problem, the quality of

the action can be measured directly from the objective function, where the difference

between the value of the previous objective function and the value of the new objective

function after the agent took an action can quantify the quality of the match.

In the context of applying reinforcement learning to solve the history matching

problem, the reward function can be computed as:

𝑟𝑡 = F𝑡−1 − F𝑡 (2.4)
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ℱ𝑡−1 is computed using Equation 2.1 and refers to the value of the objective function

at time = (𝑡−1) before the agent takes an action, whereas ℱ𝑡 refers to the value of the

objective function after the agent takes an action. This reward function will return

a positive value if the agent took a good action that led to reducing the objective

function and a negative value if the agent took a bad action that caused the objective

function to become larger.

The advantage of using this reward function is that it will assign larger rewards

to actions that leads to a larger reduction in the objective function, thus helping to

guide the agent to take actions that will speed-up the convergence process. Assigning

a higher reward to an action increases the probability of choosing that action again

given the same state. The value of the objective function is scaled down using a scaling

factor 𝛼 in order to avoid feeding the deep neural networks very large quantities that

might destabilize the training process.

The choice of the error quantification function can affect the reward function and

subsequently the performance of the algorithm. Equation 2.1 utilizes a weighted

squared error formula for the objective function. The weighted squared error is used

since it is the common choice for history matching problems and it would provide the

agent with a good feedback that quantify the quality of its action. However, weighted

root squared error might provide a better error quantification for the algorithm as it

would provide a somewhat uniform reward function to the agent unlike squared error,

which penalizes larger error more severely possibly leading to a non-uniform reward

function.

The reward function defined in Equation 2.4 is not enough on its own and it

needs to address termination criteria when the agent takes an action that reduces

the objective function to the tolerance level accepted. In order to address that,

the agent is assigned a big constant reward (i.e., 50,000) to incentivize it with a

big reward upon good episode termination. In addition, in order to save computing

power and incentivize the agent to take actions that speed up the convergence process,

the environment sets a time limitation (47) on the maximum time-steps allowed per

episode. Once the maximum time-steps is reached without meeting any termination
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criteria, the episode terminates with a constant negative reward (i.e., -20,000) if the

agent does not find a solution.

The maximum time-steps per episode parameter is also a design parameter and

should be chosen based on the problem at hand but it must not be too small. Small

time-steps per episode can hinder the agent from exploring the environment properly

due to the fact that in reinforcement learning the agent sometimes might pick actions

that are not good at the current time-step, but can lead to better rewards in the

future time-steps.

Furthermore, if the agent diverges away from the solution by making a sequence

of bad decisions rendering the objective function to grow large. In this case, the

episode is terminated with a big negative constant rewards (i.e., -50,000) as soon as

the objective function value becomes twice as large as the initial objective function.

In addition to saving computing power, such a limitation on the value of the objective

function will punish the agent so it can learn from that mistake and avoid following

such a trajectory in the future. The rewards of termination criteria are also design

parameters and the engineers running the experiment should choose proper values

relevant to the problem at hand. The rewards should be chosen so they can incentives

the agent towards meeting the tolerance criteria as well as providing a good feedback

to the engineers so they can monitor the learning process.

This formulation of the history matching problem into a Markov Decision Process

means that at each reinforcement learning time-step, a simulation run is required to

compute the new objective function and assess the quality of the action taken by the

agent.

2.3.3 Proximal Policy Optimization

In this work, we use Proximal Policy Optimization (PPO) (48) algorithm to find

multiple solutions to the history matching problem. PPO algorithm is an actor-critic

method in which the agent utilizes two deep neural networks parameterized by 𝜃, one

for the actor and one for the critic as shown in Figure 2-9. The value function and

the policy are represented by these two deep neural networks. Specifically, the actor
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Figure 2-9: Diederichs (49) illustration of actor-critic architecture.

and critic networks represent the policy and the value function, respectively.

One of the prevalent issues in policy gradient methods is the destructively large

policy updates. To overcome this issue, PPO suggests a simple surrogate objective

that penalizes large changes in the policy update. Specifically, the objective function

in PPO is as follows

𝐿𝑡(𝜃) = E[𝐿𝑐𝑙𝑖𝑝
𝑡 (𝜃)− 𝑐1𝐿

𝑉 𝐹
𝑡 (𝜃)], (2.5)

where E refers to the expectation operator, 𝐿𝑐𝑙𝑖𝑝
𝑡 (𝜃) represents the clipped objective

function for the policy network and 𝐿𝑉 𝐹
𝑡 represents the error in estimating the value

function. Specifically, for the policy loss, the clipped objective function is defined as

𝐿𝑡
𝑐𝑙𝑖𝑝(𝜃) = E𝑡[min(𝛿𝑡(𝜃)𝐴𝑡, clip(𝛿𝑡(𝜃), 1− 𝑒, 1 + 𝑒))], (2.6)

where 𝛿𝑡(𝜃) is a probability ratio of the new policy to the old policy computed as
𝜋𝜃(𝑎𝑡|𝑠𝑡)

𝜋𝜃𝑜𝑙𝑑
(𝑎𝑡|𝑠𝑡) , 𝑒 is a clipping range variable and is set to 0.2 in the case study, and 𝐴𝑡
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represents the estimate of the advantage function calculated as

𝐴𝑡 =
𝑇∑︁

𝑘=0

𝛾𝑘𝑟𝑡+𝑘 − 𝑉𝜃(𝑠𝑡), (2.7)

where 𝑉𝜃(𝑠𝑡) is the value function estimate given by the value network.

Note that the advantage function at time 𝑡 is defined as the discounted sum of

rewards (starting from t) minus a baseline. The value function at 𝑠𝑡 is often used

as the baseline, as done in PPO. The goal of the clipping operator is to stop drastic

policy updates based on the noisy estimation 𝐴𝑡, and hence it avoids drastic policy

updates. Further, 𝐿𝑉 𝐹
𝑡 (𝜃), which denotes the loss in estimating the value function

is defined as

𝐿𝑉 𝐹
𝑡 (𝜃) = (𝑉𝜃(𝑠𝑡)− 𝑉𝑡)

2 = 𝐴2
𝑡 , (2.8)

where 𝑉𝑡 =
∑︀𝑇

𝑘=0 𝛾
𝑘𝑟𝑡+𝑘 are samples estimates collected from the environment, and

𝑇 is the maximum number of steps. Recall that the value function 𝑉𝜃(𝑠𝑡) represents

an estimate of the expected rewards for a given state 𝑠𝑡 at a given time = 𝑡.

This estimate is estimated using the critic network, which along with the policy

network, is updated during training. Recall also that 𝛾 is a discount factor which

controls the trade off between short-term and long-term rewards. Specifically, as 𝛾

decreases, more emphasis is given to short-term rewards.

While seemingly complicated, the objective function described above is quite in-

tuitive. Minimizing 𝐿𝑉 𝐹
𝑡 ensures that the critic’s estimate of the value function is

close to what the observed samples suggest. On the other hand, maximising 𝐿𝑡
𝑐𝑙𝑖𝑝,

if we ignore the clipping, encourages policies with a better advantage, i.e., policy

that chooses relatively better actions. The clipping, as mentioned above, mitigate

potentially destructive updates due to potentially huge values of 𝛿𝑡.

Note that while PPO is used in this work, other actor-critic methods such as

A2C (50) which supports sampling from parallel environments can also work with

this problem formulation. However, PPO outperforms other alternatives in terms of

speed and quality of solutions found. In addition, PPO is sample efficient which is
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Figure 2-10: The deep neural network design for the actor network 𝜋𝜃 is composed
of an input layer containing 27,000 neurons allowing it to observe the current state
of each uncertain parameter, two hidden layers where each layer contains 4096 tanh
activated neurons and an output layer that also equal to 27,000 allowing it to take
action against 27,000 different uncertain values.

very important in the history matching problem due to the fact that the objective

function computation is costly.

In order to find multiple different solutions, it is important that we use a stochastic

policy when we interact with the environment. Specifically, a stochastic policy will

lead to a better exploration of the state-action space and hence it will find multiple

solutions in each run.

The deep neural network design for the actor network 𝜋𝜃 is shown in Figure 2-10.

It is composed of an input layer containing 27,000 neurons (equal to the number of

uncertain parameters in SPE9); two hidden layers where each layer contains 4096

tanh activated neurons; and an output layer that is also equal to 27,000 as it needs

to take action against 27,000 different uncertain values. The critic network 𝑉 (𝜃), as

shown in Figure 2-11, has the same structure as the actor network except for the last

layer where it has only one neuron since it is only trying to estimate a scalar value.
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Figure 2-11: The deep neural network design for the critic network 𝑉 (𝜃) is composed
of an input layer containing 27,000 to observe the current state of the environment,
two hidden layers where each layer contains 4096 tanh activated neurons and an
output layer that also equal to one neuron as it only needs to estimate one value.
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The second data set uses the same structure. However, since the problem has

much fewer uncertain parameters (900 compared to 27,000) resulting in 900 neurons

in the input and output layers. In addition, the number of the hidden neurons in the

hidden layer is equal to 128 instead of 4096 used in the first data set.

2.3.4 Parallel Reinforcement Learning History Matching

History matching in general is a serial problem where the use of optimization methods

to find the minimum of the objective function via gradient descent makes it necessary

to know the previous objective function before taking the next step. However, in

reinforcement learning the agent learns how to find the minimum by interacting with

the environment one step at a time and collecting these experiences then training the

deep neural network agent. So in essence, the deep neural network is trying to map

states into actions so the agent needs only the current state, the action taken and

the reward assigned to this action in order tune its deep neural network weights and

choose the decisions that will maximize the rewards. PPO allows for the experiences

to be collected into a batch every few time-steps and then sent to the agent for training

even if the episode is not completed.

The way in which the actor-critic reinforcement learning train and optimize its

agent gives us the chance to speed up the history matching process by training the

agent in parallel and allowing it to collect experiences from running multiple sce-

narios of the history matching process at once. This can be done by allowing the

agent to simultaneously interact with 𝑁 number of environments, observe different

𝑁 states, take 𝑁 number of different actions and collect 𝑁 different rewards as shown

in Figure 2-12. For example, in the case of SPE9, the batch size is set to 192 where

the algorithm will run 192 experiments by interacting with the environment then

collects these experiments in a batch then sends it to the agent to train its deep neu-

ral networks and update their weights. Instead of waiting for a single environment

to collect 192 experiments, the algorithm will launch eight environments in parallel

where each environment collects 24 experiments which allows the agent to collect the

192 experiments in a much shorter time period.
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Figure 2-12: Redesigning the environment from Figure 2-8 in order allow the agent
to learn from multiple simultaneous environments. The agent can observe 𝑁 states,
take 𝑁 actions and collect 𝑁 rewards in parallel using the new parallel architecture.

Stable Baselines 3 (51) implementation provides a wrapper that allow for the

launch 𝑁 CPU threads, each thread works on an environment to collect the expe-

riences then these experiences are sent to the GPU to train the agent’s deep neural

networks in a faster manner. In addition to running multiple environments in parallel,

inside each thread running an environment to collect the experiences, the environment

itself can run the reservoir simulator in parallel to speed up the process of computing

the objective function which is very common in reservoir simulation. For example,

when running the experiment on SPE9, 4 MPI processes were used per environment.

However, it is very important to note that only the process of collecting the

experiences and running the reservoir simulator can be done in parallel but each

environment will run each episode in a serial manner and thus each environment

must have its own desk directory with its own DATA, ECL and SMSPEC files. For
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example, the state of environment 12 at time-step (𝑡) will depend on the state and

the action of environment 12 at time (𝑡 − 1) as this process can not be parallelized.

The details of the algorithm is shown in Algorithm 1 pseudocode.

Algorithm 1: Parallel Reinforcement Learning History Matching
1 Launch N parallel environments
2 Create active disk directory for each environment
3 Set B = Batch Size
4 Set t = 0
5 Previous Objective Function F𝑡−1 = Initial Objective Function F𝑡=0

6 while 𝑡 < max time-steps do
7 do in parallel
8 for 𝑖 = 0, 1, . . ., 𝑖 < 𝐵/𝑁 do
9 Observe state 𝑠𝑡

10 Take Action 𝑎𝑡 against uncertain parameters
11 Run Reservoir Simulator with adjusted parameters
12 Compute New Objective Function Value F𝑡

13 Reward 𝑟𝑡 = F𝑡−1 − F𝑡

14 F𝑡−1 = F𝑡

15 if F𝑡 < 𝜖 then
16 save history matched reservoir model to disk

17 Update 𝜋𝜃 & 𝑉 networks using 𝐵 experiments

2.3.5 Reproducibility

One of the major challenges faced while dealing with deep neural networks is repro-

ducibility (52, 53) in which repeating the experiment may lead to a different result

with a different run-time taken to find the solution. The reproducibility problem is

caused by the random network weights initialization prior to training in addition to

using stochastic optimizers to optimize such weights. Another factor contributing

to the reproducibility problem is the stochastic policy used by PPO where a small

random noise is added to the action suggested by the agent or in some cases some

the actions taken by the agents are sampled from a random noise matrix to ensure

that the agent explores the environment efficiently to find multiple solutions to the

history matching problem.
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The reproducibility problem does not affect the outcome of the results in the first

data set as all the solutions found meet the tolerance criteria. However, it becomes

important when running the scalability test on the second data set due to the fact

that some runs might find a solution quickly and other runs may take a while to find a

solution. For this reason, an approach similar to Alolayan et al. (9) was used to reduce

the effects of the reproducibility problem where each of the scalability test run-time

measurement is repeated 10 times and the average of these 10 runs is considered the

final result.

2.4 Results

Algorithm 1 was used to run 20,000 reinforcement learning time-steps in parallel on

the first data set to search the parameters space for solutions to the history matching

problem. As shown in Figure 2-13, in the beginning of training the algorithm behaved

as expected from any reinforcement learning algorithm where it kept making wrong

decisions and collecting negative rewards. As the agent spends more time interacting

with the environment, it learns how to map states into actions that enables it to

increase its rewards.

Per the definition of the reward function in Equation 2.4, as the agent tries to

increase its rewards, it will tune the uncertain parameters and find models that reduce

the objective function. As the agent spends more time in the environment trying to

maximize its reward, it will reduce the objective function to meet the tolerance criteria

and thus it will find a solution to the history matching problem. As shown in Figure

2-14, thanks to the stochastic policy the agent uses, it can find multiple different

solutions as it tries to take different trajectories to better explore the environment.

The approach of using a stochastic policy may encourage the agent to take bad

actions and waste computing power. However, it is necessary for the agent to do

so in order to search for new different solutions as this is always the case with the

exploration-exploitation dilemma. Such behaviour can be seen from the agent’s learn-

ing progress it appears in Figure 2-13 around the 13,000 time-step. Although the
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Figure 2-13: In the beginning of the training, the agent explore the environment often
making bad actions and collecting negative rewards. Then, it starts to learn how to
increase its rewards which enables it to find solutions that meet the tolerance criteria.
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agent found few solutions and collected positive rewards by that time-step, it did not

repeat its actions to maximize rewards. Instead, the agent explored the environment

for new different solutions causing it to make decisions that resulted in less rewards

than previously acquired.

In order to study the forecasting capabilities for the model realizations found by

the artificial deep neural network agent, the quality of the models are then validated

by running each model for an additional year that the agent did not train on. Figure

2-15 shows each realization forecast compared to the truth model and the starting

point. As shown from the figure, the realizations found by the agent exhibited a

good forecasting capabilities for the reservoir model and provided multiple production

scenarios where some models over-predicted and some models under predicted.

This can help engineers run uncertainty quantification analysis with a higher de-

gree of confidence. When using this algorithm, it is recommended to reserve a portion

of the historical data for validation in order to assess the quality of the solutions found

by the agent. Additionally, the validation period can also be used by the engineers

to further filter out unwanted solutions based on their own criteria.

To examine and measure how Algorithm 1 scales with the number of available

computing resources, a scalability test was conducted on the second data set. The

scalability test was conducted using the second data set as it has a fewer number of

uncertain parameters and a smaller initial objective function, making the problem

easier to solve resulting in a shorter run-time. A reasonable run-time is necessary

for the scalability test as it requires the experiments to be repeated tens of times for

reproducibility purpose as discussed in the Methodology.

Figure 2-16 shows the capacity of Algorithm 1 to reduce the run-time when dou-

bling the number of available computing resources. On average, every time the com-

puting resources are doubled, a 41% reduction in run-time is achieved. When using

16 environments instead of one, Algorithm 1 reduced the total run-time from 18.6

minutes to 2.2 minutes, achieving an 88% reduction in the time needed to find one

solution.

As shown in Figure 2-17, Algorithm 1 achieved a speed-up of 8.45 when using
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Figure 2-14: Algorithm 1 enabled the artificial deep neural network agent to learn
from multiple environments simultaneously. Thanks to the stochastic policy used,
9 multiple and different solutions to the history matching problem are found to the
history matching problem during the 20,000 time-step.
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Figure 2-15: To test the forecasting capabilities of the realizations found by the
artificial deep neural network agent, the realizations are validated by running them
for one more year that the agent did not train on. The realizations found by the agent
shows a good forecasting capabilities and provided multiple production scenarios that
are within close range of the truth model.
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Figure 2-16: A significant reduction in run-time is achieved when computing resources
are doubled. On average, a reduction of 41% in run-time is achieved when the com-
puting resources are doubled resulting in total run-time reduction of 88% when using
16 environments instead of one. For reproducibility purpose, each column represents
the average time taken across 10 runs to find one solution to the history matching
problem.
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Figure 2-17: Based on the run-time values shown in Figure 2-16, Algorithm 1 scal-
ability plot shows a significant speed-up when more computing resources are added.
On average, a speed-up of 1.57 is achieved every time the computing resources are
doubled.

16 environments compared to one environment. The algorithm scored an average

speed-up of 1.57 when doubling the number of resources compared to a speed-up of

2 in the ideal scenario where the ideal scenario refers to the non-realistic case when

an algorithm achieves a speed-up of 2 every time the resources are doubled. The

algorithm achieved a maximum speed-up of 1.88 when running the algorithm on two

environments instead of one, and a minimum speed-up of 1.51 when running the

algorithm on eight environments instead of four.

A major advantage of the parallelization procedure employed by Algorithm 1 is

the fact that the number of reinforcement learning time-steps (number of forward

simulation runs) did not increase significantly while increasing the number of com-

puting resources as shown in Figure 2-18. Such property indicates that the algorithm

can scale efficiently when adding computing resources. As shown in the figure, it

takes the algorithm around 2,000 time-steps to find a minima and instead of taking

18.6 minutes running on one environment, it only took 2.2 minutes when running on
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Figure 2-18: Based on the run-time values reported in Figure 2-16, Algorithm 1 had
the capacity to efficiently scale when increasing the number of environments without
significantly increasing the number of simulation runs.

16 environments while slightly increasing the number of simulation runs from around

1990 to around 2133 runs.

2.5 Analysis & Discussion

By reformulating the history matching problem from a mathematical least-square

optimization problem into a Markov Decision Process problem, the suggested algo-

rithm provided a way in which the history matching problem can be solved in parallel

where adding more computing resources can speed up the convergence process. In

addition, the suggested algorithm can be used to find multiple and different solutions

to the history matching problem, allowing for better forecasting uncertainty analysis.

By creating multiple environments and allowing the artificial neural network agent
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to sample from these multiple environments simultaneously, the algorithm had the

capacity to tune 27,000 uncertain parameters. Such capacity allowed the agent to

find multiple and different historically matching models in a timely manner.

The multiple different solutions shown in Figure 2-14 does not have to necessarily

be 9 solutions as more solutions can be found. As a matter of fact, there are infinite

solutions to the problem (54) and if more solutions are desired to better assess the

uncertainty, then the engineer running the experiment can run Algorithm 1 for a

longer period of time. Giving the agent more time to learn from the environment will

allow it to find more solutions. The process of training the agent for a longer time to

find more solutions does not require the training process to be repeated from scratch.

In order to avoid retraining, the agent’s knowledge can be re-used by saving the deep

neural network models to the disk and then re-loading them later to resume training

if the number of solutions found is not sufficient.

The results also show that the agent learns how to interact with the environment in

order to maximize its rewards, where in the beginning the algorithm will not be able to

find any solutions until it learns how to map the current states of the environment into

actions that reduce the objective function, eventually finding a solution. Naturally,

the more complex the problem (i.e., the more uncertain parameter needs to be tuned)

the longer the training needed. This is due to the fact that the agent will need

more samples to explore and learn from the environment. In addition, the deep

neural networks used to map the state into action will be larger as explained in the

Methodology, thus needing more data to be able to successfully find multiple solutions

to the history matching problem.

It is important to also note that as the number uncertain parameters increases, the

training process becomes more difficult. Such difficulty is expected as the higher the

number of uncertain parameters, the larger more complex the deep neural network

needed to handle the problem. A larger network can cause instability in training

and would require a smaller learning rate that slows down the algorithm. We found

out that adding a regularization term to the objective function would not only help

mitigate the ill-posedness effect on the problem, but it also can help stabilize the
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learning process and allow for a larger learning rate to be used which can speed up

the convergence of the algorithm.

Although the algorithm have successfully found solutions to the history matching

problem by tuning 27,000 uncertain parameters on SPE9 reservoir model, it would

be very challenging to tackle larger models such as SPE10 if the targeted uncertain

parameters are permeability values in each cell. SPE10 reservoir model is a 3D model

with 220 cells in the X direction, 60 in the Y direction and 85 in the Z direction

resulting in a reservoir model with 1,122,000 cells. By choosing all three permeabilty

values in each cell to be tuned, then the number of uncertain parameters would be

3,366,000.

This is mainly caused by the combinatorial impact of the solution space which

grows exponentially with the number of parameters hindering the algorithm’s abil-

ity to successfully maps states into good actions. For example, assuming at each

time-step the algorithm will tune each uncertain parameter by the following actions

[+1,0,-1] i.e., the algorithm would choose one of three options: either increase the

permeability by one, decrease it by one or do nothing. This means that if we have

1,000 uncertain parameters, the algorithm would have 31000 (approximately 10477)

different actions to take. To put it in perspective, this number is larger than the

number of atoms in the observable universe which is estimated to be around 1080.

For this reason, the algorithm will not explore the whole solution space as it is not

mathematically feasible to do so. However, instead of exploring the whole solution

space the algorithm will search for solutions that are within the vicinity of the starting

point. Thus it is essential that the starting point of the algorithm present a good

estimate of the truth model where it should be chosen based on the knowledge of the

geologist reservoir structure.

It is important to note that the starting point also plays an important rule in terms

the speed of convergence. Naturally, a model with a small initial objective function of

100,000 will converge faster than a model with an initial objective function of 500,000.

This is an expected behavior that also occurs when using optimization algorithms to

solve the problem where the closer the starting point to the solution, the faster the
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convergence.

Faster convergence can also be achieved if the tolerance criteria is loosened as this

is the case with other algorithms as well (55). Reducing the historical mismatch by

more than 99% when tuning 27,000 uncertain parameters will always be difficult as it

will require most algorithms to get more samples from the reservoir model parameters.

As with other algorithms, a trade-off between accuracy and speed will also needs to

be considered. Moreover, faster convergence may also be achieved if the maximum

time-steps per episode parameter is set to a smaller value. However, this might hinder

the algorithm’s ability to explore the parameters space efficiently as sometimes the

agent takes few bad actions on purpose in order to search for new solutions.

The run-time might be reduced by reducing the number of uncertain parameters

using sensitivity analysis where the cells that have the least effect on the change of the

objective function can be ignored and not included in the uncertain parameters vector

just like when dealing with inactive cells. The number of uncertain parameters can

also be reduced using permeability multipliers, where instead of tuning each single

permeability value, a group of constant multipliers are tuned, where each multiplier

is used to multiply the permeability values in certain cells. However, in both data

sets used in this chapter, no multipliers are used in order to show the capacity of the

algorithm to tune thousands of parameters. Another approach to reduce the run-time

is the use of proxy models (15, 56, 57) where the reservoir simulator 𝑓(𝑢) is replaced

by a fast approximate model 𝑔(𝑢) that can map the input of the reservoir simulator

into an output within some acceptable accuracy.

A major advantage of using the suggested algorithm is its flexibilty in terms of

the parameters space. Where unlike Ensemble Kalman Filter (EnKF), it does not

require the parameters space to have a Gaussian distribution. Another advantage is its

versatility, where some optimization algorithms might diverge away from the solution

if the initial objective function is large, this algorithm is less prone to divergence

with an initial guess that is reasonably far from any solution if given enough time.

This is mainly caused by the nature of this algorithm where it would restart itself

to the starting point upon divergence. Then, thanks to the shaping of the reward
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function the agent will be punished severely for diverging. By punishing the agent

for diverging away from the solution, it will reduce the probability of choosing these

actions in the future to enable the agent to learn from such mistakes and not repeat

the same actions again that lead to divergence.

It is important to note that when using a very large number of computing resources

across hundreds of environments, the algorithm scalability will be lower compared

to the case when utilizing tens of environments . This is due to the fact that the

batch size (1024, 512, etc.) may not be big enough to divide the work efficiently

amongst the environments. When this occurs, the batch size would have to be fixed

when increasing the number of environments causing PPO to be less sample efficient

as resources increase.

In that case, a good speed-up is still expected to be achieved when adding more

computing resources but Algorithm 1 might not scale very well compared to its

scaling performance when using tens of environments. When dealing with a very

large model that requires hundreds of environments, engineers will have to spend

some time adjusting the hyperparameters and ensuring efficient workload for each

environment in order to achieve high scalability.

One of the major challenges arising from using Algorithm 1 is the number of

hyperparameters related to each experiment. Where in addition to the usual deep

neural networks hyperparameters (batch size, learning rate, number of neurons, etc.)

and reinforcement learning hyperparameters (𝛾, maximum time-steps, etc.), the ex-

periments itself has its own hyperparameters, such as 𝐾Δ and maximum time-steps

per episode as these parameters are problem-specific that depend on the reservoir

model at hand. The engineer using the algorithm must rely on his knowledge of

the reservoir model to find proper hyperparameters to help guide the algorithm into

convergence. In addition, the engineer might have to spend some time trying to find

optimal parameters that can make the algorithm converge faster.

The vector containing all uncertain parameters 𝑢 does not have to only contain

permeability values. Any uncertain parameters, for example the porosity 𝜑, can also

be included in 𝑢. However, the engineer running the experiment must also adjust the
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Figure 2-19: A multi-agent approach to solve the history matching problem. Using
multiple collaborating artificially intelligent agents may provide a mechanism to han-
dle more complex problems.

action space 𝒜 to take into account the scale of change between different properties

at each reinforcement learning time-step, where the maximum change allowed for the

permeability value 𝐾Δ might differ than the maximum change for porosity 𝜑Δ.

A future research opportunity can be explored by extending this framework using

Multi-Agent Reinforcement Learning (MARL) (58, 59, 60) instead of using a single

agent across multiple environments. As shown in Figure 2-19, the multiple agents

can work collaboratively towards reducing the objective function where each agent is

responsible for a section of the reservoir model. Each agent can observe the entire

environment or just a part of it to take actions. Such approach can allow researchers

to tackle very large models because each agent would have to map an easier function

with a smaller number of actions. The small number of actions per agent would result

in smaller deep neural networks, requiring less training time.

However, such an approach comes with its own difficulties as well, where it would
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be difficult to come up with an appropriate reward function. The most difficult part

would be figuring out a way to reward good actions and punish bad ones, where at

each time-step it would be difficult to identify which agents took good actions and

which agents took bad ones from a single reward function.

Applying the algorithm in multiple rounds can be used in order to achieve toler-

ance with a tighter tolerance criteria. The approach may be used to speed up the

process when the tolerance criteria and help the algorithm to start in the later rounds

from a point that is closer to the tolerance criteria. However, changing the starting

point will require the algorithm to restart training process the for the agent due to

the fact that the previous knowledge will not applicable to the new starting point

i.e., the paths or trajectories that the agent learned to follow in order to minimize

the objective function will not be the same when using a different starting point.

Restarting the training process at every round will slow the agent learning process

especially at the beginning of the round. However, such slowness might be compen-

sated by saving more time by starting from a closer point and might be worth the

computing time spent in order to find better models with a tighter condition for

tolerance. Additionally, the knowledge gained by the agent in the previous round

might also be used to help the agents’ learning in the next round by utilizing transfer

learning. A flowchart of the approach is shown in Figure 2-20.

It is important to note that changing the starting point multiple times will limit

the exploration process as the agent might only find solutions that are very similar.

This is caused by the fact the agent will search for solutions that are within close

approximate to the first round best model.

2.6 Conclusions

The results drawn from the research conducted in this chapter show that suggested

parallel automatic history matching algorithm using reinforcement learning (Algo-

rithm 1) can train an artificial deep neural network agent that is capable of finding

multiple different solutions to the history matching problem, even when dealing with
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Figure 2-20: A flowchart illustrating the process of applying Algorithm 1 on multiple
rounds in order to archive tolerance with tighter tolerance criteria. The use of transfer
learning may improve the learning process for future rounds.
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tens of thousands of uncertain parameters. By reformulating the problem from an

optimization problem into a Markov Decision Process, the algorithm gave the chance

to sample data from multiple trajectories across multiple environments, allowing the

agent to learn faster as more computing resources are added.

As shown from the Results, the algorithm achieved an average speed-up of 1.57

when the computing resources are doubled and had the capacity to reduce the run-

time needed to find one solution by 88% from 18.6 minutes to 2.2 minutes, when

using 16 environments instead of one. Such parallelization gave the opportunity to

tackle complex problems and find multiple solutions in a timely manner when tuning

27,000 uncertain parameters.
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2.7 Nomenclature

𝑎𝑡 : Reinforcement learning action taken by an agent at time-step 𝑡.

𝒜 : Set of all possible actions that can be taken by the agent.

𝐴𝑔 : artificial deep neural network agent.

𝐵: Reinforcement learning batch size.

𝑓(𝑢): Function representing the reservoir simulator.

𝑔(𝑢): Function representing the proxy model.

𝐾𝑥,𝐾𝑦 and 𝐾𝑧 : Permeability in the x,y and z directions.

𝐾Δ: Permeability limits of each action taken.

𝑚 : Number of time-steps in the simulation model.

𝑛 : Number of wells in the reservoir model.

𝑁 : Number of environments.

𝑞 : Actual pressure or saturation from historical data.

𝑞 : Simulated rate from the simulator or proxy model.

𝑟𝑡 : The reward obtained from the environment at time-step 𝑡.

𝑠𝑡 : Current state of the reinforcement learning environment at time-step 𝑡.

𝒮 : Set of all possible states in the reinforcement learning environment.

𝑡 : Reinforcement learning time-step iterator.

𝑢 : Vector containing all uncertain parameters in the model.

𝑋,𝑌 and 𝑍: Number of cells in the x,y and z direction in the reservoir model.

𝜖 : Error tolerance level accepted.

𝛾: Reinforcement learning discount factor.

𝜋𝜃: PPO Actor Network.
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Chapter 3

Towards better shale gas production

forecasting using transfer learning

3.1 Background

Thanks to hydraulic fracturing technology, extracting oil and gas in an unconven-

tional shale formation became economically viable making the United States the top

oil and gas producer in the world in 2020 according to the US Energy Information

Administration (EIA) (61). Accurate production forecasting is necessary for many

reasons such as decision making, developing returns on investments, and maintaining

and managing the wells. As natural gas consumption is expected to grow in the near

future increasing the demand for such resource (62), developing accurate production

forecasting models plays an important role in helping policy makers better assess the

supply and demand situation and allocate resources based on better understanding

of the matter.

The most accurate method for oil and gas production forecasting is reservoir sim-

ulation. However, current reservoir simulation techniques that are used in forecasting

conventional oil and gas wells still face some challenges when it comes to forecasting

unconventional resources due to challenges in modeling (63), costly data acquisition

(64), complex fracture network (65) and variation of fracture permeability (66). An-

other approach used to forecast unconventional gas resources is decline curve analysis
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(DCA) in which different models have been developed and used over the years (67, 68).

Some of these decline curves were developed from physical interpretation of gas flow

(69, 70) and some of them are developed empirically based on observations (71, 72).

One of the most common ones that is also used by EIA is the hyperbolic func-

tion known as the Arps model (73). Arps decline curves are cheap,fast and easy to

implement, and the model can generate forecasts with a minimal amount of data.

However, it is a heuristic approach based on empirical observation and does not gen-

erate accurate predictions for unconventional gas wells as it tends to overestimate the

production after the early stages of a well’s production (74). Montgomery et al. (75)

show that DCA shale gas forecasting is an ill-posed problem due to non-unique model

parameter estimates especially when the production history is short.

The availability of historical data along with the recent advancement in machine

learning granted a new method for forecasting production by using a deep neural

network (DNN) that helps generate a more accurate production forecast. Al-Fattah

and Startzman (76) developed a DNN to forecast the US cumulative natural gas

production using different physical and economic input parameters such as the gas

annual depletion rate and growth rate gross domestic product (GDP). DNNs also have

been used in order to improve decline curves where Li and Han (77) used a DNN to

get an estimation of parameters in a logistic decline curve model. Sun et al. (78) used

recurrent neural networks to build time series models that forecast the production

using the well’s production history and the tubing head pressure as input.

Montgomery et al. (75) developed a DNN forecasting model that used data aggre-

gated from multiple counties in Texas Barnett shale to forecast production in which

the first few months of actual production data is used to forecast the production for

the next few years. This research detailed in this chapter uses a similar approach

in which transfer learning is used to build county-specific DNN models by utilizing

the knowledge acquired from other nearby counties. In general, the DNN can be ex-

pressed as a function F that is theoretically able to learn the best non-linear mapping

from the input data, which are the first few months of production, to the output data

which are the next few years of production (75). A DNN can be trained by dividing
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the well production data into input data and label (output) data, the input data

are the first 4,6,8 or 10 cumulative monthly production while the label data are the

remaining cumulative monthly production data. The function F is then trained to

map a specific well’s first few months of cumulative production into a forecast of its

future production.

This research conducted in this chapter presents a novel approach in which transfer

learning DNN models can reduce the error in forecasting between 11% and 47%

compared to Arps decline curve models. This chapter also demonstrates that by

utilizing transfer learning to apply the knowledge acquired from production data in

nearby counties into counties with limited data, this approach helps mitigate a major

disadvantage that machine learning models have which is the need for a large amount

of data to develop a good predictive model. In addition, the research conducted in

this chapter also shows how transfer learning can still be useful in generating accurate

production forecasts even when the data available for a certain county is not enough

to properly train a transfer learning model.

This chapter starts first by going over the details data sets used for this study

in Section 3.2. Then, in Section 3.3, it explains the methodology in which the Arps

decline curve model is used as a benchmark for the suggested new approach and the

details of the comparison procedure between the two models. Next, in Section 3.3

and 3.4, this chapter shows that DNNs can map input production data into output

future production forecast and hence can be used effectively to develop shale gas

production forecasts. After that, Section 3.4 shows how the technique of transfer

learning is utilized to overcome data availability that limits DNNs from developing

county-specific models. Lastly, Section 3.5 offers a thorough discussion and analysis

of the results and its potential for further improvements in the future.

3.2 Data

Two data sets were used in this chapter. The first data set is composed of 4439 wells

from Texas Barnett shale with 120 months worth of cumulative monthly production
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Sample wells from Texas Barnett shale
Well-API County State Production

(Mscf), Month:1
... Production

(Mscf),
Month:120

42-367-
34721

Parker Texas 22660.3 ... 2302.3

42-425-
30160

Somervell Texas 21295 ... 1373.6

Table 3.1: Sample wells from Texas Barnett shale

Sample wells from Pennsylvania Marcellus shale
Well-
API

County State Production
(Mscf),
Month:1

... Production
(Mscf),
Month:66

059-
26033

Greene Pennsylvania 87601 ... 18529

115-
21351

Susquehanna Pennsylvania 96286.8 ... 31708.6

Table 3.2: Sample wells from Pennsylvania Marcellus shale

data (79). The second data set is composed of 2172 gas wells from the Marcellus shale

in Pennsylvania with 66 months worth of cumulative monthly production data (80).

The cumulative production in both data sets is measured in thousands of standard

cubic feet (Mscf). In addition, both data sets contain which county the well is located

in. However, both data sets lack geological formation physical properties as well as

well-specific physical properties (fracking volume, perforated length, etc). Table 3.1

and Table 3.2 provide sample wells from both data sets where the Well-API refers to

well-specific unique identifier.

3.3 Methodology

3.3.1 Arps Forecasting Model

To measure how accurate the forecasts of the suggested DNN models are, this chapter

compares the DNN models to the Arps decline curve model that is widely used by

the industry and currently used by EIA (61, 81). Although the Arps model is an
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empirical model that lacks physical basis compared to other forecasting models such

as Rate Transient Analysis (RTA) (82), it is still widely used due to its simplicity and

low data requirements. Due to the lack of physical data needed for RTA, this chapter

uses the Arps model as a benchmark. The Arps model was first introduced in 1945

by Arps (73) and it empirically forecasts the decline in production of a specific well

using historical data fit into a three-parameter model (83) as shown in Equation 3.1:

𝑄𝑡 =
𝑄𝑖

(1 + 𝑏 *𝐷𝑖 * 𝑡)1/𝑏
(3.1)

where 𝑄𝑡 refers to the production at month 𝑡, 𝑄𝑖 is the production rate at time 0, 𝑏

is the line curvature degree, 𝑡 is the months in production and 𝐷𝑖 is the initial decline

rate. The Statistical and Analytical Agency in the US Department of Energy (81)

provides county-specific parameters by averaging the production of all wells in the

county and then fitting the average production to the decline curve using Equation

3.1.

However, the Arps model uses only 𝑄𝑖 (first month of production) as input to gen-

erate predictions, while the DNN utilizes the first 4,6,8 or 10 months of production

data. In order to provide a fair comparison between the two models, the Leven-

berg–Marquardt algorithm (84, 85, 86) (a non-linear least square fit) is used to find

optimal 𝑏, 𝑄𝑖 and 𝐷𝑖 parameters that give the best fit between the Arps model and

the input data (first few months of production) as this approach is usually followed

to utilize the first known months of actual production data. Simply put, for each

well, the actual first 4,6,8 or 10 months of production data will be used to tune the

Arps parameters so it would generate a better forecast. This procedure provides a

fair comparison between the DNN and the Arps model as it allows both models to

utilize exactly the same data given as input.
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3.3.2 Deep Neural Network Forecasting

A traditional supervised learning technique was used to train and test a DNN denoted

as a mathematical function F to generate a predictive relationship between the input

and output (87), by mapping the input vector 𝑋 = {𝑥1, 𝑥2..., 𝑥𝑛} to an output vector

𝑌 = {𝑦1, 𝑦2, ...., 𝑦𝑚} where 𝑛 is the number of months used as an input to the DNN, 𝑥1

is the first cumulative monthly production, 𝑦1 denotes the first cumulative monthly

production forecast, and 𝑦𝑚 denotes the last month production forecast. Figure

3-1 illustrates how the DNN maps the input 𝑋, which are the first few months of

production data, to 𝑌 which represents the production forecast.

The DNN model developed for this chapter is composed of a four-layer deep se-

quential neural network with an input dense layer of 30 neurons, two hidden dense

layers with 35 and 50 neurons, and an output layer with a number of neurons equal to

the desired number of output months as shown in Figure 3-1. All the neurons in the

network used a rectified linear unit (ReLU) as an activation function. In addition,

three dropout layers with a value of 0.1 were used. The dropout layers were added

after each of the first three layers to reduce the effects of overfitting (88). The model

was trained with the Adam stochastic optimizer (89) minimizing the mean absolute

error (MAE) of the loss between the predictions and the labels.

This chapter employs MAE as a loss function instead of Mean Square Error (MSE)

due to the fact that MSE penalizes large errors more than small errors. This property

would put more weight on the data outliers making them more important to the loss

function. Due to the fact that the data is volatile especially in the first few months

of production, MAE was chosen instead of MSE in order to avoid assigning larger

weights to the outliers and generate a better fit for the decline in production. This

model configuration was chosen as it resulted in the least testing error after extensive

testing for all of the DNN parameters including all available activation functions and

optimizers. In addition, the input and output data points (number of months) of the

DNN are flexible and can be chosen during training time in order to see how the DNN

will behave given a certain number of input months.
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Figure 3-1: Layers used by the DNN model, which consists of an input layer with
30 neurons, two hidden layers with 35 and 50 neurons, and an output layer with a
number of neurons equal to the desired number of output months. The first three
layers are followed by a dropout layer with a value of 0.1 to reduce training data
overfitting.

3.3.3 Transfer Learning Models

DNNs are powerful tools and have been utilized heavily to tackle research problems,

but one of their major drawbacks is that DNNs need an abundance of data to generate

accurate predictions and in shale gas forecasting that can be a problem especially for

counties with limited data. Transfer learning, which is a machine learning technique

that can effectively use the knowledge from a pre-trained model to make predictions

on a new set of data from a related problem (90), can be utilized to overcome the

limitation of the available data. Transfer learning can be very useful in the case where

the data set from the new problem is not large enough to properly train a DNN.

The formal definition of transfer learning in the context of machine learning as

defined by Yang et al. (91) is: "Given a source domain 𝐷𝑆 and learning task 𝑇𝑆 ,

a target domain 𝐷𝑇 and learning task 𝑇𝑇 , transfer learning aims to help improve

the learning of the target predictive function F𝑇 in 𝐷𝑇 using the knowledge in 𝐷𝑆

and 𝑇𝑆 , where 𝐷𝑆 ̸= 𝐷𝑇 , or 𝑇𝑆 ̸= 𝑇𝑇". The goal is to use the knowledge stored
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in F𝑆 acquired from the pre-trained model that had enough data for proper training

and testing, to assist the new models’ predictive function F𝑇 in making accurate

predictions despite data scarcity (92) .

For example, a marine biology research team wants to develop a DNN that can

classify images of sharks and dolphins but does not have enough data (images) to

train the DNN to generate accurate predictions. The team can use transfer learning

by utilizing the VGG16 (93) model as a source model F𝑆 to help increase the accuracy

of the predictions in their own target model F𝑇 . The VGG16 model is a convolutional

DNN model that achieves more than 90% accuracy in ImageNet (94) which contains

more than 10 million labeled images. Although the VGG16 may not necessarily

have been developed to classify images of sharks and dolphins, utilizing its ability of

feature extraction (95) can help generate a more accurate classifier for the sharks and

dolphins pictures.

In the research work detailed in this chapter, transfer learning is implemented

by taking the pre-trained model F𝑆 and removing its output layer that makes the

predictions and only keeping prior layers (knowledge transfer layers) as shown in

Figure 3-2 then designing the new model F𝑇 by taking the knowledge transfer layers

and adding a new untrained output layer to be trained only on the new data. However,

it is very important that the knowledge transfer layers are not trained while training

F𝑇 to preserve the knowledge that they have from training the source model F𝑆. In

this chapter, transfer learning will be used to develop county-specific DNN models in

order to compare the results to the Arps model benchmark since the Arps models are

county-specific models as described by EIA (81). Transfer learning will be used to

overcome the need for a large data set to properly train a DNN since most of these

counties do not have enough samples (wells).

These county-specific DNN models are developed in the following manner, for each

specific county in the state’s data set a source model F𝑆 was developed by training

it on all of the available data except for that specific county. Then, using transfer

learning, a target model F𝑇 was trained and tested only on that county’s data. After

that, in order to compare the forecasting quality, the MAE of both forecasting models
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Figure 3-2: In this chapter, transfer learning is implemented by extracting the knowl-
edge transfer layer from the source model F𝑆 and using it along with a new untrained
output layer to develop a target model F𝑇 . While training the transfer learning target
model F𝑇 , the knowledge transfer layers must not be trained to preserve the knowl-
edge that they have from training the source model F𝑆.

are computed against the actual production for each individual well. Then, the mean

error across all the sample wells in the testing set is reported as the forecasting error.

3.3.4 Training and Testing Procedure

For the DNN forecasting models, 75% of the data is used for training while the

remaining 25% is used for testing. Due to the fact that the testing set is only used

when the training of the model is complete, a small portion (10%) of the training

data is reserved for validation to monitor the error of the model during training

where it helps the training algorithm perform better by providing it feedback to tune

its hyperparameters before the learning process is finished (96). The DNN models are

initially set to be trained for 200 epochs where in each single epoch the DNN model

goes over the entire training data set and updates its weight accordingly using the

back propagation algorithm (97).

However, more training epochs than needed can cause overfitting because the

optimization algorithm will over-optimize the weights of the model based only on the
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training data. This results in a model that does not generalize well and will produce

a high error during testing (98). For this reason, an auto-stopping mechanism is used

to monitor the validation score and if the validation score has not improved in the

last 10 epochs then the training will automatically be stopped and the model with

least error on the validation set will be considered as the forecasting model. The

auto-stopping mechanism would prevent the model from overfitting or underfitting

the data, save computing power and reduce unnecessary training time (99).

3.3.5 Reproducibility and Verification

In DNN and in machine learning in general, one of the main challenges is repro-

ducibility (100) which is difficult to achieve due to the random initialization of the

weights prior training in addition to many other factors such as using a stochastic

optimization algorithm. The problem complicates the efforts of quantifying the im-

provement of the suggested enhanced forecasting models due to the fact that each

time a model is trained and tested it generates slightly different results. To make

sure that the improvement in the forecasts was not caused by such randomness, the

process of initializing, compiling, training, and testing of each model were repeated

100 times and the average of those 100 runs was reported as the final result.

Furthermore, to take into account the possibility that the DNN models outperform

the Arps model only on a specific testing set (i.e, Arps may perform similar or better

if the testing set is changed), at each run before the data is split into training and

testing sets the data is randomly shuffled. However, it is important to mention that

although the data is shuffled at the beginning of each run, the measurement of the

forecasting error in terms of MAE across all models is done on exactly the same

testing data set for that run. Figure 3-3 explains the flowchart of the comparison

process between the models of interest.
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Figure 3-3: A flowchart showing the process of comparing the two forecasting models
over the course of 100 trials to address both the reproducibility concerns caused by
the randomness in the DNN and to ensure a fair comparison between the models of
interest across multiple test sets.
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Figure 3-4: A sample test well from the Barnett shale shows the DNN model and
the Arps model forecasting compared to the actual production data where 8 months
of input data is used to forecast the production. The plot shows that with enough
data, the DNN model can generate a more accurate production forecast than the Arps
model. The gray area on the left of the plot indicates the data points used as input
to the forecasting models while the rest of the plot shows the production forecast.

3.4 Results

3.4.1 Deep Neural Networks

As described in Section 3.3.2, two DNN models were trained and tested where the first

DNN model was developed on the Barnett data set and the other one on the Marcellus

data set. A sample well production forecast is shown in Figure 3-4 and Figure 3-5

where the grey area on the left of the plot indicates the data points (number of input

months) used as an input to generate the forecast while the rest of the plot shows the

models’ predictions. To measure the accuracy of the forecasting models, each model

is compared to the actual production in terms of MAE.

Both figures show that DNN can generate more accurate production forecasts than

the Arps model. The DNN models were able to achieve more than 35% error reduction
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Figure 3-5: A sample test well from the Marcellus shale shows the DNN model and
the Arps model forecasts compared to the actual production data where 6 months
of input data is used to forecast the production. The plot shows that with enough
data, the DNN model can generate a more accurate production forecast than the Arps
model. The gray area on the left of the plot indicates the data points used as input
to the forecasting models while the rest of the plot shows the production forecast.
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Number of wells per county in the Barnett data set
Johnson Tarrant Denton Parker Wise Hood Hill Erath Jack Palo Pinto Ellis Somervell
1372 1050 620 469 425 272 131 36 24 16 12 12

Table 3.3: Number of wells per county in the Barnett data set

Number of wells per county in the Marcellus data set
Susquehanna Greene Wyoming Washington Westmoreland
658 535 94 703 182

Table 3.4: Number of wells per county in the Marcellus data set

on the Barnett sample well and more than 28% error reduction on the Marcellus

sample well. These results show that DNN models have the ability to map input

data into useful output and generate accurate production forecasts. However, the

two DNN models are statewide-level models and the Arps models are county-specific

models so in order to fairly compare the results across all the wells in the testing set

we need to compare DNN county-specific models to the current Arps county-specific

model benchmark.

3.4.2 Transfer Learning

As described in Section 3.3.3, this chapter employed the technique of transfer learning

to develop a better shale gas production forecast than the Arps benchmark model.

Tables 3.3 and 3.4 show that in both data sets most counties do not have enough

samples to properly train a DNN.

After following the procedure described in the Methodology Section 3.3.3 and ap-

plying it on both the Barnett and the Marcellus data sets, the DNN transfer learning

models were able to reduce the error significantly. Figure 3-6 shows that when this

method is used with 6 months of input data on the Barnett shale data set, DNN trans-

fer learning models were able to reduce the error between 47% in Hill County and

30% in Wise County when compared to the Arps benchmark model. Similar results

as shown in Figure 3-7 is obtained from applying the same method on the Marcellus

shale data set where an error reduction between 34% in Susquehanna County and

11% in Westmoreland County is achieved compared to Arps.

However, in the Barnett data set the counties of Somervell, Ellis, Palo Pinto, Jack
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Figure 3-6: The new suggested county-specific DNN models achieved an error reduc-
tion between 47% in Hill County and 30% in Wise County compared to the Arps
model benchmark when 6 months of input data were used to generate both forecasts.
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Figure 3-7: The new suggested county-specific DNN models achieved an error re-
duction between 34% in Susquehanna County and 11% in Westmoreland County
compared to the Arps model benchmark when 6 months of input data were used to
generate both forecasts.
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Figure 3-8: County-specific DNN models were able to achieve a significant error
reduction compared to the Arps model ranging between 30% in Palo Pinto County
and 48% in Ellis County despite the fact that the DNN model was not trained on that
specific county data and the whole county’s data was used for testing. The use of
transfer learning enabled the DNN models to generate accurate forecast despite data
scarcity in these counties. The source model F𝑆 was trained on all other counties in
the state, except for the county of interest, then all of this county’s data was used for
testing.

and Erath do not even have enough data to train a transfer learning model where

the number of samples is very small to even train the last layer and develop a good

predictive model. For this reason, the source model F𝑆 which was trained on all other

counties in that data set, except for the county of interest, was imported and used

as is without any training where all that county’s data will be used for testing. The

model is then used to forecast the production in the county of interest. Figure 3-8

shows that when 6 months of input data is used, an error reduction between 48%

in Ellis County and 30% in Palo Pinto County is achieved compared to the Arps

model. Figures 3-9 and 3-10 show the error reduction compared to Arps when using
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county-specific DNN models across all counties for each state. The percent reduction

in error shown in the figures represents the weighted average error reduction on the

all of the testing sets across all counties as shown in Equation 3.2:

Overall Error Reduction =

∑︀
𝑖 Error Reduction in County(i) × Number of test wells in County(i)

Number of test wells in all counties
(3.2)

The figures show that the DNN approach consistently outperformed the Arps

model across all counties and input months used as it averaged an error reduction on

the Barnett shale data set between 41% when 4 months of input data is used to 33%

when 10 months of input data is used and between 24% and 15% on the Marcellus

shale data set.

The county-specific DNN models performed better on the Barnett data set than

they did on the Marcellus data set due to the fact that production history avail-

able is longer allowing the DNN to learn better with more data. This shows that

the county-specific DNN models can be improved further as more production history

becomes available. The web pages of Railroad Commission of Texas (79) and Penn-

sylvania Department of Environmental Protection (80) publish new production data

frequently giving the new approach an advantage over the Arps models which tend

to overestimate the production in the middle and late life of a well.

3.5 Analysis & Discussion

As the results show in Section 3.4, DNN models can significantly reduce the error

in forecasting compared to the Arps models. The use of transfer learning to develop

county-specific DNN models generated a more accurate production forecast and pro-

vided the chance to develop DNN models for counties with very limited numbers of

samples. One of the main reasons behind the improvement introduced by the DNN

models is they have the ability to fit the data on models with up to 800 million pa-

rameters (101) giving them the power to generate models that can map very complex
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Figure 3-9: The error reduction achieved when using the county-specific DNN models
compared to the Arps models on the whole Barnett data set. The error reduction is
computed as the weighted average error reduction across all counties in the data set
using Equation 3.2 when different values of input months is used.
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Figure 3-10: The error reduction achieved when using the county-specific DNN models
compared to the Arps models on the whole Marcellus data set. The error reduction
is computed as the weighted average error reduction across all counties in the data
set using Equation 3.2 when different values of input months is used.
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data. The DNN developed for this chapter uses more than 5000 parameters to gen-

erate its forecast while the Arps model only uses three and unlike Arps parameters

which are provided by EIA as described in the Methods Section 3.3, the DNN tunes

its parameters directly from the data through the training process in order generate

a model that generalizes well on out-of-sample test data. The advancement in com-

puting power along with efficient machine learning libraries and optimizers gave the

chance to tune those 5000 parameters on thousands of samples in a few minutes on

an average laptop.

As production data continue to grow due to numerous shale gas wells currently

in production, the DNN models can be further improved by more data as they scale

very well with data. Unlike the Arps model where the ill-posedness limits its ability

to improve with more data, as the more the data becomes available the more the

fluctuation in production can occur between different wells leading to non-unique

parameter estimates.

This study showed using transfer learning to build county-specific DNN models

offer a significant error reduction as the county-specific DNN model allowed the DNN

to generate a more accurate forecast due to the fact the model can utilize the knowl-

edge gained from other nearby counties then fine-tune its output (forecasting) layer

specifically for the county of interest. Besides increasing the accuracy of the forecasts,

transfer learning also helps overcome the data scarcity problem faced when a certain

county or area of interest might not have enough data to properly train a DNN.

Transfer learning introduced a way of utilizing data from other counties’ aggre-

gate DNN model into a county-specific model despite the fact that two DNN models

may have different domains 𝐷𝑇 and 𝐷𝑆 where the domain in this case refers to the

geological formation. Although the two models have different domains, there is still

similar features in the pattern of production decline and transfer learning allowed the

target model F𝑇 to improve its forecasting based on those similar patterns extracted

by the source model F𝑆. Even in the counties of Somervell, Ellis, Palo Pinto, Jack and

Erath where data is not even enough to train a transfer learning model, the model

that was trained only on adjacent counties’ data was able to achieve significant error
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reduction thanks to the ability of DNN pattern extraction.

However, there is still uncertainty on how much the change in geological properties

and the reservoir conditions between the two domains 𝐷𝑇 and 𝐷𝑆 is affecting the

results. The uncertainty is caused by the heterogeneity of the geology, which can be

heterogeneous even at a small scale (102). Naturally the more the geology of the

two domains differs, the less accurate the target model will be. Unfortunately, the

data sets available do not contain geological information, which makes it difficult to

investigate how the change in geology is affecting the accuracy of the target model.

In addition to the uncertainty emerging from the variation in geology, both the

Arps and the DNN models have a major uncertainty regarding the effect of the change

in technology and how that might affect the forecasting on a new well especially

because these models are data driven and do not take into account the physical

properties of each well. Developing a DNN model that utilizes physical properties

such as well-bore sensors data, geology or geophysical data to enhance forecasting

may introduce further improvement to the forecasting.

Similar to Sun et al. (78) where they used well head pressure as input, a good

assumption can be made that further improvement can be achieved by incorporating a

well-specific physical property such as perforated length, fracking fluid volume or sand

volume, etc., as an input to the DNN as shown in Figure 3-11 since these parameters

have an impact on the decline in production and the DNN may be able to learn the

relationship between these parameters and the production decline. For example, in

general a longer perforated length in a certain well leads to more production (103),

where the DNN may be able to learn such a relationship between the perforated

length and the rate of decline to enhance its forecasting. Unfortunately, due to data

limitation on these properties such hypothesis was not tested.

The described DNN approach has a disadvantage compared to Arps models as

DNN forecasting requires multiple models depending on the number of input months

used to generate forecasts due to the fact the DNN will tune its weights during

training specifically to map the input data of a certain length to the output data.

For example, if a well has seven months of data and we want to forecast the next ten
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Figure 3-11: Adding well-specific physical properties such as perforated length, frack-
ing fluid volume or sand volume may introduce further improvement to the DNN
forecasting model as the DNN may be able to learn the relationship between such
parameters and the rate of decline in production.

years of production then only the previously trained seven months DNN model can be

used. The same challenge also applies to the output, where if the desired forecasting

period is more or less than the desired period, only the previously trained model on

that specific forecasting period can be used.

This causes the need for developing multiple DNN models for each field or county

of interest in order to get flexibility in choosing the number of input months available

to generate the forecast. Although the process of building DNN models requires

more work to develop, compared to the Arps forecasting models, the DNN training

process to generate the models can easily be automated, and is only needed once at

the beginning. Thereafter, these DNN models can be used efficiently to generate the

forecasts.
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3.6 Conclusions

In this chapter the results show that DNNs can generate much better forecasts than

the Arps decline curves by using transfer learning to develop county-specific DNN

models fine-tuned to the county of interest as they were able to reduce the forecasting

error up to 47% compared to the Arps decline curve model. The new suggested

approach improves the current forecasting techniques used which is crucial for decision

making and calculating returns on investment. Moreover, the results also show that

the need for a large amount of data to produce accurate shale gas forecasts is no longer

a hurdle for machine learning forecasting models as transfer learning can be used to

overcome the data scarcity arising from a limited number of samples by transferring

the knowledge gained from the other counties in the data set.

By offering a mechanism that allows the use of data from a specific area of interest

as well as other nearby areas, this approach also offers the chance to easily improve the

forecasting models further with more data as more production data will be available

in the future. A realistic goal would be to gather all the production data from all

the shale formations in the US to build a large model for each formation to serve

as a source function F𝑆 to transfer the knowledge it holds into county-specific DNN

models that can produce much better forecasting results than the current widely used

Arps model.
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Chapter 4

Conclusions

The research work conducted in this thesis focused on developing machine learning

based algorithms to address current challenges faced in subsurface energy production

forecasting models. The field of production forecasting in both conventional and non-

conventional energy resources faces considerable challenges. Some of these challenges

arise from the fact that the problem itself is mathematically ill-posed. Another ma-

jor challenge is that, in some cases the models lack reliable data that is necessary

to achieve good accuracy. This research shows that machine learning methods can

significantly improve the current models and techniques used to forecast future oil

and gas production.

The research work in this thesis employed reinforcement learning to build an

algorithm that can solve the history matching problem in parallel. The algorithm

can train an artificial deep neural network agent that is capable of finding multiple

different solutions to the history matching problem, even when dealing with tens of

thousands of uncertain parameters. Solving the history matching problem gives the

reservoir engineers the chance to find reliable reservoir models that can be used to

forecast production in conventional oil and gas resources in a timely manner. The

algorithm showed the capacity to reduce the run-time needed to find one solution by

88% from 18.6 minutes to 2.2 minutes, when using 16 computing cores instead of one.

Thanks to such speed-up, we had the opportunity to tackle complex problems and

find multiple solutions in a timely manner when tuning 27,000 uncertain parameters.
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Additionally, this research shows that DNNs can generate much better forecasts

than the Arps decline curves by using transfer learning to develop county-specific

DNN models fine-tuned to the county of interest. The county-specific DNN models

were able to reduce the forecasting error up to 47% compared to the Arps decline

curve model. By using transfer learning, we also showed that the need for a large

amount of data to produce accurate shale gas forecasts is no longer a hurdle for

machine learning forecasting models. The utilization of transfer learning gave the

chance to overcome the data scarcity arising from a limited number of samples by

transferring the knowledge gained from the other counties in the data set. By offering

a mechanism that allows the use of data from a specific area of interest as well as other

nearby areas, this approach also offers the chance to easily improve the forecasting

models further with more data as more and more production data becomes available

in the future.

4.1 Contributions

The research presented in this thesis has made multiple contributions to the field

of subsurface energy production forecasting. Specifically, this work has achieved the

following:

• Successful parallelization of the history matching problem using reinforcement

learning, resulting in high scalability and efficiency.

• Demonstration of the ability of reinforcement learning to find multiple solutions

to the history matching problem by employing a stochastic policy. This property

allows reservoir engineers to better quantify uncertainties in the production

forecast.

• Establishment of transfer learning as a highly accurate method for creating

county-specific models, which outperform traditional Arps decline curve models.

• Successful development of accurate shale gas production forecasting models de-

spite the challenge of data scarcity.
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Chapter 5

Future work

In terms of future work, both projects offer future research opportunities to build on

the current findings. We plan to further improve the current framework for solving the

history matching problem as well as explore new techniques that can help reduce the

total run-time needed to solve the problem. We also plan to enhance the forecasting

capabilities of the transfer learning project by further improving the source model data

as well as developing a mechanism to provide the DNN models with more flexibility.

5.1 History matching future work

5.1.1 Using convolutional neural network

In the current framework, we use Multilayer perceptron (MLP) deep neural networks

in order for the agent to map states to useful actions that minimize the error and

reduce the objective function. However, convolutional neural networks (CNNs) (104)

might provide a better way of mapping states to actions for some problems.

CNN is a variant of MLP that is best suited for images as input data. This is due

to the fact that it uses convolutional layers in order to extract certain features from

input data (105, 106) as shown in Figure (5-1).

In the future, we plan to encode each state of the reservoir model permeability

into an image. This can be done by creating an image where each pixel represent the

95



Figure 5-1: An illustration of multi-dimensional convlutional network can detect
features in images (107)
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Figure 5-2: Encoding the values of permeability into each pixel creates a unique
image of the current state of the system to utilize CNN architecture.

permeability value at a specific cell. Images are represented by a 2-D group of pixels,

where each pixel is composed of 3 bytes number that holds the value of red, green

and blue colors in the following manner pixel =[Red Green Blue]. These values are

then used to generate the color of the pixel.

By encoding the values of permeability into each pixel as follows: pixel value

=[PERMX PERMY PERMZ], a unique image of the current state of the system can

be generated and fed to the CNN. Figure 5-2 shows an illustration of how to create a

unique image for the permeability current state. However, such approach might have

its own limitations due to the fact that CNNs usually detects features in images such

as edges and in the created permeability image there might not be clear features to

detect. This approach might work best for small models with a good geo-correlation

between the cells.
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5.2 Transfer learning future work

5.2.1 Building flexible DNN models

In terms of future work to improve the current transfer learning framework, we plan

to explore techniques that help overcome the DNN model flexibility problem. As

discussed in 3.5, the current framework requires the input data to have the same

number of data points as the DNN model used for forecasting production.

We plan to develop a tool that automates the training process for the DNN models.

The tool can create hundreds of DNN models for all the counties across different input

data points. Such approach gives the users the flexibility of generating production

forecasts without manipulating the data to fit the already built DNN model.

5.2.2 Improving the source model data

In the future we plan to improve the source model F𝑆 by creating better data reposi-

tories that can be used to train it. The goal is to create a data pool for each shale gas

formation in the US shown in Figure 5-3. This data repository can be used to easily

develop county-specific models and also serve as data source for other researchers

working on similar problems.
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Figure 5-3: A map showing the locations of shale gas formations in the US (108).
These formations can be used to build source models F𝑆
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Chapter 6

Appendices

6.1 Appendix A

Chapter 2 Experiments Hyperparameters

𝐾Δ = 100 for for PermX, PermY and PermZ in SPE1.

𝐾Δ = 100 for PermX and PermY and = 1 for PermZ in SPE9.

𝛼 = 1𝑒−3

𝐶𝑞 = Identity Matrix (I).

𝐶𝑢 = Identity Matrix (I).

𝜆 = 1 for SPE9 and = 0.1 for SPE1.

Algorithm total time-steps = 20,000 for SPE9 and until at least 1 solution is found

for SPE1.

Learning rate = 1× 10−5 for SPE9 and = 9× 10−4 for SPE1.

MPI Processes per environment = 4 for SPE9 and = 1 for SPE1.

OMP threads per MPI Process = 2.

𝛾 = 0.99.

Tolerance 𝜖 = 1,000 for SPE1 and = 2,500 for SPE9.

Reward for good termination = 1× 104 for SPE1 and = 2.5× 106 for SPE9.

Reward for divergence = −1× 104 for SPE1 and = −2.5× 106 for SPE9.

Reward for exceeding maximum time-steps per episode = −1× 104 for SPE1 and =

−1.25× 106 for SPE9.
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PPO Clipping Range = 0.2.

Maximum time-steps per episode = 100.

Batch size = 192 for SPE9 and = 32 for SPE1.
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6.2 Appendix B

Chapter 2 Reservoir Models Data

SPE9

DX = 300 ft.

DY = 300 ft.

DZ = [20 , 15 , 26 , 15 , 16 , 14 , 8 , 8 , 18 , 12 , 19 , 18 , 20 , 50 , 100] ft.

Porosity = [0.087 , 0.097 , 0.111 , 0.16 , 0.13 , 0.17 , 0.17 , 0.08 , 0.14 , 0.13 , 0.12 ,

0.105 , 0.12 , 0.116 , 0.157]
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Wells Specs
Well i value of well head j value of well head Reference depth Phase
INJE1 24 25 9110 Water
PRODU2 5 1 9110 Oil
PRODU3 8 2 9110 Oil
PRODU4 11 3 9110 Oil
PRODU5 10 4 9110 Oil
PRODU6 12 5 9110 Oil
PRODU7 4 6 9110 Oil
PRODU8 8 7 9110 Oil
PRODU9 14 8 9110 Oil
PRODU10 11 9 9110 Oil
PRODU11 12 10 9110 Oil
PRODU12 10 11 9110 Oil
PRODU13 5 12 9110 Oil
PRODU14 8 13 9110 Oil
PRODU15 11 14 9110 Oil
PRODU16 13 15 9110 Oil
PRODU17 15 16 9110 Oil
PRODU18 11 17 9110 Oil
PRODU19 12 18 9110 Oil
PRODU20 5 19 9110 Oil
PRODU21 8 20 9110 Oil
PRODU22 11 21 9110 Oil
PRODU23 15 22 9110 Oil
PRODU24 12 23 9110 Oil
PRODU25 10 24 9110 Oil
PRODU26 17 25 9110 Oil
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SPE1

DX = 300 ft.

DY = 300 ft.

DZ = [20 , 30 , 50] ft.

Porosity = 0.3

Wells Specs
Well i value of well head j value of well head Reference depth Phase
INJ 1 1 8335 Gas
PROD 10 10 8400 Oil
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