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ABSTRACT

A multivariable control system for the GE21 engine
operating in the Thrust Modulation Mode is designed using the
Linear Quadratic Gaussian with Loop Transfer Recovery
(LQG/LTR) method. A linear model of the GE21 is developed
for the engine operating at maximum power without
afterburner. The linear model is used to design three
compensators, all using the LQG/LTR method. These designs
are then used to illustrate the important characteristics and
properties of the control system and to demonstrate the
sucessful use of the LQG/LTR method in the design of a
compensator for operating the engine in this high performance
mode. The investigation of the behavior of the three
compensator designs is the main topic of this research.
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CHAPTER 1

INTRODUCTION AND SUMMARY

1.1 BACKGROUND

There has been a growing interest in increased
performance control systems for jet engines [12, 14, 16, 20].
In fact, much of the recent work has used jet engines as the
sample plants. Kappos et. al. [4, 39] used a linear model of
the F100 to demonstrate a model reduction technique and used
the LQG/LTR method for the final control design example.
Pfeil et. al. [5, 41] explored the differences between a SISO
design and a MIMO design using the LQG/LTR method for a
control system for the T700 and Kapasouris et. al. [1, 40]
investigated the differences between an LQR based design and
an LQG/LTR design for the GE21.

The LQG/LTR methodology provides a step-by-step
procedure for designing multivariable control systems with
certain guaranteed stability and robustness properties. The
initial work on the LQG/LTR based designs was done fairly
recently by Doyle and Stein [21]. Robustness
characterization techniques for multivariable LQG based
designs has been provided by Lehtomaki [2, 32]. In addition
to the design examples using jet engines, the LQG/LTR

methodology has been applied to other plants, such as
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submarines [15] and aircraft [33].

Since the LQG/LTR methodology is a fairly recent
development, it has not been tested in many complex
multivariable control system designs and has not been
evaluated in industrial applications [16]. There are many
techniques, such as diagonal dominance using the Inverse
Nyquist array [34], Nyquist methods [42], the relative gain
array [19], the linear gquadratic regulator [35] and
variations of these techniques [36, 37], which are more
widely used as approaches to complex control system designs.

This research uses a model of an advanced jet engine,
the GE21, and the LQG/LTR methodology to design a
multivariable control system for operating the engine in the
thrust modulation mode. Use of the singular value
decomposition, which is becoming a widely used tool in the
analysis of multivariable systems [1, 2, 13, 17], is employed

throughout the design process.

1.2 PROBLEM DISCUSSION

Control system design for jet engines is now
experiencing a need to take full advantage of all available
control inputs to achieve the new and expanded performance
demands of modern jet aircraft. The current control systems
typically use two single-input/single-output (SISO) control
loops which are spectrally separated in frequency [16]. Any

additional control inputs are scheduled, open loop, based on
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emperical or analytical data which defines various operating
points of the engine such as ground idle, climb or cruise.
This type of design has demonstrated adequate performance
and, more importantly, excellent stability characteristics,
with respect to actuator or sensor failures and actuator
saturations, over the entire operating range of present_day
engines.

Conventional engine control designs, however, will not
meet the more stringent performance requirements of the next
generation jet eﬁgines.v These advanced pfopulsion control
systems must be capable of managing multiple engine operating
modes, multiple engine thrust vectors and significant

interactions with the flight control systems.
| One of the many new modes of operation required of the
next generation engines is termed the "Thrust Modulation
Mode" [20]. The thrust modulation mode of operation provides
the capability for achieving rapid thrust increases or
decreases that are independent of the rotor speeds. The
control system for this mode of operation would be required
to hold the rotors at constant speed and vary the thrust
output using the various engine geometries and other control
inputs. The advantages to such a mode of operation have been
identified [20], but the control system design issues
involved with this mode of operation have not been fully
addressed.

One of the reasons that this mode of operation has not

been explored further is the lack of a systematic control
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system design procedure. The design method would be required
to produce a control system design which met the increased
performance requirements while providing the necessary
stability properties of the engine.

one approach to this control system design would be to
try to extend the conventional methods which use two SISO
control loops to handle multiple SISO loops, all spectrally
separated in frequency. This approach could draw on proven
designs of the past, but would quickly become very
complicated. Indeed, simply exfending this technique to the
case of three SISO loops is a very complex task.

A more viable approach is to use the more recent
advances in the area of multi-input/multi-output (MIMO)
Control system design and allow the interaction of various

control inputs to enhance the loop design.

1.3 CONTRIBUTION OF THESIS

The main contribution of this thesis is to present a
detailed example of a MIMO control system design using the
LQG/LTR methodology. The intent of this work is to
demonstrate, by example, the feasibility of using this
methodology in the area of advanced jet engine control
systems design with emphasis on the thrust modulation mode of
operation.

The design examples describe the method used to define

the linear models of the plant, different approaches to
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scaling, selection of inputs and‘outputs for use in the
control design and various issﬁes involved in the design of
an LQG/LTR based compensator. The examples also extend the
work of Kapasouris [1, 40] related to the use of the singular
value decomposition in selecting’inputs and outputs and of
Kappos [4, 39]) for reducing the order of the compensator.

Other aspects of the design procedure are reviewed and
design techniques, such as over designing the target loop and
performing only partial recovery, are introduced and
demonstrafed.

It is hoped that this thesis will add to the others
which demonstrate the success of the LQG/LTR methodology and
will partlally fulfill the need for multivariable control

system design examples which use this method.

1.4 OQUTLINE OF THESIS

Chapter 2 contains a description of the GE21 engine.
The linear models of the plant are developed and the
input/output response of the linear and nonlinear models are
compared. The concept of thrust modulation is defined and
the rationale for operating an engine in this mode is
providgd. A general overview of basic jet engine operation
is also provided.

Chapter 3 discusses the issues of scaling and scaling
transformations, the use of the singular value decomposition

as a tool for selecting inputs and outputs for the control
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design and a brief comment on the frequency response of the
system. The control System design specifications are stated
and the interpretation of these specifications is provided.
A summary of the robustness results for MIMO control systems
is also given. The final section of the chapter presents a
practical discussion of the plant behavior at steady state
and how one might interpret this information.

Chapter 4 presents an overview of the LQG/LTR
methodology followed by the step-by-step systematic
Aimplementation of this procedure. A discussion of the
limitations and constraints of this method is provided as
well as a brief comment on the practical issues involved with
the design.

‘Chapter'S presents the detailed design examples using
the GE21 and the LQG/LTR methodology. Three éxample designs
are used to demonstrate the effects of partial and full
recovery on the system parameters. The techniques of over
designing the target loop and of reducing the order of the
compensator are also demonstrated.

Chapter 6 contains a summary and some directions for

future research.
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CHAPTER 2

SYSTEM DESCRIPTION AND MODELING

2.1 INTRODUCTION

The system used for the design examples in this research
is a computer model of an aircraft jet engine, the GE21. The
GE21 is a double bypass variable cycle engine model intended
for advanced applications. This engine does not yét exist;
the computer model is used for studies of technologies
expected to be available in the years 1990 - 2000 time frame.
The model was provided by the General Electric Company.

This chapter contains a brief overview of general jet
engine operation followed by some specific information about
thg GE21 model. The concept of "thrust modulation" is
defined and the rationale for operating in this mode is
provided.

The technique used to develop the linear models of the
systems is presented and the linear model of the plant,
around the appropriate operating point, is obtained. A
comparison of the linear and nonlinear model input/output
response is also provided.

This research initially used two engines, with different
physical properties, as the actual "plants" for which the
control systems were to be designed. The two engine models

were of the GE21 and GE16 advanced jet engines. The models
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of these engines were provided by the General Electric
Company. Both engines were used during the course of the
research because of the differences in physical properties of
the engines. The GE21 is a double bypass variable cycle
engine designed for large aircraft applications whereas the
GEl6 is a single bypass engine designed for smaller aircraft
applications.

Although both models were used, this thesis concentrates
on the operation of the GE21 engine. The reason for
centering on the GE21 is that there were-problems with the
nonlinear model of the GEl16 which cast some doubt as to the
accuracy of the results. The GE21 is a more mature model and
had been used in past work. The model of the GE16 available
to the authorvis being revised; unfortunately it;will bg
available after this research is finished. However, once the
model is available, the results of this work should extend

directly to use of either model.

2.2 BASIC JET ENGINE OPERATION

This section briefly describes the basic operation of
axial flow jet engines. More detailed information about' jet
engine operaﬁion can be found in [3] and [11].

Figure 2.2-1 presents a picture of a typical production
engine, the General Electric J79-15, and a cutaway view of
this engine. This fiqure is representative of present day

jet engine construction.




1 ANTI-ICED INLET CASE
AND STRUTS

2 VARIABLE STATOR STAGES

3 SPLIT COMPRESSOR COM-
BUSTOR, AND TURBINE

CASINGS

4 AFTERBURNER

5 VARIABLE-AREA CON-
VERGING-DIVERGING EX-
HAUST NOZZLE

6 THREE-STAGE TURBINE 10 TRANSFER GEARBOX
7 COMBUSTION CANS 11 FRONT GEARBOX FOR
8 REAR GEARBOX CARTRIDGE OR PNEU-
9 MAIN AND AFTERBUR- MATIC STARTER

NER FUEL CONTROL

Figure 2.2-1

General Electric J79-15

Engine
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The basic engine consists of six major sections. These
are: 1) an inlet duct, 2) an inlet fan (or fans), 3) a
compressor, 4) a combustor, 5) a turbine (or turbines) and 6)
an exhaust nozzle. In addition to these major sections, each
engine incorporates a series of subsystems, such as
accessories, fuel, cooling, lubrication and ignition. Some
engines also include a thrust augmentation system, such as.
water injection or afterburning, to improve engine
performance based on the intended application of the engine
(e.g., commercial jet liner, military cargo plane, attack |
fighter aircraft, etc...).

The basic operation of these axial flow jet engines is
also similar. The outside air enters the engine through the
inlet duct aﬁ the front of the enjine. Air is directed
through the inlet by'the geometry of the duct. This duct
geometry may be variable. Input fans may be used to provide
more uniform airflow to the rest of the engine and to
accelerate air around the the engine "core" through the
bypass ducts and into the exhaust nozzle. 1In fact, a major
portion of the thrust output of some engines is attributable
to the air which flows around the core of the engine.

Air which does not bypaés the engine "core" is directed
into a compressor. —The compressor usually contains many
stages and is used to reduce the volume and increase the
pressure of the incoming airstream. Typical compression
ratios (i.e., Pout/Pin) range from 5 to 20. The compressed

air is then passed into the combustor section.
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The cémbustor usually consists of many chambers. Inside
the inner chamber, aircraft fuel is vaporized and mixed with
the high pressure airstream. The air/fuel mixture is then
ignited by the engine ignition system. Once the initial
air/fuel mixture is ignited and the engine reaches operating
temperature, the ignition subsystem can be switched off and
the combustion process will continue as long as the proper
air/fuel ratio is maintained.

The resultant combustion causes an increase in the
temperature of the gas which is proportional to the mass of
the fuel consumed. There is a moderate increase in the
velocity of the airstream and a small decrease in pressure.
There is also a very ;arge increase in the volume of the gas.

| During the combustion process, only about 25% ;f the
airstream is used up. The remainder of the air is used to
reduce the temperature of the expanding gas before leaving
the combustion chamber. The temperature of the gas must be
reduced to a level which can be tolerated by the high
pressure turbine stage which follows (i.e., the turbine
blades must not melt or warp).

The hot, expanding gas is then passed to a turbine, or
series of turbines. The turbine extracts the kinetic energy
from the expanding gasses and uses this energy to turn the
shafts which provide power to the compressor, the inlet fans,
the engine subsystems and the aircraft accessory subsystem.

From the turbine section, the airstream is passed to the

exhaust nozzle area. After leaving the turbine section,
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there is still enough pressureffemaining in the airstream to
force the hot gasses through ﬁhe exhaust nozzle at high
speeds. In addition, the airstream from the engine core is
mixed with the high speed airstream which was accelerated
around the core by the input fans in the exhaust nozzle.

The thrust output of the engine results from taking in a
large mass of air at the inlet and expelling this "air mass"
through the exhaust nozzle at a much higher speed than when
it entered. For maximum thrust, the gasses must be expanded
completeiy in the exhaust nozzle and discharged into the

atmosphere in an axial flow.

2.3 THRUST MODULATION

The propulsive force developed by the jet engine is
measured in pounds of thrust. This force is what propels the
aircraft through the air. The advances in jet aircraft
design are requiring the engine to play a much larger role in
the operation of the aircraft.

One of the many new modes of operation required of these
advanced jet engines is termed the "Thrust Modulation Mode"
[(20]. This mode of operation is one in which the thrust
output of the engine can be changed without changing the fan
or core speeds of the engine. This type of operation
provides the capability for achieving rapid thrust increases
or decreases that are independent of the lower speed rotor

dynamics.
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The advantages to this type of operation are that it
allows the engine and aircraft flight controls to work
together which in turn allows for higher performance of the
aircraft. Some specific examples are:

1) shipboard Landings - this mode of operation would
allow the incoming aircraft to
reduce thrust for landing but
would allow rapid thrust
increase if the landing had to
be aborted.

2) Terrain Following - this mode would allow the

: ' flight control system to -
modulate thrust as required to
follow the desired course.

3) Threat Avoidance - this mode of operation would
allow a much higher degree of
manuverability to assist the
Pilot with avoidance of
dangerous assaults.

The concept of thrust modulation is relatively straight
forward. By adjusting the various engine parameters, such as
the air bypass ratio, the nozzle area, the fuel flow and the
inlet and compressor guide vane angles, the thrust output of
the engine can be changed and the speeds can, in principle,
be held constant. The task is to determine just how to vary
these parameters and to arrive at a systematic approach to
designing a control system that maintains the stability of
the engine while operating in the mode required.

Before addressing the detailed issues involved in the

design, a general overview of the nonlinear models of jet

engines is provided in the following section.

Vs
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2.4 GENERAL DESCRIPTION OF THE NONLINEAR COMPUTER MODELS

This
engines.
operation
practices

Each

called the "station designator.”

research used computer models of two different jet

The set up, variable naming conventions and

of these models basically follow the accepted

outlined in [28] and [29].

section of the engine is given a number which is

Variable names usually

consist of one or two letters followed by the appropriate

station designator.

"stations" in a jet engine.

system are given in Table 2.4-1.

Variable Name Variable
Starting Letter Type
npw TEMPERATURE
wp" PRESSURE
"ps" STATIC PRESSURE
“w" FLOW
"WE" FUEL FLOW
"p" AREA
"AE" EFFECTIVE AREA
"sTp" STATOR POSITION
Table 2.4-1

Example of Variable Nomenclature

Figure 2.4-1 shows a typidal layout of

Some examples of nomenclature

Example

T42
P3
PS3
w42
WF36
A8
AE96
STP48

The specific variable of interest for each of the engine

models used are discussed in more detail in the appropriate

sections of this thesis.
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Free Stream Air Conditians

Engine/Inlet Intarface (befors anti-icing air entars primary stream)
Fan Rotar Inlet (after anti-icing air enters primary strezm)

Fan Tip Discharge

Bypass Duct Entrance

Mixer Cold Chute InTet”

Hixer Cold Chute Exit

Fan Hub Discharge

High Pressura Comprassor Inlet ;

High Pressure Compressor Intarstage Bleed Extraction Station (5th
stage)

High Pressura Compressor Discharge (after bleed extraction)
Combustor Inlet

Combustor Exit

"High Pressure Turbine Inlet (after re-introduction of non-chargeable

nozzle cooling flow)

High Pressure Turbine Exit (after re-introduction of rotor cooling
flow) -

Low Pressure Turbi.e Inlet

Low Pressure Turbine Exit (after re-introduction of cooling flow) .
Mixer Hot Chute Exit

Combined Fan and Core Streams at Point of Mixing

Augmentor Inlet (AFT of flameholders)

Augmentor Exit

Prim.ry Exhast Nozzle Throat

Exhaust Mozz < Exit

. Figure 2.4-1
Jet Engine Station Designators
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2.5 GE21 DESCRIPTION

2.5.1 OVERVIEW OF GE21 OPERATION

The GEZliis a dual rotor, double bypass variable cycle
jet-engine. The engine consists of of two blocker fans, two
variable area bypass inlets (VABI), a multistage compressor,
a combustor, a high pressure turbine, a low éressure turbine,
a variable area inner exhaust nozzle, a variable area outer
exhaust nozzle and variable stator positions on the fans and
turbines. The outline sketch (envelope) of this engine is
shown in Figure 2.5-1. A cutaway diagram which depicts the
physical configuration of the engine is shown in Figure
2.5-2. -

The operation of this engine is similar to the basic
description given in section 2.2. The . unique features of
this engine are the variety of control inputs available. 1In
addition to the traditional variable stators, fuel control
and variable exhaust nozzle area, this engine provides many
other variable geometries and engine parameters for use in
éontrolling the engine. Some of these are the Forward
Variable Area Bypass Inlet (VABI), the Rear VABI,gtwo
variable area exhaust nozzles and variable stators on the
inlet fan, compressor and low pressure turbine. Many engines
contain some combinations of these controls, but few contain
all of them and none dynamically adjust all these controls

simultaneously, in a closed-loop sense, in the engine control
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system,

Many of these control inputs ﬁave been made possible by
recent advances in jet engine design. The availability of
all these controls is the feature of advanced jet engines,
such as the GE21, which allows operation in the various

modes, including the thrust modulation mode.

2.5.2 GE21 NONLINEAR DYNAMIC MODEL

A nonlinear dynahic computer model of the GE21 engine
will be used as the "true" plant throughout this control
system design examples. The linear models required for the
system design will be derived from this nonlinear model.

This computer model is assumed to be a good apprdximation of
the actual engine operation and it is reasonable to assume
that a control system designed for the computer model will be
useful in controlling the actual engine. In the frequency
domain, the model is assumed to be valid up to a frequency
range of approximately 50 rad/sec. Above this range, high
frequency unmodeled dynamics are assumed to predominate.

A block diagram representation of the engine modeled by
the computer code is shown in Figure 2.5-3. This diagram
loosely follows the SAE standards in {28] and [29] for
station designations and nomenclature as described in section
2.4. A complete list of the variables for the GE21 is given

in appendix A.
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2.5.3 GE21 INPUT/OUTPUT DESCRIPTION

The nonlinear computer model of the GE21 provides eight
independent control variables, which can be used to control
the engine operation, two state variables and a variety of

output variables to select from.

2.5.3.1 GE21 CONTROL VARIABLES

The available control variables for the GE21 are

tabulated in Table 2.5-1.

VARIABLE UNSCALED

NAME UNITS DESCRIPTION
STP22 SQ. IN. SECOND BLOCKER FAN STATOR POSITION
STP48 SQ. IN. LOW PRESSURE TURBINE STATOR POSITION
AE96 SQ. IN. FORWARD VABI EFFECTIVE AREA
AElé6 SQ. IN. REAR VABI EFFECTIVE AREA
A8 SQ. IN. OUTER NOZZLE AREA
A88 SQ. IN. INNER NOZZLE AREA
WF36 PPH MAIN BURNER FUEL FLOW
WF6 PPH AFTERBURNER FUEL FLOW
Table 2.5-1

Available Control Variables for the GE21

The control variable WF6 represents the afterburner fuel
flow. The afterburner is used to augment the engine thrust
by injecting fuel into the expanding gasses in the exhaust
nozzle and igniting the fuel/air mixture. This control will
ﬁot be used for this research and WF6 will be set to zero.

The remaining seven independent input variables can be

used in the control design. This implies that seven output
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variables can be controlled independently.

2.5.3.2 GE21 STATES

The GE21 has basically two dynamic state variables
(actuators and sensors not included). These states are the

fan speed, N2, and core speed, N25.

2.5.3.3 GE21 OUTPUT VARIABLES

As shown in Fiqure 2.5-3, there are a variety of outputs
to select from. The choice of the output variables is
dependent on the intended purpose of the control design; the
choices for this design examplejafe discussed in section
3.3.1 There are some general issues to consider when
selecting the output variables to control. These are:

a) can the variable be physically measured?

b) can the operational and performance constraints be
maintained by controlling the chosen variables?

c) are there specific outputs that you must control?

Previous research with the GE21 model has provided the
initial sorting of output variables [1]. The initial
selections are tabulated in Table 2.5-2.

These initial choices are the variables which are used
to start the design task. 1In addition to the variables
above, the net thrust, with symbol FG, is used as a

-~ "measured" output for this research.
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VARIABLE UNSCALED

NAME UNITS DESCRIPTION

N2 RPM LOW PRESSURE ROTOR SPEED

N25 RPM HIGH PRESSURE ROTOR SPEED

T42 °Rr SENSED HIGH PRESSURE TURBINE TEMP.
PS3 PSIA STATIC PRESSURE AT COMBUSTOR OUTPUT
DPQP3 -- COMPRESSOR PRESSURE RATIO

DPQP13 - SECOND BLOCKER FAN PRESSURE RATIO
DPQP93 - FIRST BLOCKER FAN PRESSURE RATIO

Table 2.5-2
Output Variables for the GE21

2.5.4 THRUST MEASUREMENT

Neither the GE21, thé GE16 nor any other present day
engine provide a direct means to measure the thruSt developed
by an engine once‘thefehgine is installed in an aircraft
[11]. The thrust output of an engine is generally calculated
using various engine parameters such as the engine core
speed, the exhaust gas temperature and the engine pressure
ratio.

While this is the case for present day engines, work is
progressing in the area of thrust measurement. Since the
goal of this research is to provide a design example which
demonstrates that thrust modulation is feasible and that
there is a technique which can be used to design a control
system for this mode of operation, thrust will be used as a
direct measurement.

Although it was not a goal of thié research, vafious

combinations of output variables were used in an attempt to
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attain an equivalent thrust measure from variables which
could truly be measured. In actual operation, the core
speed, N2, is often used as the main thrust measurement
parameter. Since the control design used in this research
holds the speeds constant, this parameter could not be used.
No other physically measurable output, or combination of
measureable outputs, was found to replace the use of N2 in
determining the thrust of the engine. Another approach may
be to use, in the feedback path, a model of the engine which
provides a "calculated thrust" value based on some set of
measured outputs. It may be possible to then use this value
as the "measured” thrust.of the engine. This method was
briefly attempted, unsuccessfully, in this research. The
nonlinear computer model does pfovide the calculated value of
the engine thrust output based on the physics of the engine.
This parameter, called "net thrust," is not available on a
"real" engine but was used as a "measured" output for this
research. Again, since it was not a goal of this research,
the issue of developing an equivalent thrust measure on

actual engines was left to the jet engine designers.

2.5.5 PHYSICAL CONSTRAINTS

Every physical system has a set of physical constraints
which cannot be violated during the system operation. For
jet engines such as the GE21, these constraints range from

: Y aiant

observing a maximum low pressure rotor speed of 6000 rpm to

o e
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keeping the sensed high pressure turbine temperature below
2800°F. The maximum physical values of the variables used on

the GE21 engine are given in appendix C.

2.6 LINEAR MODEL DESCRIPTION

2.6.1 INTRODUCTION

The dynamics of both jet engines are described by
nonlinear equations relating the state vector x(t), the.input
control vector u(t) and the system output vector y(t) in the
form: |

d/dtlx(t)]

f(x(t),u(t))

y(t) g(x(t),u(t))

The state variables of a system are associated with the.
energy storage elements of the system. For jet engines, the
dynamic state variables are typically temperatures, pressures
and inertia terms. Since the temperatures and pressures
change much more quickly than the inertia terms, the former
are generally modelled as direct feed through terms in the
linear system equations. Thus, only the inertia terms are
used as state variables in the linear models.

Prior to the design of a linear compensator, the
nonlinear model must be linearized about a certain
equilibrium point. These equilibrium points for jet engines
are called "operating points" and refer to the specific mode

of operation for the engine (e.g., ground idle, take-off,




Page 32

climb and cruise). The operating points for the GE21 were
provided by the General Electric Company.
The linear model about each operating point takes the
form:
d/dt[8x(t)] = A 8x(t) + B 8u(t)
y(t) = C 8x(t) + D dul(t)

where

1>
L]

af(x(t),ult))/3x(t) | x_,u

lw
]

Af(x(t),u(t))/3u(t) | x

0
0

ag(x(t),u(t))/3x(t) | x

o
[}

ag(x(t),u(t))/du(t) | x_,u

and
8x(t) = x(t) - 50
dy(t) = y(t) - Y,
su(t) = u(t) - u
and
£(x5,u,) = 0.
The partial derivatives are approximated by 3z/3t =

8z/48t, and these are obtained numerically via computer

iteration of the nonlinear model.

2.6.2 GE21 LINEAR MODEL RESPONSE

Using the procedure outlined in the previous section,
the GE21 model was linearized about a set of operating

points. There were a total of 9 "operating points" which
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defined various modés of engine operation (e.g.,. ground idle,
climb, cruise etc...). The equilib;ium condition of interest
in this research is the condition of maximum power without
afterburner, also called operating point 9 for this model.
The numerical values of the system matrices for this
linearization at operating point 9 are given in Appendix B.

Once the linear models were developed, the input/output
responses of the linear and nonlinear models were compared.
For "small" deviations about the chosen equilibrium point
(i.e., operating point 9), the response of the linear model
tracked the response of the nonlinear model quite closely.
Note that the transient responses may be very different, but
the error between the model responses is more critical at
steady state fof‘this reseérch. Thé evaluation of th? plant
capabilities and the initial éelections of inputs and outputs'
is based on the assumption that the linear model is accurate
in steady state operation.

Figure 2.6-1 shows the amount of deviation in response
between the linear and nonlinear model responses for small
perturbations around operating point 9. These plots were
generated by perturbing the input controls individually with
both positive and negative deviations about this equilibrium
point. All the variables have been normalized using the
maximum physiéal values of each parameter. The percenéage
deviations of each of the variables shown in Figure 2.6-1 are

calculated as follows:
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- Perturbed Value - Value at Op. Point
¥ Change = —-eommmmm
Maximum Physical Value

In the figure, the curve labeled "1" is the nonlinear model
response and the curve labeled "2" is the response of the

linear model.
2.6.3 SENSOR AND ACTUATOR LINEAR MODELS

The computer model of the GE21 engine does not contain
any actuator or sensor dynamics and there was no need to add
any actuators or sensors to the model for this research,
There are a few_typical actuator and sensor.models which havé
been used on previous work with jet engines. These models

are provided, for reference, in Appendix D.
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2.7 SUMMARY

This chapter has presented a genéral description of the
example system used in this research. The basic operation of
jet engines was briefly reviewed and description of the
compﬁter model used to represent the GE21 were discussed.

The definition of "Thrust Modulation" was provided and the
rationale for operating the engine in this mode was
discussed. A linear model of the GE21 operating at maximum
power without afterburnef was derived and a comparison of the
input/output response of the linear and nonlinear models for
perturbations of the control inputs about the equilibrium

point was presented.
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CHAPTER 3

LINEAR MODEL ANALYSIS AND DESIGN SPECIFICATIONS

3.1 INTRODUCTION

In order to use the present design techniques, an
infinite-dimensional nonlinear model must be converted into a
linear, finite-dimensional model which is valid over some
frequency range of interest. The control design is then
based on this nominal linear model but must provide closed
loop stability and the required performance when connected to
the actual engine. |
. This chapter will investigate the important issues
involved in the use of the models which were developed in
Chapter 2. More specificaily, issues such as scaling,
selection of input and output variables and types of
modelling errors will be examined. The last section in this
chapter will present the performance requirements for the
proposed control system.

The reader already familiar with.the concepts of
scaling, singular value decomposition and its épplication to
the selection of input and output variables and sources of
modelling error in MIMO control design may wish to skip to
the last section for a summary of the performance

specifications applicable to this design.
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3.2 SCALING

Any model of a physical system will be described by
quantities which have some set of units. The choice of these
units is, for the most part, arbitrary and the person who
creates the model generally chooses units which are
comfortable to work with. The choice of units may not be the
best one for exploiting the particular physical behavior of
the system. For example, the jet engines describe fuel flow
in pounds per hour (PPH) and the nozzle area in square inches
(INZ). At operating point 9 in the GE21 engine, a 1000 unit
increase in fuel flow corresponds to an increase of
approximately 3% from nominal while an increase of 1000 units
in nozzle area corresponds to an increase of approximately
88% from nominal. Obviously, this system of units used does
not equally demonstrate the physical interactions of the
system.

To more accurately reflect the physical intefactions of
the system, some sort of scaling is necessafy. A
transformation to a more appropriate set of units may be
made, such as measuring fuel flow in tons per hour, or some
type of normalizing may be performed which would remove all
the units from the system description; The only "catch" to
these scaling transformations is that they are all case
dependent.

There is no well-defined, systematic procedure available

to assist the designer in selecting "optimum" scale factors.
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There are some empirical and semiempirical methods which have
been used successfully by designers to select scale factors
for many systems. One method of scaling is called the
equilibrium method [26]. The basic idea of of this method is
to scale the input, output and state variables so that the
maximum entry in each row and each column of the system
transfer function matrix (TFM) is of the same magnitude.

This method may work well for some systems, however the major
disadvantage to this method is that the order of scaling
(i.e., row'scaling followed by column scaling or column
scalingnfollowed by row scaling) can change the system
response. For a more detailed explanation of the equilibrium
method of scaling see [26] and for an exqmple of the effgcts
of the order of scéling on the results see [17].

Another approach to scaling is called the geometric
method [24]. The basic idea of this method is to scale each
row or column of the system TFM by the geometric mean of its
largest and smallest elements. Again, the order of scaling
affects the results.

There are still other methods which attempt to minimize
certain properties of the system. One method determines that
the system TFM is well scaled if the variability of the
entries in the matrix is minimal [27]. Other methods 6f
scaling attempt to minimize the condition number of the
system TFM.

In the context of using the LQG/LTR methodology for a

compensator design, there have been various types of scaling
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used based on the particular plant to be controlled. For
example, in [5] the plant was a turboshaft jet engine used on
a helicopterkand the scale factors represented the maximum
expected deviations of the variable from the nominal
operating points. 1In [1], the plant was the GE21 axial flow
turbofan jet engine used in large aircraft applications and
the scale factors represented the maximum physical values of
the variables. A forward swept wing aircraft was used as the
plant in [33] and the scale factors were selected based on
the physical significance of each of the control surfaces.
And in [15], the plant was a submarine and, for scale
factors, a set of "weights" were selected which made certain
variables more important in the design (i.e., they had a
larger contribution to the scaied input, output or state
vectors) and miﬁimized the contribution of other variableé.

These are all valid approaches to the problem of
scaling. However, since these are only empirical methods,
each method could provide a different result when applied to
different plants. The final word here is that scaling is a
case dependent issue. All of the above methods can assist
the designer in selecting scale factors. However, once.the
system has been scaled, the designer must combine phySical
knowledge of the system with aquired intuition in order to
determine the scale factors selected are appropriate for the
design.

Ideally, the scale factors are selected such that the

scaled system truly exhibits the physical behavior of the
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system. For physical systems such as jet engines, a general

rule of thumb has been to use the following:

= zi/z.

2iscaled iref

where

z a physically significant deviation of z

iref ~ (in the same direction as z).

Using past work as a gquide [1, 5], the method of scaling
used for this research was to use the maximum physical values
of the input, output and state variables as the scale factors
(i.e.,

= zi/ and z represents an input, output

Ziscaled Zimax
or state variable). Other possible methods of scaling were
investigated during the course of the research, such as using
the equilibrium points as scale factors or using a
perturbation about the equilibrium point as the scale
factors, but the use of thé maximum physical value of each
variable as the scale factor seemed to best suit this
application.

The maximum physical values of the variables and the
value of each variable at the 9 operating points of the GE21
engine are given in Appendix.c. Once the method of scaling

is selected, a scaling transformation is then applied to the

system matrices.

3.2.1 SCALING TRANSFORMATION

A scaling transformation of a given linear system is one
where the input, output and state variables are transformed

by diagonal matrices with positive elements along the
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diagonals. If x, u and y are the original state,

output vectors, then the scaled vectors are:

x, = S,x, u, =Su, and y, = S.y.

This type of scaling leads to the following

transformation of system matrices:

_ -1
A, = 5,A S5,

By = 5,B S,
-1
Cs = 5,C Sy

Dg = 5,D 5§,

-1

- 1

input and

(3.1)

(3.2)

and the scaled system transfer function matrix becomes:

-1
Es - §.y§ §u °

(3.3)

The values of the elements on the diagonal represent the

scale factors used for each variable. The numerical wvalues

of the unscaled system matrices, the matrices used as scale

factors and the scaled system matrices (all at operating

point 9) are presented in Appendix B.

It is easy to verify that using these diagonal scaling

“matrices will not change the eigenvalues of the system (i.e.,

the eigenvalues of the scaled system will be the same as the

eigenvalues of the unscaled system). However, the singular

values of the system [6, 13], which are important in the

design of the control system, are definitely affected by the

scale factors used in a particular design.
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3.3 SINGULAR VALUE ANALYSIS AND INPUT/OUTPUT COUPLING

The use of the singular value decomposition (SVD) in
multivariable control design has become a basic tool [1, 2,
4, 5, 17). Recent work has extended the use of this tool to
assist the designer in determining the degree of input/output
coupling, or relative controllability [1, 18], which exists
between certain combinations of inputs and the corresponding
combinations of outputs. This technique has been used in
this research to select inputs and outputs.

Before proceeding too far, a word about singular values
and scaling. It is well known that scaling affects the
singular values of a system [2, 4, 13, 18]. This section
provides an‘éxample which demonstrates the effects of scaling
on the systems used for this research. Unfortunately, the
analysis depends on the scale factors chosen; it does not
tell the designer whether or not the "correct" scale factors
have been selected. Here again, the designer must examine
the results and decide, based on physical intuition and
knowledegé of the system, whether or not the results make
sense.

The method of using the SVD to determine input/output
coupling is relatively straight forward. The overall
(linear) system transfer function matrix (TFM) is given by:

G(s) = ¢ (s1-a) 1 B + D (3.4)

and y(s)

G(s) u(s). (3.5)

In steady state (s=jw=0) the TFM becomes:
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G(0) =c (-t B+ (3.6)

and y(0) = G(0) u(0). (3.7)

The design procedure outline in the following chapters
relies on the models be accurate in steady state. It is for
this reason that the following analysis concentrates on
steady state approach.

The SVD of G(0) is given by (note that W is used to
represent the left singular vectors instead of the
traditional symbol U in order to avoid confusion between

these vectors and the system input vector):

G(0) =W V' (3.8)
and y(0) = [W L V'] u(0). (3.9)
Recall that W and V are unitary matrices so ET=E-1 and
!T;!;li Rearranging the above equation yields:

WT oy(0) = £ [V u(0)] (3:10)

Equation (3.10) more clearly exposes the relationship
between the combination of plant outputs defined by !TE(O)
and the combination of plant inputs defined by !Tx(O), where
the lower case symbols are used to identify vectors within
the larger matrices.

" The above input/output relations are related through a
diagonal matrix I which demonstrates the degree of coupling
between them. The larger the entry in I which corresponds to
a particular input/output pair, the stronger the coupling (or
equivalently, the higher the gain). Figures 3.0-1 and 3.0-2
illustrate this reiationship more clearly. In Figure 3.0-1,

the superscript H represents the complex conjugate transponse
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of the matrix. In Figure 3.0-2, the singular values are
assumed to be ordered from maximum to minimum {i.e.., Tmax=°1

3 and amin=¢n)‘

u(s) gH(s) = I(s) W(is) —> y(s)

Figure 3.0-1
visual Representation of the SVD

1<

1<

7 2 > ¥

\‘w3____%>x

e
1<
w
/
Q
w

T

I<

n >°n g

INPUT INPUT GAIN OUTPUT ouTPUT
MAP MAP

Figure 3.0-2
Geometric Illustration of Input/Output Coupling in steady State
The above SVD is then used to demonstrate the coupling

between inputs and outputs. The linear combination of inputs
XTE(O) are evaluated. The relative contribution of each
plant input to the total linear combination is best view as a
percentage, thus the individual entries of XT are viewed as
percentages of the'sum of the (absolute value) of the

o~ entries. A similar breakdown is performed for the outputs.

% The degree of interaction is then defined by the magnitude of
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the singular value associated with the input/output
combination. This technique is demonstrated by example in

the following section.

3.3.1 SVD ANALYSIS OF INPUT/OUTPUT COUPLING OF THE GE21

The GE21 engine provides 7 control inputs and 7 outputs

as shown in Table 3.3-1.

CONTROL INPUTS PLANT OUTPUTS

WF36 (Main Fuel Flow) N2 (LP Rotor Speed)
STP22 (Fan Stator Position) N25 (HP Rotor Speed)
STP48 (LPT Stator Position) FG (Net Thrust)

A8 (Outer Nozzle Area) T42 (HP Turbine Temp.)

A88 (Inner Nozzle Area) PS3 (Static Pressure)

AEl6 (Rear VABI Area) DPQP3 (Comb. Press. Ratio)

AE96 (Forward VABI Area) DPQP13 (Fan Press. Ratio)
Table 3.3-1

Control Inputs and Plant Outputs for GE21
Since there are 7 inputs and 7 outputs in the GE21, the plant
TFM will be a 7 x 7 matrix. This implies that there will be
seven singular values for this TFM for all frequency. The
open loop, unscaled frequency response of the GE21 is shown
in Figure 3.3-1. The scaled plant frequency response is
shown in Figure 3.3-2. 1In both Figures, the singular values
are given in dB. Notice that ﬁhe "distance," in dB, between
the maximum and minimum singular value of the scaled plant is
much smaller than that of the unscaled plant. This indicaﬁes
that the interaction of inputs and outputs in the scaled
system is stronger, or that the system is more tightly

coupled, than the unscaled system. Actually, the physical
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coupling of the system has not changed - the scaled system
simply highlights or accentuates the physical interaction of
the "true" system. The numerical values of the unscaled
system, scaled system and scale factor matrices are presented
in Appendix B.

From the frequency responses shown in Figures 3.3-1 and
3.3-2, it is clear that the scaling of the plant inputs,
outputs and states definitely affects the SVD of the system.
It is for this reason that the selection of scale factors is
of such importance in the design process; the remainder of
the design depends on the "correctness" of the response of
the scaled system.

The technique described in section 3.3 can either be
used to select Ehe “best* combination of inputs and outputs |
to use in the contrbl design or can be 'slightly more
specialized (i.e., if the desired outputs are known, then the
technique can be used to select the best combination of
inputs to control them).

We start by identifying the outputs we must control.

The intent of the control design is to vary thrust (FG) while

vholding the fan and core speeds constant (N2 and N25).

Therefore we must definitely control these three. 1In
addition, the engine must not stall during its ‘operation and
thé turbine temperature must stay below a prédetermined limit
(2800°F).

If we assume that the stall margins and turbine
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temperature remain within the specified limits, then we are
left with 3 outputs which must be controlled. So, as a
target reduced system, we are looking for the best
combination of inputs which will control the outputs ¥Y=[N2

N25 FG]’'.

3.3.1.1 SCALED 7 X 7 SYSTEM

The SVD of G(0) for the scaled 7 x 7 system is given in
Figure 3.3-3. As mentioned earlier, the easiest
representation of this type of analysis is as a percentage of
the total value. This is the representation shown in Figure
3.3-3.

The values of the smallest singular values are almost
zero, indicéting some linear dependence of those combinations
of inputs and outputs on the previous combinations. For this
particular selection of input and output variables, this can
be interpreted as a weak input/output interaction. From
Figure 3.3-3, it can be seen that the largest contributions
to these "weak" control combinations are STP22 and AEl6.
Since these controls appear to be relatively weak, they can
be dropped. Two outputs should also be dropped in order to
have a square plant. Again, from Figqure 3.3-3, the variables
DPQP3 and DPQPl3 are dropped and the SVD of G(0) for the 5 x

5 system is calculated.
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3.3.1.2 SCALED 5 X 5 SYSTEM

The results of the SVD of the 5 x 5 system are presented
in Figure 3.3-4. The singular values of the reduced system
are now much closer together, ranging from "max’z's down to
amin=0.1435. The reduction of the system to 3 x 3 is still
the goal, so more inputs must be eliminated. The largest
contribution to the "weakest" linear combination of inputs is
A88, so this input is dropped. The largest contribution to

the weakest output is PS3, so this output is dropped.

3.3.1.3 SCALED 4 X 4 SYSTEM

The SVD of G(0) for the reduced 4 x 4 system is shown in
Figure 3.3-5. Now the system appears very tightly coupled
and there is no clear-cut input or output to drop. Now the
task is to try all possible combinations of 3 inputs and

define the target outputs as N2, N25 and FG. Repeat the SVD
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on the 3 x 3 systems until the minimum "spread" of singular
values is obtained. The singular values for three cases are
tabulated in Table 3.3-1. The condition number,
°max/“min' is a good measure of the system coupling. From
Table 3.3-1, it is clear that the most tightly coupled system
is obtained when the inputs WF36, A8 and AE96 are used to
control N2, N25 and FG as outputs.

The frequency response of the initial reduced 5 x5

system is shown in Figure 3.3-6. The frequency response of

>INPUT WF36, A8, WF36, STP48, WF36, STP48,
COMBINATIONS AE96 AE96 A8
SINGULAR 1.44 2.38 2.34
VALUES 0.42 0.38 0.44
0.17 . 0.21 0.21
%max®min 1.27 , 2.17 2.13
dmax/omin 8.47 11.33 11.14

Table 3.3-1

Singular Value Analysis of Different Input Combinations

the final reduced 3 x 3 system is shown in Figure 3.3-7.
Notice that the frequency response of the reduced systems
shows that the singular values are closer together for all
frequencies, not simply at s=0 where the steady state
analysis was performed. This implies that the input and
output combinations are tightly coupled over all frequency
and that the loop will be easier to "shape," in the frequency

domain, for the control design.
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3.3.2 COMMENT ON PLANT FREQUENCY RESPONSE

A brief comment on the response characteristics of the
plant is in order. From Figure 3.3-7, the reduced (3 x 3)
plant has 3 singular value responses. In two of the output
directions, the frequency response indicates cut-off
frequencies at approximately 2.5 rad/sec. Since this
roll-off has a slope of -20 dB/decade, the plant appears to
have single poles in these directions. This agrees,
intuitively, with the fact that the plant has 2 states.

The third direction of the output space does not
roll-off. This also makes sense, intuitively, since the
linear model developed in Chapter 2 contains a feedthrough
"Q"Vmatrix. This implies that in a certain direction, the
effects of the plant input, u(t), will be seen directly at
the plent output.

None of the response curves display a lead term,
indicating that the system has no transmission zeros. A more
detailed desrciption of the frequency response and related

issues is provided in Chapter 5.

3.4 SCALED 3 X 3<LINEAR MODEL OF GE21

In the preceeding sections, a 7 x 7 linear model of the
GE21 has been reduced down to a 3 x 3 linear model using the
singular value decomposition technique. The models being

used have all been scaled using the maximum physical value of
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each variable as the scale factors (see section 3.2.1). The
reduced 3 x 3 model uses the inputs, outputs and states

listed in Table 3.4-1.

INPUT STATE OUTPUT

WF36 (Fuel Flow) N2 (LP Speed) N2

A8 (Outer Nozzle Area) N25 (HP Speed) N25

AE96 (FWD VABI Area) FG (Thrust)
Table 3.4-1

Scaled 3 x 3 Linear Model of GE21 used for Target Designs

The state-space system matrices for this scaled, reduced

system are:

A = |-3.4272 1.7566 1.0000 0.0000
-0.3110 -1.9281 C=10.0000 1.0000
. 0.5211 2.6808
B =10.4909 1.1449 0.1894 0.0000 0.0000 0.0000
0.4148 0.1405 -0.2414 D =10.0000 0.0000 0.0000

0.5954 -0.6348 1.0206

3.5 CONTROL SYSTEM DESIGN SPECIFICATIONS

The physical constraints of the GE21 engine were
described in sections 2.5. 1In addition to the limitations
described in these sections, the following performance
specific;tions will be used to evaluate the control system
design:

1. Zero steady-state error to constant command inputs

and/or constant disturbances (modelled at th plant
output).

i
i
7
i)
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design is shown in Figure 3.5-1.
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2, Errors to sinusoidal command inputs and/or output

disturbances should be less than 1% below
frequencies of 0.5 rad/sec.

3. Errors to sinusoidal sensor noises should be less

than 3% at frequencies of 2000 rad/sec.

4. Crossover frequency (loop bandwidth) should be

approximately 10 rad/sec.

5. Change Thrust from the nominal value at the

operating point to the 50% of this value in less

than 0.5 seconds.

INTERPRETATION OF THE DESIGN SPECIFICATIONS

The basic feedback control structure used for this

This structure is a unity

gain feedback configuration and the notation used is defined

in Table 3.5-1.

SYMBOL DEFINITION

r(s) Command Input Vector

u(s) Plant Input Vector

y(s) Plant Output Vector

e(s) Tracking Error Vector

d(s) Output Disturbance Vector

n(s) Sensor Noise Vector

K(s) Linear Compensator Transfer Matrix
G(s) LTI Plant Transfer Matrix

Table 3.5-1
Notation For Control Loop Design

From Figure 3.5-1, the following frequency domain

transfer function relation is easily verified:

or

¥(s) = [I + G(s)K(s)]1 la(s)K(s) r(s)

1

+ [I + G(s)K(s)] = d(s)

+ [I + G(s)K(s)1™% n(s)

y(s) C(s) r(s) + S(s)[d(s) + n(s)]

(3.15)

(3.16)
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where C(s) is referred to as the Closed Loop Transfer
Function Matrix (TFM) and S(s) is called the Sensitivity TFM.

The specifications are given in terms of the tracking
error. From Figure 3.5-1, the expression for e(s) is:

e(s) = 5(s)[r(s) - d(s)] + C(s) n(s). (3.17)
For the jet engine systems being used here, the disturbance
and noise energy is typically at higher frequencies, starting
from the specified point of 2000 rad/sec. The Command input
energy is typically in the low frequency range below this
point.

At steady state, the noise and disturbance inputs are
approximately zero and for zero steady state error the
expression for the tracking error becomes

efs)l g = 5(s) (s)| g = 0. (3.18)
The above expression implies that S(s)=0 when s=jw=0 which
implies that

|G(s)K(s)|»> as s-0. (3.19)
For infinite gain at d.c., the compensator will require
additional free integrators which add dynamics to the
loop. To have less than 1% error for command inputs below
0.05 rad/sec implies that

g(s)|s<0.05 > (0.01 1)[£(s)lls<0.05 * S(s) > 0.01 1 (3.20)
and - -

S(s)=[I + G(s)K(s)]71=0.01 I

>[I + G(s)K(s)]| .. g5 = 100I (3.21)
or -

G(S)K(S)|gco. o5 = 100I. (3.22)
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Stating this requirement in terms of the frequency response
of the system yields:

2010g|G(s)K(s) | 5 > 2010og|100I| = 20l0g|100| = 40 dB

s<0.0
or

onin(G(SIK(S)) o 0. 05 2 +40 dB. (3.23)

A similar analys;s can be performed for the requirement
that the error due to sensor noise be less than 3% for
frequencies above 2000 rad/sec and the condition to meet is

°max(9(s)5(s))ls>2000 < =30 dB. , (3.24)

The crossover fr;quency will be adjusted in the design
process. This type of requirement requires a certain degree
of interpretation by the designer. For example, if the
singular values of the frequency response are spread at
crossover, compliance with all of the above reduirements
simultaneously may be difficult. Typically the designer will
accept a lower crossover frequency in order to meet the
sensor noise rejection requirements.

A type of Bode plot for this multivariable design is
shown in Fiqure 3.5-2. This figure depicts the requirements
graphically, similar to the familar single-input/single

output case.

3.6 PLANT BEHAVIOR AT STEADY STATE:

Before proceding directly into the controller design, it
is wise to verify that the plant being used can physically

perform as required. One method of evaluating the plant
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capabilities is to investigate the steady state behavior.

At this point in the design process, the designer should
have confidence in the linear model of the plant which is
being used. The analysis performed in Chapter 2 and the
comparison of the input/output responses should allow the
designer to "trust" the model which is being used.

From the linear model, the open loop TFM is

y(s) = G(s) u(s) (3.25)
and at s=jw=0 this reduces to

y(0) = G(0) u(0). (3.26)
Rearranging the above expréssion yields

u(0) = g*(0) y(0) (3.27)
where ¥ represents the pseudo inverse of the plant TFM. If
g(O)‘is square‘and invertible, then the above expression uses
the standard matrix inverse.

The requirements are that the scaled output vector Y =
[N2 N25 FG]T change from the initial value of y. = [0 0 07T

to the final value of y. = [0 0 -0.5]7. Substituting the

~numerical values into equation (3.27) yields

0.3844 2.2997 0.4208 O.d]
u(0) = 12.6750 -1.6901 -0.2737 0.0 (3.28)
0.9289 -5.0196 0.5640 -0.5
and :
-0.2;‘ $WF36
u(0) = 0.13 %A8 (3.29)
-0.28 %AE96

The above expression for u(0) indicates that WF36 must
dfop 21% from its nominal value, A8 must increase 13% from

nominal and AE96 must decrease 28% from nominal. In terms of
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the actual changes in control inputs, fuel flow must change
from 40,400 pph down to 31,916 pph; the nozzle area must

2

increase from 1,131 in® to 1278 inz; and the forward VABI

must allow less air to flow through the engine core by
reducing the effective area from 385 in2 down to 277 inz.
These values are within the acceptable limits of control
inputs which suggests that the plant can perform as required.
In addition to the steady state gain analysis, further

insight into the plant characteristics can be gained by

investigating the SVD of the plant TFM at s=jw=0. For this

system
G(0) =W I V' ; all entries real at d.c. (3.30)
0.07 -0.96 -0.29| (1.44 0.00 0.00 0.84 -0.41 0.35
- |0.06 -0.28 0.96| | 0.00 0.42 0.00 | {-0.26 -0.88 -0.40
0.99 0.09 -0.04| | 0.00 0.00 0.17 0.47 0.24 -0.85

If unit length input control vectors, in the directions
corresponding to the singular values given above, are applied
to this ﬁlant, the output space is spanned by the following
three vectors: .

0.1028 -0.3997 -0.0478

w, = |0.0871 w, =|-0.1182 wy =| 0.1598
1.4344 0.0358 -0.0063
The plant output vector is y = [N2 N25 FG]T. The vector v,

shows the output direction corresponding to the maximum

singular value of o _ =1.44 and w,; shows the output direction

ma

corresponding to the minimum singular value of cmin=0.l7.
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The above SVD provides valuable insight into the
characteristics of the plant. For example, the following
conclusions can be obtained from the above SVD:

1, The maximum output direction is obtained when
N2, N25 and FG move in the same direction.
Also, the magnitude of the thrust variation
can be quite large in this direction. This
can be seen from the size and sign of the
entries in w,.
2. The minimum output direction is obtained when
N2 and N25 move in opposite directions, as
seen from the entries of LEE
3. The "middle" output direction is obtained when
N2 and N25 move in the same direction but FG
moves in the opposite direction, as determined
from the entries in w,. Also note that the
change in FG will be Very small if required to
operate in this mode.
All of the above information makes sense intuitively for this
plant. Jet engines typically vary thrust by adjuSting_the
core speed and, since the turbines are located behind the
compressor, both speeds will tend to move in the same
direction. This checking of mathematical results against
physical intuition is an important part of the design.

The above steady state analysis indicates that the plant
can perform as required. The steady state analysis does not
provide any information as to the transient fesponse of the
system (i.e., overshoot, response time) of the system. The
transient response characteristics of the system are obtained

from time domain simulations.
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3.7 SUMMARY

This chapter has presented a discussion of scaling of
the plant input, output and state variables and the effects
of scaling on the response of the plant. Various fechniques
used to scale systems were reviewed and the rationale for
using the maximum physical values of the system parameters as
scale factors for the design examples in this research was
discussed.

The use of the singular value decomposition (SVD) as a
tool fof evaluating the input/output coupling of the plant
was discussed and the technique was used to select the "best"
combination of inputs and outputs for the designs in this
research.

A summary of the robustness results for MIMO control
systems was presented. The types of errors involved with the
stability-robusﬁness of a system model were briefly presented
and a few example error types were given.

The control system design specifications were presented
followed by a detailed discussion of the meaning and
interpretation of these requirements. 1In addition, the
evaluatioq of the system behaivor at steady state was
suggested as a quick method of determining whether or not the
plant could perform the required task. Both the plant
transfer function matrix (TFM) and the SVD of the plant TFM
were shown to provide valuable information regarding the

response characteristics of the plant in steady state.
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CHAPTER 4

COMPENSATOR DESIGN USING THE LQG/LTR METHOD

4.1 INTRODUCTION

This chapter presents a general discussion of the Model
Based Compensator (MBC) and the Linear Quadratic Gaussian
with Loop Transfer Recovery (LQG/LTR) methodology. Emphasis
is placed on the perfromance and recovery at the plant
output. The step-by-step procedure for designing an LQG/LTR
‘compensator is presented followed by a discussion of the
propertieé, constraints and practical issues involved with

these compensator-designs.

4.2 LQG/LTR DESIGN METHODOLOGY OVERVIEW

The LQG/LTR design methodology provides the designer
with a step-by-step methodical procedure for designing
(linear) multivariable feedback control sytems with certain
guaranteed stability and robustness properties [2, 13, 22,
23, 25]. This procedure uses the so-called Model Based
Compensator (MBC) in the feedback control loop [13]. The
basic control structure of the MBC is-shown in Figure 4.2-1.

The control system is based on designing a linear

compensator, based on a linear time-invariant (LTI) plant
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model, gnd then substituting the nonlinear plant into the
loop in place of the linear model. 1Insofar as the linear
model was a "good" approximation to the nonlinear plant in
the defined operating range, the control design will behave
as expected.

The nominal linear model of the plant is given by:

d/dt [x(t)]

A x(t) + Bu(t) + L E(t) (4.1)
y(t) = C x(t) + o(t) (4.2)
where the E(t) is a white noise process representingkplant
disturbances and 6(t) is a white noise process representing
sensor and actuator noises. The plant disturbance noise,
&(t), is assumed to have zero mean and unit intensity, in
other words

' ELE(8)ET(£)] = 18(t-1)

where the syébol E represents the expectation operator. The
sensor noise, O(t), is assumed to have zero mean and
intensity given by:

E[0(t)07(t)] = @8(t-T).

The open loop plant transfer function matrix (TFM) is

given by:

G(s) = c(s1-a)7 !B (4.3)
and the MBC TFM is given by:

K(s) = G(SI-A+BG+HC) 'H (4.4)

The MBC derives its name from the fact that the A, B and
C matricies of the plant appear explicitly in the compensator
formulation (see Figure 4.2-1). The design of the

compensator and control loop reduces to the selection of the
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parameters H and G which meet the control system design
specifications.

The basis of this technique is to design a target loop
by selecting either H or G and then "recovering" this loop by
adjusting the other parameter and using the Kwakernaak
"sensitivity" recovery method [30].

The compensator design method used in this research is
to fix H and then vary G to recover the loop. The parameter
H is selected using a variation of the Kalman Filter design
technique. The parameter G is selected using the solution to
the linear quadratic regulator problem which minimizes the
cost functional

J = I (ETQE + ETBH) dt.

The parameter H is referred to as the "filter gain
matri#“ and the parameter G is referred to as the "control
gain matrix." These matricies are computed as follows:

Filter Gain: H = K cT 9-1 (4.5)

Control Gain: G = R T BT P (4.6)

where K and P are solutions to the algebraic Riccati
equations (ARE):

Filter Algebraic Riccati Equation (FARE)

AR+kaT+LLT -kcTotck=0 (4.7

Control Algebraic Riccati Equation (CARE)

ATp+pPa+Q-PBR B R=0 (4.8)

Although the filter gain matrix 1is computed using the
Kalman Filter design technigques, the optimal estimation

interpretation of the Kalman Filter is discarded and the
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matrices L and © are used as design parametefs to achieve the
required system frequency response. Similarly, the
quantities Q and R in the CARE are used as design parameters
for shaping the LQG loop.

Referring to Figure 4.2-1, the loop transfer function
matricies (LTFM) at points (1) and (2) in the loop are given
by:

LTFM at (1) = C &(s)

-
]

Ggpls) (4.9)
LTFM at (2) = G #(s) B = QLQ(s) (4.10)
where #(s) = (sI - é)_l.

By appropriate choices of L, @, Q and R and proper
solution of the respective ARE, it is possible to shape
gKF(s) and gLQ(s) in the frequency domain to achieve the
desired responses. The frequency domain broperties of QKF(S)
and QLQ(s), as shown by the singular values of the frequency
responses, are compared to the design specifications given in
section 3.5. The selection of these design parameters is
discussed below.

For the designs used in this research, the requirements
are that the loop shapes are "good" at the plant output, or
point (1) in Figure 4.2-1. A "good" loop shape will insure
good command following and disturbance rejection, as required
by the design specifications.

The LQG/LTR method, as used in this research, is

outlined in the following steps:



Page 77

1. Choose H which éhapes ng(s) in the frequency‘
domain to satisfy the performance and design
specifications using the parameter definition:

© = vl : (4.11)
and the parameter L is selected as described in
section 4.3.

2. Choose G which recovers the shape of G,.(s) using
the parameter definitions:

R = pI (4.13)

9 =c’c (4.14)

As p-0, the shape of the frequency response of QLQ(S) will

approach that of QKF(S) which represents the desired

reséonse.
The LQG/LTR design proceduré is illustrated by example

in the following sections. First, however, we discuss the

restrictions and properties of the LQG/LTR procedure.

4.2.1 PROPERTIES AND RESTRICTIONS OF THE LQG/LTR PROCEDURE

Before "blindly" applying the LQG/LTR design procedure,
there are certain constraints which must be observed. These
constraints are listed below.

1. [A, B] is controllable
2. [A, C] is observable

3. G(s) is strictly minimum phase
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and for a stable system:
4. Re();(A-BG)} < 0
5. Re{xi(é—gg)} <0
and for the design:
6. v>0
7. p > 0.
Under the above conditions, the linear control system

has the following guarenteed properties:

oqinll * G(sIK(s)] 2 1

-1 as p » 0 in LTR
2. onintd * (G(s)K(s)) "1 2 1/2
3. guaranteed closed loop stability

The SISO equivalent of the above expressions is a guaranteed

gain margin of +6 dB and a guaranteed phase margin of t60°,

Note that if the plant does have right half plane

transmission zeros, the recovery procedure may work,

especially if the zeros are much higher in frequency than the

crossover of the system. The recovery is not guaranteed,

however, and more work in the area of nonmimimum phase plants

is needed.

4.3 DESIGN OF THE TARGET LOOP

The LQG/LTR design procedure starts with a target design
which meets the design specifications (section 3.5). One of
those specifications is that there be zero steady state error
to constant command inputs. In view of the fact of a finite
loop gain at d.c., see Figure 3.3-7, a dynamic augmentation

of the original plant will be necessary in order to provide

e e e st T [
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very high (infinite) loop gain at s=0.

The control structufe used will be that shown in Figure
4.3-1. Integrators are added to all plant input channels.
These integrators, although modelled as part of the plant,
will physically be located within the compensator. The
relationship between the nominal plant and the augmented
plant is given by:

G,(s) = IEP(S)lll/s] | (4.15)
A block diagram and the frequency response of the augmented
are shown in Figure 4.3-1.
The state space representatidn of the augmented system

is given by the following system of equations:

o

X A B X 0

B - |TPOTRLTRL ) T ‘u, (4.16)
or '

o

Ea = éa Ea + Ea Hs (4'17)
and

Y = [Ep Qp] ip = ga X (4.18)

up|

with D_ = 0.

The design of the target Kalman Filter loop is based on
the selection of a scalar, v, and a matrix, L, which provide
the desired frequency response characteristics for the
singular values of the transfer matrix Gkp(s). Based on the

zero steady state error requirement, the target design uses
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the augmented system as the nominal plant.

The technique for designing the target loop using the
Kalman Filter concept is based on the Kalman Frequency Domain
Equality which states:

T '

[_I_+§_KF(S)][_I_+9_KF(—S)] = 1+(1/U)§f°1(s)§f°1(—s) (4.19)

Far from the crossover region (at s=jw-»>0 and at s=juwre®
the approximation for this expression becomes:

. 1/2
Gpp(s) = (L/v)7/"Gg g (s) (4.20)
The auxillary function gfol(s) is defined as:
-1
Geor(s) = Ga(si-R,) "L
-1
Ly

sI - (4.21)

B, A Ly

I=]
[=]

= (B &pl

The design parameter L is used to shape the singular values
of of gfol(s) and, using Ehe approximation in equation
(4.20), the frequency responsé of c(gKF(s)).. The above
partitioning of L allows the designer to match the singular
values of the target design at high and low frequency. To

see how to select L, expand equation (4.20) as follows:

. -1 _ (4.22).
(sI-A)) "B /s (sl-A,) Ly
Expanding the above expression yields:
= -1 -1
Ggo1(s) = (I/8)(D+C (SI-AJ) "B )Ly + Co(sI-A,) "Ly. (4.23)

At low frequency, the first term of equation (4.23) dominates
and

-1
+Co(-A,) T B, )L

)Ly (4.24)

lim G ,(s) = (D

s=jw-0 P




Page 82

To match the singular values at low frequencies, set

-1 ‘
D -A L. = : 4.2
(_p+gp( —p) Ep)—L I ( 5)
and
: -1 T -1 -1 T.-1
= - B - B - .
LL (gp+gp( ép) —p) [12p+§p( ép) _p)(2p+§p( ﬂp) Ep) ]
If the plant is square (i.e., same number of inputs and
outputs), then this reduces to
-1 -1
L. = D -A B . 4.2
L (_p+gp( —p) —p) ( 7)

It is also interesting to note that emperical evidence
suggests that if any of the above inverses do not exist, then
using the pseudo inverse of these matricies appears to yield

satisfactory results. That is
o)
where ¥ indicates the pseudo inverse, appears to be a

EL =

+
D_+C (-A B 4.2
(_p+_p( —p) B ( 8)
suitable definition for the paramater L.
At high frequencies, the dominant terms in eQuation

(4.23) are given by

lim G (s) =DL. +CL (4.29)

S=3wre fol p—L p—H
and to match the singular values set

Doy, + Cply = I. (4.30)
Solving for L, yields
T,-1

L = - °

Ly gp(gpgp ) T ngL] (4.31)
or

L. =¢ *(1-D L. ] ‘ (4.32)

—H - _p ——-p—L L] .

The design parameter L in equation (4.12) is defined by

the partitioned matrix




L= |-—=- : (4.33)

and defines the shape of the response of c(gfol(s)). The

value of the scalar v is used to adjust the crossover

frequency of the target design to meet the requirements.
The design of the target loop is now an iterative

procedure. The design steps are:

1. Define M=L ET in the FARE (equation 4.7).

2. Choose an initial value of v.

3. Solve for ‘H in equation (4.5).

4. Plot the frequency response of u(QKF(s)).

5. Decide if the frequency response in step 4
meets the frequency domain design
requirements. If the frequency response
requirements are met, then the target loop
design is nearly complete. If the design
requirements are not met, then select another
value of v and repeat steps 3, 4 and 5.

6 Simulate the time response of the target loop
to verify that the time domain (i.e.,
overshoot and response time) specifications
are also met. If these requirements are also
met, the the target loop design is finished.
I1f not, adjust the design parameters and
repeat the above procedure.

Once the target loop is désigned, the recovery procedure

is applied.

4.4 THE RECOVERY PROCEDURE

The object of the recovery steb in the design process is
to select values for the scalar-p which force the frequency
response of the open loop TFM (G(s)K(s)) to be the same as
the frequency response of the target loop. That is, the

frequency response of o(G(s)K(s)) would have matched singular
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values at d.c., infinite gain at d.c., fall at -20 dB/decade,
have the same crossover frequency as the target loop and, at
some frequency above crossover, would roll off at -40
dB/decade.

The recovery procedure is:

1. Pick a starting valus of »p.

2. 801v5 the CARE (equation 4.8) using p and
Q=C_"C_.

3. Sol%e for the control gain G in equation 4.6.

4. Plot the frequency response of o(G_(s)K(s)).

5. Decide if the target loop has been adequately
recovered. If recovered, the recovery step is
complete. If not, reduce the value of p and
repeat steps 2, 3, 4 and 5.

A more theoretical discussion of the LTR procedure can
be found in [13, 23]. Discussions on the limits of

achievable performance of this technique can be found in

S [31].

4.5 SOME PRACTICAL ISSUES

When applying the LQG/LTR procedure, there are some
important practical issues to keep in mind. The first is
that as the value of v or p approach.zero, the individual
entries in the filter gain matrix H and the control gain
matrix G get very large. This, in turn, implies that the
compensator "A" matrix (A_=A-BG-HC) may contain entries which
become very large. Since the compensator must eventually be
implemented with a computer, the designer should watch these
enteries to insure that they will not cause computational

problems when implemented with the computer.
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Another issue is that the recovery procedure willlcreate'
some very high frequency poles in the overall design. These
poles may require very small (impractical) time steps for the
numerical integration procedures used in the computer
implementation of the control system. There are methods of
"dropping" these poles [4], and one technique is demonstrated

in the design examples.

4.6 SUMMARY OF ROBUSTNESS RESULTS

At this point, a brief discussion of "robustness" is in
order. The robustness of a linear system refers to the
stability properties of the closed-loop system in the
presence of model uncertainty. More sﬁecifically, the
robustness of the‘system‘refers to the extent to which the
elements of the loop transfer function matrix can vary from
their nominal values before the closed-loop system goes
unstable.

The important robustness results for multivariable
control systems were derived by Lehtomaki [2, 32]. These
results state that the'error, E(s), between the true plant,
G(s), and the nominal plant, G(s), provides a measure of the
stability robustness of the system. The errors are split
into two catagories, relative error and absolute error.
Relative errors correspond to multiplicative or division
errors and absolute errors correspond to additive or

subtractive errors.
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Figure 4.6-1
Block Diagram Representation of Multiplicative Error
The errors which most concern the control system
designer are the relative errors. A block diagram of the
multiplicative error representation_is shown in Figure 4.6-1.
The multiplicative error is defined‘by

E(s) = (G(s) - G(s))G™t

(s) (4.34)
Using the above definition of model error, it can be shown
that if the singular value inequality of (4.35) holds, then
the closed-loop system is guaranteed stable [2].

Tnax E(S)] < op [T + (G(s)K(s)) 1) (4.35)

min
For most physical systems, including the one used for
this research, the modelling error is often difficult or
impossible to quantify. However, even if the modelling error
is not known, the above inequalities can still provide
valuable information regarding the maximum size of fhe error

the system can tolerate. This error relationship provides a
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conservative bound for the system error; a system may still
be closed-loop stable even if the above bounds are crossed.
In the latter case, system stability would have to be

determined through extensive simulation and testing.

4.7 SUMMARY

Th{s chapter has presented the step-by-step procedure
for designing an LQG/LTR compensator with recovery at the
plant output. The need for dfnamic augmentation of the
original plant was presented and the method of selecting
design parameters based on the augmented plant was given.
The properties and restrictions as well as some practical
issues related to the LQG/LTR procedure were discussed.

A brief overview of some basic robustness results was also

presented.
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CHAPTER 5

COMPENSATOR DESIGN FOR THE GE21

5.1 INTRODUCTION

The requiréments for the compensator design for the GE21
were given in section 3.5. The main perforﬁance requirement
is to be able to vary thrust from the nominal value at the
operating point down to 50% of the nominal value and back up
again.‘ The response time of this thrust modulation is given
as 0.5 seconds.

This chapter illustrates the procedure for designing the
LQG/LTR compensator for the GE21l. Three sample trial designs
are used in the example. The three sample designs all use
the same operating point, but illustrate different methods of
applying the LGQ/LTR procedure and interpreting the results.

The first design used a target loop with a 10 rad/sec
crossover but the LTR procedure only recovers the loop to 3
rad/sec. The second example fully recovers the target loop
to 10 rad/sec. The third design used a target loop with a
crossover of 100 rad/sec and a recovered loop of 10 rad/sec.ﬁ

The three designs are referred to as simply the first, second

and third design and these are shown in Table 5.1-1.
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DESIGN TARGET CROSSOVER RECOVERY CROSSOVER

FIRST 10 radians/sec 3 radians/sec

SECOND 10 radians/sec 10 radians/sec

THIRD 100 radians/sec 10 radians/sec
Table 5.1-1

Three Design Examples Summary

5.2 QEZl MODEL REVIEW

The compensator designs presented in the following
sections are all based on the 3 x 3 scaled linear model of
the GE21 developed in Chapter 3. The order of the inputs,

outputs and states for the linear model is given in Table

5.2-1.
INPUTS STATES OUTPUTS
WF36 (Fuel Flow) : N2 (LP Speed) N2
A8 (Outer Nozzle Area) N25 (HP Speed) N25
AE96 (FWD VABI Area) FG (Thrust)

Table 5.2-1
Order of Inputs, States and Outputs for GE21 Linear Model

The input, state and output variables are all scaled
using the maximum physical value of each variable. Both the
linear model and the nonlinear computer model have been
scaled and only the scaled systems are used in the
siﬁulations. The scaled 3 x 3 system matrices were presented
in section 3.4. The scale factors are provided in Appendix
C and all other system matrices are provided in Appendix B.

The compensator provides the engine main fuel flow
input, WF36, the outer nozzle area adjustment, A8, and the
forward VABI control, AE96, as control inputs to the plant.

For the nonlinear simulations, a total of 7 control inputs
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are required by the model. The 4 control inputs not provided
by the compensator are set to the respective values at the
operating point where the model was linearized and held
constant. The operating point of the engine for all the
simulations in this section is defined at sea level static
conditions as maximum power without afterburner, also called
"operating point 9" for the GE21 engine. The inputs and
outputs for the nonlinear model are listed in Table 5.2-2.
The steady state values of the variables at the different
engine operating points were provided by the General Electric

Company and are listed in Appendix C.

INPUTS OUTPUTS

WF36 N2

STP22 N25

STP48 FG

A8 - T42

A88 ' PS3

AEl6 DPQP3

AE96 DPQP13
Table 5.2-2

Order of Inputs and Outputs for GE21 Nonlinear Model
There are no actautors or sensors used in any of the

simulations in this section.

5.3 GE21 CONTROLLER DESIGN

In order to meet the'response time requirement of 0.5
seconds, the initial target loop was designed with a
crossover frequency of 10 rad/sec. A 10 rad/sec crossover
implies a 0.1 second time constant and, from classical

control theory, within 5 time constants the loop should reach
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its final steady state value.

The parameter L was calculated using equation (;.33) and
the scalar v was varied until amin(gKF(é)) had a crossover of
10 rad/sec. The frequency response of a(gKF(s)) is shown in
Figure 5.3-1 with v=0.01. Notice that the singular values of
gKF(s) are matched at high and low frequencies.

The recovery procedure (section 4.4) was then applied
and the scalar p was varied to try to recover the loop. As
an interim step in the design, the loop was only partially

recovered. With p=0.0001, o, (G, (s) K(s)) has a crossover

m
frequency of 3 rad/sec. The frequency response of the open
loop TFM is shown in Figure 5.3-2. The frequency response of
the closed loop TFM for this step is shown in Figure 5.3-3.
The value of p was then reduced ﬁﬁtil tﬁe target loop

6} the open loop frequency

. was fully recovered. With p=10"
response is shown in Figure 5.3-4 and the closed loop
frequency response is shown in Figure 5.3-5.

From Figure 5.3-4 we can see that when the loop is fully
recovered, the singular values of the open loop frequency
response are more tightly matched than when the loop is only
partially recovered as shown in Figure 5.3-2. This indicates
that the open loop response to commands in all directions is
the same in the fully recovered design but the response may
vary in the partially recovered design depending on the

direction of the commanded input.

In the closed loop systems, the partially recovered
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design has singular valués which start to drop off before the
10 rad/sec crossover. This indicates that the response to
commands is these directions will be slower than the response
of the commands in other directions. When the loop is
recovered fully, the frequency response of the closed loop
system is more tightly matched through the 10 rad/sec
crossover region which indicates a more uniform response to
commands in all directions, up to the cut-off frequency of 10
rad/sec.

6 which

The third trial used a value of v=10"% and p=10"
creates a target loop with a crossover 100 rad/sec (see
Figure 5.3-6) and the recovered loop has cmin(ga(s) K(s))
crossover at 10 rad/sec. The frequency responses of the open
loop and closed loop Tst are shown in Figufes 5.3-7 and -
5.3-8.

The third design has frequency response characteristics
similar to those of the first design with respect to the
roll-off in different directions of commands. The difference
between the first and third design is that the direction of
minimum response in the closed loop design is still at 0 dB
at 10 rad/sec. This indicates that the overall response of
the third design would be faster than either the first or the
second design, which was the original intent of the third
design.

The>frequency responses of the compensators plus

integrators are shown in Figures 5.3-9 thru 5.3-11. Notice

that the responses of all the compensators "flatten ocut" at
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around 2 rad/sec then roll-off again at some higher
frequency. This is due to the zeros of the compensator which
are created by the design process. The roll-off begins at
the higher frequency poles which are also created in the
design process. These poles and zeros are discussed again in
section 5.5. Also note that the large gain at d.c: is due to
the free integrators which were added to the plant inputs
during the design. These integrators are physically located
within the compensator and provide the "infinite" gain at
d.c. which is required by the design specifications.

The frequency response of the sensitivity TFM (section
3.5.1) for each loop are shown in Figures 5.3-12 thru 5.3-14,.
These plots suggest that the loops which are not recovered
fully are more sensiéive to disturbances in certain
directions than the fully recovered loop, as indicated by the
magnitude of the sensitivity response at the 10 rad/sec
crossover. In addition, notice that the faster loop, Figure
5.3-14, is more sensitive than the other loops at 20 rad/sec
in certain directions (also note that the scale on this
figure is different than that on the previous two).

The frequency response of the command input to control
TFM (i.e., from r to u in Figure 3.5-1) for each loop are
shown in Figure 5.3-15 through 5.3-17. The designer should
check this response to insure that the control inputs to the
plant are not overly sensitive to noise or disturbances in
certain directions or at certain frequencies. From Figures

5.3-15 through 5.3-17, we notice that the singular values,
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plotted in dB, are spread in the frequency range from d.c. to
past 100 rad/sec. This indicates that the response of the
control inputs to reference commands (or disturbances) is not
uniform for all directions. 1In the faster designs, we also
see that commands in two directions at a frequency of
approximately 12 rad/sec will be amplified at the plant
input. This is seen clearly in Figure 5.3-17 as the
frequency response peaks at +30 dB at 12 rad/sec. All of
these plots do tend to roll-off at higher frequencies and,
although some indicate that reference inputs up to
approximately 300 rad/sec will appear at the engine controls
(i.e., the frequency response of the loop is at or above 0 dB
and therefore will not attenuate inputs up to this
frequency), none of the designs appear to be overly sensitive
to the reference inputs. ‘

Thus far, all designs appear to be acceptable. The
transient response characteristics of the various designs

must also be evaluated.

5.4 SYSTEM TIME RESPONSES

This section presents the results of the time
simulations when the compensators are connected to the linear
and nonlinear plant models. The compensators were fitst
connected to the linear plants and a reference command input
was applied. This command input held N2 and N25 at the

equilibrium values (i.e., N2=0 and N25=0 for the linear

PR . S e e e it s e g e T A gt g e



Page 101
simulations and N2=5382 rpm and N25=7236 rpm fot the
nonlinear simulations) and commanded thrust as shown in
Figure 5.4-1. The nonlinear plant was the substituted in
place of the linear plant and a similar input command was

given.

5.4.1 LINEAR SIMULATIONS

The time responses of the Thrust output and the two
rotor speeds are shown in Figures 5.4-2 through 5.4-4. All
three of the designs appear to meet the specifications with
regard to command following, response time and overshoot
limitations.

There are very small pérturbations (less than 0.1%) in
the speeds at the times Qhen the steﬁ changes in comméhd
input are applied. This type of momentary perturbation is
not unexpected for the type of command inputs applied.

An expanded view of the Thrust output response is
provided in Figure 5.4-5. This figure superimposes the
_responses of all three systems at the first step change in
commanded thrust. From this figure, the effects of the

dominant poles (see section 5.5) can be seen.

The time responses of the plant control inputs are shown

in Figures 5.4-6 thru 5.4-8. These figures indicate that all

three compensators will keep the control inputs within
acceptable bounds and that there is no significant overshoot

to be concerned with.
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An important point to note here is that the simulations
using the reduced linear plant do not provide any indication
as to the status of the temperatures, pressures or stall
margins of the actual plant. Since the plant model was
reduced to the 3 x 3 system in section 3.3, the nonlinear
simulations must be used to obtain this additional

information.

5.4.2 NONLINEAR SIMULATIONS

The nonlinear plant was substituted in place of the
linear model and the time simulations were repeated. The
compensator states were initialized to provide the plant with
the required inputs to establish an equilibrium at the
desired operating point. For these simulations, the
variables in the nonlinear model were all scaled using the
physical maximum values. .

The output response of the first design is shown in
Figure 5.4-9. Notice that the command following for the
rotor speeds and the thrust is good, but that the response
time specification is not met. The thrust output requires
approximately 1 second to settle to the final value. This.is
not a totally unexpected result since the linear model was
simply an approximation of the nonlinear plant.

In rough terms, the response indicates that the closed
loop dynamics of the nonlinear system are slower than those

indicated in the linear model or that the commands to the
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nonlinear plant occur in the "slow" directions of the
frequency response curves presented in the previous section.

The response of the nonlinear plant to the commanded
input using the second compensator is shown in Figure 5.4-10.
As in the linear simulations, this design is slightly faster
than. the first, but still does not meet the response time
specifications. Notice, also, that there does not appear to
be a problem with overshoot or undershoot on‘any of the
control inputs.

The output response of the third design is shown in
Figure 5.4-11. The command following of this design is
excellent and the response time specification has been met.
In addition, the control variables, see Figure 5.4-12, are
kept within the.adceptable system bounds'which indicates that
there is no neéed for limit protection.

An expanded view of the Thrust output response is
provided in Figure 5.4-13. This figure superimposes the
response of all three nonlinear simulations at the first step
change in commanded thrust. Notice that these simulations
indicate that the engine thrust can be varied very rapidly
(in less than 0.125 seconds with no actuators) while the
speeds are held constant. s

Finally, the turbine temperature, compressor pressure
and stall margins are shown in Figure 5.4-14. These figures
indicate that all of these parameters remain within the
acceptable operating ranges for this system. If any of these

parameters had exceeded the bounds of the system, then the
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design process wouldAsimply be repeated; but the parameter
which exceeded its limit would be included in the linear
model. Once the 3 x 3 case shown here is applied, it is a
straight forward procedure to increase the number of inputs

and outputs.

5.5 POLES, ZEROS AND PRACTICAL IMPLEMENTATION

The poles and zeros for the above systems are presented
in Tables 5.5-1 through 5.5-3. From these tables it is
easily seen that the zeros of the compensator approach the
poles of the linear plant.- this is characteristic_of this
type of compensator. The numerical values of the matrices
used in these simulations are given in the appendices.

The three design examples used were selected to
illustrate another important aspect of the poles and zeros of
the compensator. Notice that as the loop is taken from the
partial recovery of the first design to the full recovery of
the second design the closed loop poles move to higher
frequencies. The response of each design is affected by
the dominant poles and zeros of the system.

From Table 5.5-1, the dominant poles in the first design,
are the two complex pairs -4.76 + j4.41 and -8.12 + j7.85.
These low frequency poles will limit the response time of the
system since the original plant poles at -2.55 and -2.80
rad/sec are cancelled by the zeros of the compensator.

Notice, also, that the complex pole pairs are critically
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damped; another characteristic of using an LQG based design.

In order to achieve quicker response times of the
system, the "slow" closed loop poles must be moved higher in
frequency. Table 5.5-2 shows the poles and zeros of the
system with a 10 rad/sec crossover which is recovered to 10
rad/sec. Notice that in the limit as the loop is fully
recovered, the dominant poles become those of the target
loop. In this design, the target loop had poles at 10
rad/sec. In addition to moving the dominant poles from 5
rad/sec to 10 rad/sec, the full recovery procedure has moved
all of the poles out to higher frequencies. The high
frequency pole created by the design procedure that was at
-134 rad/sec is now at -13413 rad/sec. The very high
frequency poles can be "dropped" usiné a technique which is
shown in section 5.6.

Another practical issue involved in the recovery
procedure is that as p-20, entries in the control gain matfix,
G, and in the A, matrix of the compensator (A, = A_-B_G-H <)
become large. In most cases, the size of these entries may
not be a problem. But, there are times when the size of the
matrix entries causes computational problems when implemented
on a computer with a fixed word length.

The third design illustrates a technique of overcoming
the problem of large gains. This technique is to simply
"over design" the target loop .and then only partially
recover. The poles and zeros of this design are shown in

Table 5.5-3. Notice that in this design, the dominant closed
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COMPENSATOR (W/ INTEGRATORS) CLOSED LOOP SYSTEM

{G(s)}
POLES

—2o55
-2.80

* note:
actuators and

sensors not used
in simulations.

ZEROS

none

OPEN LOOP SYSTEM

(K(s) 1/s) ([1+G,(s)K(s) 171G, (s)K(s))
POLES POLES
-144.13 -134.1
-13.11 + j10.85 -10
-9.76 ¥ 36.49 -10
0 -10
0 -8.12 + j7.85
0 -4.76 ¥ j4.41
-2.55
-2.80
ZEROS ZEROS
-2.55 -2.55
-2.80 -2.80
Table 5.5-1

POLES AND ZEROS OF FIRST DESIGN

COMPENSATOR (W/ INTEGRATORS) CﬂOSED LOOP SYSTEM

{G(s)}:

POLES

-2.55
-2.80

* note:

actuators and
sensors not used
in simulations.

ZEROS

none

(K(s) I/s} (11+G,(s)K(s) 171G, (s)K(s))
POLES POLES
-13423.0 -13413.0
-85.0 + j85.0 -80.0 + j80.0
-51.0 ¥ 350.0 -46.0 ¥ 346.0
0 -10
0 -10
0 -10
-2.55
-2.80
ZEROS ZEROS
-2.55 -2.55
-2.80 -2.80
Table 5.5-2

POLES AND ZEROS OF SECOND DESIGN
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OPEN LOOP SYSTEM COMPENSATOR (W/ INTEGRATORS) CLOSED LOOP SYSTEM

(G(s)} (K(s) 1/s} (11+G,(s)K(s)17 G, (s)K(s)}
POLES POLES POLES
-2.55 -1441.3 -1341.3
-2.80 -93.5 / -25.3 + j25.2
-75.3 + j25.8 -14.6 + jl4.5
* note: -35.7 =100
actuators and 0 -100
sensors not used 0 -100
in simulations. 0 -2.55
-2.80
ZEROS ZEROS ZEROS
none -2.55 -2.55
-2.80 -2.80
Table 5.5-3

POLES AND ZEROS OF THIRD DESIGN

loop poles are the complex conjugate pair at -14.6 + jl4.5
rad/sec. The highest frequency pole created is at -1341
rad/sec and the target loop poles are at -100 rad/sec. This
loop will obviously be faster than either of the previous two
designs (this can be seen from the time simulations presented
in section 5.4).

The third design also has smaller entries in the A, and
G matrices than the second design (see Appendix B for the
numericalAvalues of the matrices used). Notice that the
zeros of the third compensator cancel with the poles of the
plant and, even though the loop was not fully recovered,. tﬁe
complex pole pairs are still critically damped. The one draw
back to this partial recovery technique is that the
properties listed in section 4.2.1 are weakened by not

recovering fully. However, by examining the appropriate
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singular value frequency responses, the designer can still
decide if the design is adequate. 1In addition, those
properties apply to linear designs and when the nonlinear
plant is placed in the loop these properties are not fully
guaranteed. It is still up to the designer to analyze the
appropriate simulation results and decide if the design meets

the specifications.

5.6 REDUCED COMPENSATOR

As metioned previously, the recovery procedure creates
some high frequency poles in the closed loop response.
Typically these poles are well above the required crossover
and do not contribute significantly to the response of thq
system. Since these poles are not required by the system, it
is advantageous to omit them from the final compensator
design.

There are two basic reasons why the designer may wish to
eliminate these high frequency poles: 1) the overall order of
the compensator would be reduced, requiring fewer integrator
stages to implement and hence a lower cost and 2) the
implementation of the compensator on a computer would be
easier and more efficient (i.e., less chance of numerical
instability) if the high frequency terms were eliminated.

One such technique was demonstrated by Kappos [4, 39] on
a linear design for the F100 engine. This same technique is

valid for this research using the nonlinear model of the GE21
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engine.

The technique centers on the residue method of expansion
of multivariable systems. The transfer matrix of the
compensator is expanded as

K(s)=E (Ry/X;)/((s/A{)-1) (5.1)
where

R

R, = C,u.,v B (5.2)

—a—-i— i—
and the vectors u; and v. are the right and left eigenvectors
of the compensator A matrix and the Xi are distinct
eigenvalues of this matrix.

The main purpose at this stage is to transform the
original A, B, C and D matrices of the compensator into
another set of system matrices F, G, H and J which describe a
lower order "equivalent" compensator. The procedure for
reducing the compensator is described below:

I) Expand the Compensator TFM into the residue matrix
sum described in equation (5.1) and find the
magnitude of the residue term (any norm can be
used). Based on the crossover specifications and
the magnitude of the residues, decide which poles
can be eliminated. The reduced model has the
remaining eigenvalues of the original A matrix,
arranged in a suitable order [Xl, e o o g Xr].

II) Define a transformation matrix

T

T 9

I3
]

(5.3)
8

where
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T, = 1l for each real eigenvalue retained
1/2 -j/2 for each complex pair
T, = of eigenvalues retained.

1/2 j/2
and dim(T)=r.

III) Compute a matrix K as

K = (T_]') (5.4)

and a matrix M as
M o=fu .. .ulr (5.5)
with u, and v, as define in equation (5.2).
IV) Compute the reduced state-space matrices as

E=KAMN
G=KB
(5.6)
H=CHN
[
2 -u!j'mgi/(-xi)
V) Plot the singular values vs frequency of the

reduced model and compare them with the original
model. If the reduced model is not acceptable,
redefine the set of eigenvalues to be retained and
repeat the procedure.

Note that this transformation will provide a state-space
description for the reduced order compensator and that the F,
G, H and J matrices all contain real elements (assuming that
the original A, B, C and D matrices were real).

5.6.1 REDUCED COMPENSATOR EXAMPLE

The above'procedure was applied to the compensator
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derived for the third design. The residues computed'are
presented in Table 5.6-1. From this table, it appears that
only the pole at 1441 rad/sec can be easily dropped. This
pole was dropped and the reduced state-space matrices were
computed and substituted in place of the original matrices.
The frequency response of the compensator and the open loop

system are shown in Figures 5.6-1 and 5.6-2.

EIGENVALUE |l Ry |I/Iki|*
-1441.3 0.0694
-93.5 1.5889
-75.3 + j25.8 1.9350
-75.3 - j25.8 1.9350
-35.7 1.6557
Table 5.6-1

Eigenvaiues and Residue Norms for Third Compensator

* Norm scaled by 1000. Free integrator poles not

included.

There is no discernable difference between these two
responses and those shown in Figures 5.3-11 and 5.3-7. This
indicates that this pole did not contribute very strongly
to the response of the compensator. The reduced compensator
was then substituted for the original compensator in the
nonlinear simulations.b The results of the nonlinear
simulations are shown in Figures 5.6-3 and 5.6-4. Again,
there is no discernable difference between the response of
the system using the reduced order compensator and that using
the original compensator.

This example demonstrates that the method used: by Kappos
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in [4] will extend to use in the nonlinear designs. For a -
more detailed description of this reduction technique see

[(39].

5.7 RESPONSE TO COMMANDS IN DIFFERENT DIRECTIONS

The main purpose of the compensator designs presented in
the previous sections was to rapidly vary the thrust output
of the engine while holding the rotor speeds constant.
Howe?er, the compensators could be uéed to control the engine
when commands in different directions are applied.

Section 3.6 presented a discussion of the plant behavior
at steady state. From this discussion, there are basically

’ three directions of interest.. These are:

1. N2, N25 and FG move in the same direction.:

2. N2 and N25 move in the same direction but FG moves
in the opposite direction from the speeds.

3. N2 and N25 move in opposite directions.

To complete the discussion of the compensator performance, a
few sample trials, obtained by providing commands in
different directions, were run.

There are a few issues to keep in mind when applying the
compensators to command the speeds to change. First, recall
that the bandwith of the controlAloop for the third design
was pushed to around 14 rad/sec. This loop -is rather fast
for controlling the low speed inertia terms in the jet engine

response. Typically, spinning the core or fan speed up or
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down requires on the order of 1.8 to 2.5 seconds;;‘This would
imply that there will be significant overshoot in the
response of the control system due to the fact that the
compensator is responding very quickly to changes in the
system outputs.

Since the loop bandwith of the third design is most
likely too fast for the control of the rotor speeds, one
would expect the first design to be more appropriate. The
bandwith of the first loop is around 3 rad/sec, therefore the
overshoot on the control inbuts should be less than that
observed using the third design.

The output response, using the third (reduced)
compensator, to a step input which commanded N2, N25 and FG
to decrease is presented iﬁ Figure 5.7-1. The command
foliowing is good and the thrust decrease is fairly quick,
though not as rapid or as smooth as in Figure 5.4-11. The
response of the control inputs for this simulation are shown
in Figure 5.7-1. Comparing this to Figure 5.4-12, we notice
significant overshoot on the fuel and outer nozzle control
inputs. This type of response is generally not desireable
since it places additional stress on the physical actuators
used to supply these inputs. | l

Using the reduced compensator, N2 and N25 could not be
commanded in opposite directions since the response of the

control inputs caused the model of the engine to stall. For

this case, limits on the inputs would be needed to prevent

stall.
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- The fan speed and thrust could be commanded to decrease
while the core speed was held constant without using limits
on the control inputs. The output response for this case is
shown in Figure 5.7-3. The response of .the control inputs to
this command are shown in Figure 5.7-4. Again, there is
significant overshoot on all the control inputs.

An attempt to move N2 and N25 in one direction while
moving FG in the opposite direction using the reduced
compensator also caused the engine modelxto stall. This was
again due to the rapid response and unacceptable overshoot on
the control inputs.

The first (slow) compensator was then substituted in
place of the reduced compensator and commands in the
different diréctions were applied. Figure 5.7-5 displays the
response of the plant outputs when N2, N25 and FG are all
commanded to decrease. The control responses to this command
are shown in Figure 5.7-6. ﬁotice that there is very little
overshoot on the controls and that the thrust still reaches
the final value in approximately 1 second.

The command to increase N2 and N25 and decrease FG was
then applied to the system using the First compensator and
the output response is presented in Figure 5.7-7. The
response of the control inputs to this command are shown in
Figure 5.7-8. Notice, again, that the command following is
very good and that there is very little overshoot on the
control inputs.

Finally, the command to increase N2 and FG but decrease
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N25 was applied to the system. The response of the system
output is shown in Figure 5.7-9 and 5.7-10. The system
displayed adequate command following, however there appears
to be significant overshoot on all the control inputs. This
mode of operation is presented purely for academic interest
since there is no forseen reason wﬁy one would wish to
operate the engine in this manner.

It is clear that use of the first design is more
appropriate for operating the engine in the "traditional"
mode of operation (i.e., when the rotor speeds are used to
adjust thrust) and that the third or reduced designs are more
appropriate for operating in the Thrust Modulation mode. For
implementation on the engine, both compensators could be
’providéd‘and the éilot would choose‘which>compensator is used

by défining the mode of operation required.

5.8 RESPONSE TO SINUSOIDAL THRUST COMMANDS

As a final simulation, the reduced order compensator was
connected to the nonlinear model and a sinusoidal input was
provided as the commanded thrust reference. The speeds, N2
and N25 were commanded to stay at their equilibrium values
(N2=5382 rpm and N25=7236 rpm) throughout the simulations.

For the first simulation, the tﬁrust reference input
shown in Figure 5.8-1 was applied to the system. This
reference input commands the average thrust to decrease from

the nominal value of 48900 lbs down to 41000 lbs.
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Superimposed on this average change in thrust is a 15000 1b
peak-to-peak sinusoidal reference at a frequency of 5
rad/sec. This implies that the steady state operation of the
system will be to sinusoidally vary thrust from 33500 lbs to
48500 1lbs at a frequency of 5 rad/sec. |

The thrust output response for this simulation is shown
in Figure 5.8-2. The response of the two rotor speeds and
are shown in Fiqure 5.8-3. It can be seen from these figures
that the command following response of the system is
excellent. The thrust output follows the commanded input
exacﬁly and the rotor speeds remain constant (note the scale
in Figure 5.8-3 - the rotor speeds change less than 0.01%).

In order to test the disturbance rejection properties of

" the loop, the same type of input was again applied to the

system except the frequency was increased to 2000 rad/sec.
We expect the loop respond to the average decrease in thrust
as if it were a step input, but the sinusoidal portion of the
input should be attenuated. The commanded thrust input for
this case is shown in Figure 5.8-4 and the thrust output
response is presented in Figure 5.8-5. These figures, as
expecﬁed, show that the thrust output of the engine does
followed the.average commanded decrease of 7900 1lbs thrust
but the sinusoidal component of this input is rejected. For
this case, again, the speeds were held constant and the
output responses of N2 and N25 are shown in Figure 5.8-6.
Again, note the scale on Figure 5.8-6; the rotor speeds

change less that 0.01% in response to this commanded input.
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5.9 SUMMARY

This chapter has presented three compensator design
examples using the GE21 engine. The three designs were used
to illustrate the issues involved in the design of an LQG/LTR
based compensator.

The ideas of partial versus full recovery were presented
gé well as the issues relating to dominant poles and the size
_of the numerical entries in the compensator system matrices.
The technique of over‘designing the target loop and
performing only partial recovery was illustrated by example.
The costs and benefits of this type of design were reviewed.

In addition, the technique of reducing the compensator
was illustrated using one of the design examples. The
combination of the techﬁiques of over designing fhe loop and
reducing the compensator was shown to produce a compensator
that met the design specifications, was of lower order than
the original compensator and contained reasonable size
entries in the compensator system matrices.

The overall discussion was rounded-out by providing a
few examples of the system command following properties when
commands in different directions were provided as reference

inputs.
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CHAPTER 6

SUMMARY AND DIRECTIONS FOR FURTHER RESEARCH

SUMMARY

This thesis has presented a set of control system

design examples for the MIMO control of the GE21 jet engine

using the LQG/LTR methodology. The major points presented in

the thesis were the:

I.

II.

III.

Iv.

VI.

VII.

Linearization of the nonlinear model around a
defined operating point and comparison of the
input/output response of resulting linear and
nonlinear models.

Scaling of the input, output and state variables,
various methods of scaling, definition of a scaling
transformation and the effects of scaling on the
control system design. '

Use of the singular value decomposition (SVD) in
the selection of inputs and outputs as well as in
the design of the control system.

Evaluation of the plant chatacteristics at steady
state using the plant transfer function matrix
(TFM) and the SVD of the plant TFM at s=0.

Overview of the LQG/LTR methodology and a
discussion of the practical issues, such as the
size of the entries in the compensator system
matrices. :

Design examples using the LQG/LTR methodology which
demonstrate the issues involved in partial vs full
recovery.

Technique of over designing the target loop and
only using partial recovery to obtain the desired
performance while keeping the numerical entries in
the compensator matrices "small."

VIII.Reduction of the compensator order.
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Operation of the engine in the thrust modulation mode,
varying thrust from nominal down to 50% of nominal and back
up to nominal thrust again while holding the fan and core
speeds constant, was also shown to be possible with the
compensators obtained using LQG/LTR design methodology.
Thrust could be varied by 50% in less than 0.125 seconds
without exceeding limits on any of the control inputs when
actuators were not used. The speed of the response when
using actuators and sensors would depend on the time
constants of the particular actuators and sensors used. The
overall approach to the problem would remain the same and the
actuator and sensor dynamics would simply be modelled as part

of the plant during the compensator design.

6.2 DIRECTIONS FOR FURTHER RESEARCH

This research has demonstrated that the LQG/LTR
methodology provides an exceilent design procedure for the
design of control systems for linear plants or for nonlinear
plants restricted to a certain operat%ng range. There is
still a great deal of work needed in order to develop more
systematic nonlinear control system design procedures.

Since it is apparent that the develpoment of nonlinear
design methodologies will not be available in the near
future, work extending the linear techniques over many
differentAoperating points, either by gain sheduling in the

controller, see [1] for example, or by switching between
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different controllers based on the operating point of the
system can be expanded.

The effects of saturation, physical limits or other
nonlinearities on the robustness, stability and operation of
LQG/LTR based compensators should be evaluated. Both
theoretical analysis and design examples in this area are
scarce.

The singular value decomposition (SVD) of the plant
transfer function matrix has been used to provide very useful
information about the coupling of inputs and outputs of the
system at steady state. However, the singular values and the
singular vectors will change with frequency. Additional
research into how the.SVD changes with frequency and how the
input/output coupling of the plant changes with frequency |
could also yield valuable information.

In addition, more work is needed in developing less
congervative error measures in the LQG/LTR designs. The
current error measures are conservative even when the problem
specifications are spacially round. 1In fact, the methods of
scaling used tend to force the error response of the system
to be "round." However, some of the models developed during
the course of this research were actually "better" when
operated in certain diréctions; and these were the directions
that were most needed in the system operation. This would
mean that the error bounds placed on the control design were
probably more conservative than needéd. Theoretical work in

this area has been started [38], but the design synthesis and
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examples have not been attempted.

Finally, the issues of partial vs full recovery should
have a careful review. The effects of partial recoverf on
the stability and robustness of the systems should be
qualified by detailed analysis and quantified by more design

examples.
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Appendix A

Definitions of Variables used in the GE21 Nonlinear Computer Model

This appendix contains a list of the variables used in the
nonlinear dynamic computer model of the GE21 engine. The variables
used in the component level model, used in this research, are
identified with an asterisk (*).
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DEFINITION OF YARIABLES FOR THE GE-Z1 MODEL
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ZND BLOCH FAN FRESSURE
ZND BLOCE FAN FRESSURE RATIO
D BLOCK FAN BYPASS AIR FRESEURE
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BYFASS AIR FRESSURE AT REAR VABI
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COMFRESE0OR FRESSURE RATIOD
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VARTSELE UMSCALED UNIT DESCRIF
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Appendix B

Numerical Values of Matricies Used in the Simulations

This appendix contains the linear models used in this research.
The linear models of the plant are given for the 7 x 7 system. To
obtain the model of the 3 x 3, simply omit the rows and columns
corresponding to the variables not used. The linear models for the
plant are derived using operating point 9 of the nonlinear model. This
operating point corresponds to maximum power without afterburner at sea
level static conditions.

CONTROL INPUTS STATES PLANT OUTPUTS
WF36 (MAIN FUEL FLOW) N2 (LP ROTOR SPEED) N2 (LP ROTOR SPEED)
STP22 (STATOR POS.) N25 (HP ROTOR SPEED) N25 (HP ROTOR SPEED)
STP48 (STATOR POS.) FG (THRUST) =
A8 (OUTER NOZZLE AREA) T42 (TURBINE TEMP.)
A88 (INNER NOZZLE AREA) PS3 (STATIC PRESSURE)
AE16 (REAR VABI AREA) . DPQP3 (COMB. PRES.)

AE96 (FWD VABI AREA) DPQP13 (FAN. PRES.)

e e e
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UNSCALED PLANT MATRICES FOR GE21 AT OPERATING POINT 9

-3.4836D-05

e .

é:
-3.3756D+00 1.3118D+00
-4.7310D-01 -1.9336D+00
§=
COLUMNS THRU 6
5.8910D-02 -1.3227D+01 -6.9833D+01
7.4672D-02 .1149D0+01 7.4723D+01
COLUMNS THRU 7
2.0959D+00
-4.0069D+00
E:
1.0000D+00 0.0000D+00
0.0000D+00 1.0000D+00
2.6937D+00 1.7633D+01
-1.1710D-01 -9.9419D-02
3.5899D-02 2.9047D-02
9.8955D-06 7.1774D-06
-3.8373D-05 8.6732D-05
2=
COLUMNS 1 THRU 6
0.0000D+00 0.0000D+00 0.0000D+00
0.0000D+00 0.0000D+00 0.0000D+00
8.8192D-01 -2.3357D+02 1.6245D+02
2.9971D-02 4.6387D-01 -4.9315D+00
1.5466D-03 -2.4597D-01 -1.4231D-01
-7.672D-07 -8.1638D-05 8.8711D-06
-7.180D-07 1.9343Dp-04 -1.3043D-04
COLUMNS 7 THRU 7
0.0000D+00
0.0000D+00
1.3943D+02
5.5325D-02
9.3046D-02
1.4377D-05

4.2934D+00
7.9008D-01 -

0.0000D+00
0.0000D+00
-2.9382D+01
1.4675D-01
-3.3014D-02
-7.1546D-06
2.2569D-05

9.9861D-01 -2.3686D+00

1,7097D+00

0.0000D+00
0.0000D+00
3.3180D+01
5.3228D-01
-9.7645D-02
-2.1981D-05
6.3532D-05

5.6932D-01

0.0000D+00
0.0000D+00
4.2507D+01
2.7009D-01
-4.3791D-02
~-1.0356D-05
2.6651D-05
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MATRICIES USED FOR SCALE FACTORS

oOooo0oo~Noo

-1 _

—x -

6000. 0.
0. 9000.
-1 _

—u -

COLUMNS 1 THRU 6
5.0000D+04  0.0000D+00
0.0000D+00  6.0000D+01
0.0000D+00  0.0000D+00
0.0000D+00  0.0000D+00
0.0000D+00  0.0000D+00
0.0000D+00  0.0000D+00
0.0000D+00  0.0000D+00

COLUMNS 7 THRU 7

0.0000D+00
0.0000D+00
0.0000D+00
0.0000D+00

© 0.0000D+00
0.0000D+00 .
5.4211D+02

-1

Sy

COLUMNS 1 THRU 6
6.0000D+03  0.0000D+00
0.0000D+00  9.0000D+03
0.0000D+00  0.0000D+00
0.0000D+00  0.0000D+00
0.0000D+00  0.0000D+00
0.0000D+00  <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>