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Abstract 

The underlying premise of the Region Project is that the concept of a region should be a 
new architecture capability in networking. A region is an entity that encapsulates and 
implements scoping, grouping, subdividing, and crossing boundaries of sets of entities. It 
is a powerful tool for managing the increasingly complex demands on the Internet and its 
successors, and thus should be made into an explicit, first-class component of the network 
architecture. Autonomous Systems and peer-to-peer networks can be viewed as two simple 
forms of existing regions. In this work, we explore the utility of informing members in one 
region of the membership of those same entities in different regions. Specifically, we  
improve peer-to-peer networks with information derived from Autonomous Systems. This 
thesis makes three notable contributions. Firstly, we provide a general peer-to-peer 
simulation framework for different optimization schemes. Secondly, we achieve 
performance improvements in the lookup, caching and replication of peer-to-peer system. 
Finally, we enhance our overall understanding of regions through the simulation, as well as 
their utilities to improve system performance. 
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Chapter 1  

Introduction 
 

The Internet, in reality, is more complex than a small collection of interconnected hosts or 

LANs. The IP-level structure of the Internet is composed of a large number of constituent 

networks, each of which differs in some or all of its transmission technologies, routing 

protocols, administrative models, security policies, QoS capabilities, pricing mechanisms, 

and other attributes. On top of this, a whole new structure of application-layer overlays and 

content distribution networks, equally diverse in the sorts of ways mentioned above, is 

rapidly evolving. A horizontal dissection of the current Internet structure reveals a loosely 

coupled federation of entities that are separately defined, operated, and managed. These 

entities are interconnected to varying degrees, and often differ drastically in their internal 

requirements and implementations. We can think of each entity as existing in a “region” of 

the network: each region has coherent internal technology and policies, and manages its 

own interactions with other regions of the network according to a predefined set of rules 

and policies. 

1.1 Background 

A region [1] is a partition of the network which models an externally defined or imposed  

structure. The region captures the concept of an area of consistent control, state, or 
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knowledge. There can be many sorts of regions at the same time - regions of shared trust, 

regions of physical proximity (the floor of a building or a community), regions of payment 

for service (payment zones for stratified cost structures), and administrative regions are 

examples. This general notion of a region is a powerful tool for managing the increasingly 

complex demands on the Internet and its successors, and thus should be made into an 

explicit, primary component of the network architecture. We propose, first, to separate the 

concept of “region” from any specific use of the concept and offer it as an independent, 

reusable abstraction because many uses of regions share a well-defined set of core ideas 

and operations. Second, we propose to implement the region abstraction as a concrete 

software entity, and hence to provide network protocol designers and implementers with a 

logically structured, scalable, high-performance means of access to an important class of 

functionality.  

In this thesis, we develop the “region” abstraction and explore its utility as a general 

mechanism in networking in the future. We will explore sharing knowledge of being in one 

sort of region in order to improve performance with respect to another. We will focus on the 

use of regions defined at the network layer as a vehicle for optimizing and improving 

services defined at the application layer. Here the region defined at the lower level is 

unaffected by the higher level, and its information enables more informed decisions and 

operations at the higher level. A second order objective is to refine the definition and 

development of the region abstraction itself, focusing on requirements, choices of 

capabilities, abstract operations, and related issues.  

1.2 Autonomous Systems  

At present, there are already some entities we find it useful to conceive as “regions” 

defined at the routing level, known as routing domains or Autonomous Systems (ASs). An 

Autonomous System is a group of IP networks operated by one or more network operators 

which has a single and clearly defined external routing policy.  These regions contain useful 
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routing and policy information. If this information can be propagated to the 

application-level systems, it will enable them to make more intelligent decisions, such as 

more efficient routing, or adherence to one AS or some trusted ASs, when deciding on a 

route through an overlay network.  

1.3 Peer-to-Peer Systems  

An area of interest in the research community today is building overlay networks. Overlay 

networks are typically sets of hosts from the perspective of the packet-level Internet that 

provide a network of infrastructural components for some applications. A peer-to-peer 

system (P2P), as a type of overlay network, is composed of a set of symmetrical end hosts 

or nodes: they act both as clients that utilize the services provided by other hosts, as well as 

servers that provide these services.  

Now consider the problem of some application level requests in peer-to-peer networks. 

There may be a number of possible routes that such a request can take through the overlay 

network. Routing decisions for these overlay networks are often made at the application 

level. However, because no information about the underlying network is available to the 

application-level systems , these decisions cannot be made based on the actual underlying 

paths followed. For example, in structured peer-to-peer networks, querying is done by 

traversing a sequence of end hosts based on the application-level routing table. The traffic 

may go through a longer route than the optimal one, or even traverse the same links many 

times before actually reaching the desired location. Choices at the application level imply 

that when more than one option is possible, having lower level routing information can 

improve the routing performance at the application level.  

Caching is a common technique in operating systems, and has spread to distributed 

systems. In a peer-to-peer system, caching mechanism can reduce lookup latency by 

temporarily storing previous lookup results along the lookup path. However, caching on 

every node along a lookup path requires significant storage. In this thesis, we use AS 
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information to reduce the storage of caching while maintaining comparable performance.  

Availability is crucial to peer-to-peer systems. End hosts join and leave frequently, so 

replication is necessary to ensure resource availability. Some peer-to-peer systems 

replicate a node’s data at its logical neighbors. However, such a scheme may not work well 

because the replica placement is random, with no knowledge of where the copies are. With 

information provided by the lower-level network, we hope that peer-to-peer networks can 

obtain explicit control and make flexible decisions on their replication schemes. Therefore, 

we can not only improve resource availability but also reduce the latency to retrieve data 

and balance the network traffic. 

1.4 Contributions 

In this thesis, we present the region concept and show how it applies to autonomous 

systems and peer-to-peer networks. We also design several schemes to improve 

peer-to-peer networks with the concept of regions. The contributions of this thesis follow 

three major themes: 

First, we develop a framework of a generic structured peer-to-peer system, in which 

different routing optimization schemes are integrated, and the lower level region 

information is provided to the peer-to-peer system via simple interfaces. This framework 

provides flexibility for optimizations based on different kinds of information. 

Second, we evaluate our idea by simulation. A Pastry/Tapestry-like peer-to-peer system 

acts as the upper region, and the Autonomous Systems act as the lower regions. We 

evaluate how AS regions improve the routing, caching, and replication in a peer-to-peer 

system.  

Finally, as a part of the Region Project, we use the experience from the simulation to refine 

our abstraction of “regions” and extend this idea to a general case.  
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The rest of the thesis  is organized as follows. In Chapter 2 we present related work on the 

Region Project, Autonomous Systems, and peer-to-peer networks. In Chapter 3, we present 

the concept of regions and how it is applied to two existing region examples: Autonomous 

Systems and peer-to-peer systems. Building on this, Chapter 4 describes the design of a 

lookup scheme, a caching scheme, and a replication scheme in peer-to-peer systems based 

on information from AS regions, and the additional functionalities gained by this approach. 

Chapter 5 presents the implementation and evaluates our schemes by simulation. Finally, 

Chapter 6 concludes the thesis and discusses some future research in the Region Project. 
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Chapter 2  

Related Work 
 

In this chapter, we provide the necessary background about the Region Project. We also 

present some related work on Autonomous Systems and peer-to-peer systems, especially 

some structured peer-to-peer systems and their routing algorithms.  

2.1 The Region Project 

The related work of this project falls into several major categories, partitioning of 

namespaces in order to handle scaling of name assignments and resolution including 

boundaries defined in order to reflect changes in some activities, cross protocol layer 

interaction, middleware infrastructure to support creation and execution of network-based 

applications, etc.  

One set of problems is grouping of objects in order to address scaling problems. In each of 

these examples, the problem was to reduce the space to be searched in order to find 

something. The sole function of the Domain Name System [2][3] is to provide a single 

global hierarchy in which both name assignment and name resolution occur in order to find 

hosts. CORBA [4] provides a much richer set of middleware activities, but in conjunction 

with this provides a two level hierarchy for naming, by uniquely naming each ORB, and 

delegating unique assignment with the ORB to the ORB itself. Here the objective was to 
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find a specific CORBA object. The Intentional Naming System [5] was designed to route 

traffic to the named entity. It is an example of a different approach, in which names are 

composed of attribute value pairs, but these are organized hierarchical. An entity 

announces itself to any resolver, which in turns broadcasts the identity of the entity using a 

spanning tree to the universe of resolvers. A request to the entity is resolved and forwarded 

at each resolver between the requester and the entity itself. Although this work as it stands 

does not scale, it provides an interesting point within the space of naming alternatives, 

because it attempts to provide multi-layer functionality of both naming and routing.   

Virtually any horizontal slice through the current Internet structure reveals a loosely 

coupled federation of separately defined, operated and managed entities, interconnected to 

varying degrees, and often differing drastically in internal requirements and 

implementation. Examples can be found in routing and QoS provision. BGP [6] boundary 

transitions reflect routing information exchanges between Autonomous Systems; we 

discuss this in detail in Chapter 3. DiffServ clouds [7] reflect boundary points at which per 

domain behavior may change. In each case the choices of what happens internally to a 

region or a scoping entity are made independently of what is happening outside. 

In terms of middleware support for the creation and support of distributed applications 

there is an enormous collection of work, including CORBA [4], Microsoft’s Universal Plug 

and Play [8], Sun’s combination of Jini [9] and Rio [10], etc. It is an area where a great deal 

of work is occurring, so this is just a sampling of the activities. 

2.2 Autonomous Systems  

As mentioned in Chapter 1, there are Autonomous Systems in the Internet we find it useful 

to conceive as “regions” defined at the routing level. An Autonomous System is a group of 

IP networks operated by one or more network operators which has a single and clearly 

defined external routing policy. The Border Gateway Protocol (BGP) is used to exchange 

routing information between Autonomous Systems. There is an increasing interest in 
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Autonomous Systems research for various reasons, including troubleshooting operational 

problems, and facilitating more realistic simulation, and evaluation of network protocols 

and applications. However, today’s Internet is increasingly shaped and controlled by 

commercial interests, and topology information is not directly accessible to researchers. To 

make it even worse, it is hard to deploy new services and the Internet is regarded as 

becoming ossified [11]. Under such circumstances, there have been several research areas 

emerging. One the one hand, Internet measurement and modeling emerge as an important 

area of network research [12] [13]. On the other hand, researchers are trying to build either 

an easily accessible network testbed in the current Internet, such as Emulab [14], or a new 

service-oriented network architecture, such as PlanetLab [11].  

In this thesis , our key idea is to provide the underlying network information to the 

application. Specifically, Autonomous Systems provide coarse-grained information of 

network topology, network latency, etc. Although basing the distance estimations only on 

the number of AS boundaries the route crosses may not be sufficient since Autonomous 

Systems significantly vary in size, exploiting the AS-based map of the Internet is a way of 

dealing with the problem of distance measurement. It is also likely to be more accurate than 

the geographical distance [15]. 

2.3 Peer-to-Peer Systems  

Peer-to-peer networks can be regarded as a form of regions in the application layer. There 

have been peer-to-peer systems for various purposes: for distributed computing, such as 

SETI@home [16], for collaboration, such as DOOM [17], used as platforms, such as JXTA 

[18], and for data sharing, such as Napster [19] and Gnutella [20]. In the data-sharing 

peer-to-peer systems there have been two generations of such peer-to-peer systems : 

unstructured peer-to-peer systems and structured peer-to-peer systems. Structured P2P 

systems are systems in which nodes organize themselves in an orderly fashion while 

unstructured P2P systems are ones in which nodes organize themselves randomly. The 
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unstructured peer-to-peer networks include Napster [19], Gnutella [20], and Freenet [21], 

etc. For the unstructured peer-to-peer systems, generally the discovery process is very 

localized. For example, Napster has a central server that stores the index of all the files 

within its community. To find a file, the user queries the central server and gets the IP 

address of a machine that stores the file. Meanwhile, Gnutella’s lookup is localized to a 

node’s locally discovered region, because it broadcasts a query within a certain number of 

forwarding steps.  

The structured peer-to-peer networks include Chord [22], CAN [23], Tapestry [24], Pastry 

[25], Kademlia [26], Viceroy [27], and Expressway [28], etc. Most structured peer-to-peer 

systems support a distributed-hash-table functionality, so they are also called DHT 

(Distributed Hash Table) P2P systems. A key operation in these peer-to-peer systems is: 

given a key, the system will determine the node responsible for storing the key’s value. 

This is called lookup or routing in peer-to-peer systems. We will use the two terms 

interchangeably when talking about peer-to-peer systems in this thesis. We will focus on 

improving structured P2P system performance in various aspects.  

Pastry [25] uses a 128-bit name space and each digit in an ID is in base 16. Each node has a 

routing table with 32 rows and 16 columns. The entries in row n of the routing table refer to 

nodes whose IDs share the first n digits with the present node’s ID. The (n+1)th digit of a 

node’s ID in column m of row n equals m. The routing algorithm is based on address 

prefixes, which can be viewed as a generalization of hypercube routing. At each step in a 

lookup, a node forwards the message to a node whose ID shares with the destination ID a 

prefix that is at least one digit longer than the shared prefix between the destination ID and 

the present node’s ID. The average number of lookup hops is O(log16N), in which N is the 

total number of nodes. To optimize routing performance, Pastry uses proximity neighbor 

selection. Proximity neighbor selection constructs a topology-aware overlay network. The 

key idea is to fill routing table entries with topologically closest nodes among all node 

candidates. In Pastry, the upper rows of the routing table allow great flexibility in choosing 
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nodes as entries, while lower rows have exponentially fewer choices. This flexibility leads 

to the success of this technique. We also make use of this feature in the thesis. In our work, 

we use a generalized peer-to-peer structure similar to that of Pastry and Tapestry. But, 

instead of using fine-grained metrics, we use coarse-grained information provided by 

Autonomous Systems to improve the lookup performance and to reduce system overhead. 

Tapestry [24] is similar to Pastry with minor differences. Tapestry has a similar routing 

structure to Pastry. It also uses proximity routing to achieve locality. Furthermore, Tapestry 

maintains two backup nodes for each entry in the routing table for sake of entry failure. It 

also maintains back pointers that point to the nodes from which it is referred as a neighbor.  

Chord [22] uses a circular 160-bit name space. Each node has a number of fingers pointing 

to some other nodes. Chord forwards messages clockwise in the circular name space based 

on numerical difference with the destination address. To optimize the lookup performance, 

Chord uses proximity routing. Unlike proximity neighbor selection, the overlay is 

constructed without regard for the physical network topology. When routing a message, 

there are potentially multiple nodes in the routing table closer to the destination ID in the 

name space. Chord selects either the one that is closest in the physical network or one that 

represents a good compromise between progress in the name space and proximity among 

the set of possible next hops. However, choosing the lowest delay hop greedily may lead to 

an increase in the total number of hops taken in a lookup. Chord cannot use proximity 

neighbor selection because their routing table entries refer to specific IDs in the name 

space without the flexibility in Pastry and Tapestry. That is why we use a peer-to-peer 

model generalized from Pastry and Tapestry.  

Chord, Pastry, and Tapestry all use one-dimensional name spaces and maintain some 

finger-like pointers to accelerate routing. CAN (Content-Addressable Network) [23] can 

be regarded as a multi-dimensional version of a Chord-like system with more restriction on 

fingers. In CAN, nodes are mapped into a d-dimensional coordinate space on top of zones 
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based on server density and load information. Each zone keeps information of its 

immediate neighbors only. Because addresses are points inside the coordinate space, each 

node simply routes to the neighbor that makes the most progress towards the destination 

coordinate. Therefore, CAN maintains an O(d) routing table, smaller than all the three 

above. The drawback is the longer average routing path, O(d·n1/d). To improve the lookup 

performance, Ratnasamy et al. [29] introduces an idea of landmarks as the topology signals. 

Landmarks provide some coordination for a node when it joins the system. The distance 

from a node to those landmarks is represented as a distance vector. For example, when a 

node joins a peer-to-peer network, it first determines its distance vector and finds the 

ordering of bins with which it should be associated. Then it picks a random number within 

the bin area. Such topology-based ID assignments violate the uniform distribution of node 

IDs, which leads to load balancing problems, and neighboring nodes are likely to suffer 

correlated failures.  

Brocade [30], which exploits knowledge of the underlying network characteristics, added a 

secondary overlay on top of the underlying peer-to-peer system. The secondary layer 

builds a location layer between super nodes (landmarks), which are members of the 

original peer-to-peer systems, and are situated near network access points with significant 

processing power, such as gateways. The super node covers an area that contains a set of 

local nodes and acts as their manager. In this way, Brocade introduces a hierarchy into 

peer-to-peer systems. The super node does not manage local communication, so the local 

communication could go out of the local network. Also, the super node serves as a 

centralized server, which may become the bottleneck and thus not scale.  

Besides the ring structure and d-dimensional structure, Kademlia [26] introduces a 

binary-tree organization and XOR operation,  Viceroy [27] introduces the butterfly structure. 

Both have desirable properties in the routing algorithms. 

Caching is widely used in operating systems. In a peer-to-peer system, the goal of caching 
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is to minimize peer access latencies, to maximize query throughput and to balance the 

workload in the system. Caching reduces the lookup path length and therefore, the number 

of messages exchanged between peers. Reducing such transmissions is important because 

the communication latency between peers is a serious performance bottleneck facing P2P 

systems. There are two kinds of caching in P2P systems based on what is cached. One we 

call data caching. In data caching, data are copied in the requester and along the lookup 

path. The other is to address caching. In this scheme, the ID and its corresponding IP 

address are cached both at the requester and along the lookup path. Compared with data 

caching, address caching requires much less space. Most current systems use such both of 

them. In Freenet [21], when a file is found and propagated to the requesting node, the file is 

cached locally in all the nodes in the return path. CFS [31] is a peer-to-peer read-only 

storage system bas ed on the Chord protocol. It uses a caching scheme similar to Freenet 

which leaves cached copies of data along the query path from client to where the data was 

found. Because CFS finds data in fewer hops than Freenet, and multiple structured lookup 

paths in CFS are more likely to overleap than those in Freenet, CFS can make better use of 

a given quantity of cache space. PAST [32] is a large-scale peer-to-peer persistent storage 

utility. In PAST, data that are routed through a node as part of a lookup are inserted into the 

local disk cache if its size is less than a fraction of the node’s current cache size. Tapestry 

uses hotspot monitoring to detect query hotspots and place a copy of data on the source 

node of the most query traffic.  

Replication is widely used in distributed systems. Replication puts multiple copies of data 

in the system, thus improving fault tolerance, and sometimes reducing the latency between 

the peers requesting and providing the data. Furthermore, the geographic distribution of 

replicas helps to reduce local congestion on both the peers and the network. Peers tend to 

be disconnected from the network at random, so replication also helps to cope with peers 

leaving. In [33], Lv et al. analyzed the number of replicas needed corresponding to the 

query rate in unstructured peer-to-peer networks, and find that for a fixed average number 
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of replicas per node, square-root replication distribution is theoretically optimal in terms of 

minimizing the overall search traffic. Most structured peer-to-peer systems use replication 

to cope with node failures [22][24][25][34]. They all place replicas in the nodes that 

follows the present node in the ID space. Since each ID is assigned randomly, they hope to 

distribute the replicas evenly in the peer-to-peer systems in this way. But none of those 

schemes has any explicit control over the placement of the replicas  since they have no 

knowledge of the underlying networks. 
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Chapter 3  

Regions 
 

In this chapter, we introduce the definition of a region, its membership and operations, and 

the additional functionality of a region, such as boundary crossings and notifications. We 

also discuss how the region concept is applied to Autonomous Systems and peer-to-peer 

systems.  

3.1 Region Definition 

There are a number of issues related to the region definition. Two aspects we consider here 

are the invariants and the ability to distinguish a region from others.  

One of the key aspects of a region is the set of invariants it represents or by which it is 

defined. One could argue that a simple definition with respect to invariants would be to 

declare that each region defines a single invariant. In conjunction with this, a key function 

will be operations for intersection among regions. But a single variant ignores the fact that 

the second central aspect of a region is a boundary, and, unless we provide some means of 

defining a merged boundary for the intersection, we have lost a significant aspect of the 

region abstraction. Hence, for the purposes of this work, we assume that a region can have 

more than one invariant.   
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The second issue we consider here is that of distinguishing regions from each other. There 

are many approaches taken to handling the question of distinguishing regions. An approach 

to defining sets of entities is to decide that all entities that share a pre-defined set of 

invariants are by definition in the same region. In this case, it is not difficult to specify 

different regions, simply by specifying the appropriate set of invariants, but if the scope of 

the universe is the whole Internet, then it is unlikely that one could ever have any 

significant level of confidence that all or most of a region’s membership could be known at 

one time and place. Furthermore, this approach assumes a global definition space for 

invariants. This has two implications. First, there must be common agreement on invariant 

representation, so that two statements of invariants that are not intended to be the same as 

each other are distinctly represented. This implies global definition of invariants. Second, 

no two regions will have the same set of invariants assigned to them. This would also 

require global coordination. An alternative approach to this problem is that each region is 

assigned a globally unique name or identifier in order to distinguish one from another. 

There exist a number of global naming schemes at present with varying degrees of 

scalability, user-friendliness, etc.  

Autonomous Systems can be regarded as a form of existing regions. These regions define 

their invariants as those destinations recognized by the routers as having the same BGP 

gateways into the region, generally based on the subnet masks of the IP address. The BGP 

configuration and the internal routing algorithm within an AS reflect the administrative 

policy of an AS, but the policy is not explicitly visible or accessible to end hosts or other 

ASs. 

Each AS has a globally unique number, an Autonomous System number (ASN), associated 

with it; this number is used in both the exchange of exterior routing information (between 

neighboring Autonomous Systems), and as an identifier of the AS itself. ASNs are 

assigned by ICANN [35]. The global control over AS numbers guarantees their uniqueness. 

Exterior routing protocols such as the Border Gateway Protocol (BGP) defines how ASs 
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exchange routing information dynamically. Each AS has its own routing policy, reflected 

by its BGP protocol. 

Peer-to-peer systems are other existing regions considered in this thesis. An end host joins 

a peer-to-peer system by cooperating with other members in the system to perform a 

critical function. There are many different types of P2P systems, and one type of P2P 

systems may have several instances running in the Internet at the same time Therefore, the 

invariants of a peer-to-peer system are the type and the instance. In other words, a node 

joins a P2P system by running a daemon for that system. If nodes join different types of 

peer-to-peer systems, the daemons will be different. If nodes join different instances of a 

peer-to-peer system, the daemons will be the same, but the ports will be different.  

Therefore, the invariants can also be regarded as a pair of the daemon and the port. The 

daemon contains a specific protocol of the peer-to-peer system, while the port number can 

distinguish peer-to-peer systems with the same protocol. IANA assigns well-known ports  

[36] while other ports are determined more locally as needed.  

There is an important difference between Autonomous Systems and peer-to-peer networks: 

they are in different layers of networks. One the one hand, ASs exist in the network layer 

and P2P systems in the application layer. On the other hand, ASs are topologically 

separated. That is, there is no overlap between ASs and any end host only belo ngs to one 

AS. There are physical boundaries between ASs in the form of BGP routers. However,  

different peer-to-peer systems can overlap in the physical layer by having one node in 

multiple P2P systems at the same time as long as they do not conflict in resources.  

3.2 Region Membership 

The functions a region must support with respect to membership fall into two categories. 

First, there is an issue of insertion in and deletion from a region and, second, there is an 

issue of learning about and distinguishing among members. These two groups of functions 

will be discussed separately. 
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There are two key issues with respect to an entity joining a region, the invariants and 

introduction. The intention is that if the invariants were not true of the entity prior to 

joining a region, they become true. The difficulty here is that this  may be impossible or 

unacceptable. So joining may be more than a simple decision to add an entity to a region.  

Because invariants are not globally defined, membership in a region cannot be based on 

invariants of the entities. Therefore, an introduction function is needed for inserting entities 

into regions. In practice we may find two sorts of such introductions, those performed by a 

human and those performed by members of the region itself.  

One can consider a similar distinction for removal or deletion from a region, but possibly 

with different conclusions. We assume that when an entity is assigned to a region, it 

inherits the invariants defining the region, and hence we could reasonably postulate that if 

the entity is explicitly and authoritatively assigned contradictory invariants, it is expelled 

from the region. It is worth noting that, in order to make this statement, we must assume  

that entities have a set of invariants, which can be modified. Further, if an entity was 

introduced into a region by another entity already in the region, one can ask whether the 

introduced entity will be expelled if its introducer is removed. Here, the intuition is that 

such a rule does not make sense. We can conclude that in addition to an explicit removal 

function, there may be a more implicit action. 

As an existing form of regions, Autonomous Systems’ members are end hosts and routers. 

An end host accepts the invariants of an AS automatically by joining the AS. Its 

introduction is done by either joining an organization within an AS, or joining the AS 

directly by choosing its Internet Service Provider (ISP). A host’s identifier is the IP address 

either statically assigned or obtained dynamically with some protocol, such as DHCP. The 

router requires more complex operations to join an AS. It needs manual configuration of its 

routing table. An end host need not know the ASN of its AS, because ASN is only useful to 

the routing information exchanges between ASs. To delete a member, one can just 
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disconnect the host and change the routing tables. But usually no change is needed in the 

routing table because the routing is based on IP prefix, not complete IP addresses. ASs are 

simple regions in that merging operations seldom happen. To merge two ASs, three things 

must be made to be true. First, they must run the same routing protocol. Second, BGP 

routing policies must be changed to be consistent. Third, the routing tables must be merged. 

In a special case, if an AS is the provider of another AS, then the BGP routers of the 

provider AS may not need to change its routing table if the IP scope of the client AS is 

coincidentally included in that of the first one. This can be regarded as a kind of special 

merge. But current ASs do not provide much functionality to end hosts. End hosts have no 

idea of which AS it is in. The routers have much more AS information and functionality 

than end hosts. Most routing changes in an AS require human intervention.  

As for the peer-to-peer systems, their members are end hosts in the systems since it is an 

overlay network. A host joins the network by obtaining an identifier through some hashing 

function and looking for some nodes already in the system so as to set up its own routing 

table and to introduce itself to the system. Hosts are equal to each other, and each host 

provides the same functionality such as  routing, storage, etc, based on particular systems. 

To leave a peer-to-peer system, a node can gracefully leave by notifying other nodes or 

leave without any notification. Current peer-to-peer systems do not provide the deleting 

functions because nodes are equal to each other.  

3.3 Additional Client Functions 

There are two additional client functions: boundary crossing and notification. The explicit 

notion of the boundary of a region provides an opportunity to enable a rich functionality 

when activities touch or cross those boundaries. As stated earlier, a boundary is a logical 

concept, not bound to a particular topological or physical space. There are two aspects to 

the discussion about boundary management functions, the functions that take place when 

an activity within a region reaches a boundary and the activity models themselves.  
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ASs are connected to each other via BGP routers, so ASs have explicit boundaries. Their 

polic ies are embodied in the routing information exchanges in BGP routers. They decide 

the routes exported to the neighboring ASs. The policies are usually determined by the 

relationships between ASs. 

Current Autonomous Systems do not have a notification mechanism. However, with the 

development of the Internet, we believe that there may be some cases in which 

notifications are useful. For example, some billing policies may require BGP routers to 

notify some controllers to count the number of packets. 

At present there is no interaction between P2P systems. We believe that as P2P systems 

become more and more prevalent, they will find themselves competing for resources. A 

significant shared resource is network bandwidth. Therefore, we expect that multiple 

peer-to-peer systems need to exchange information in the future. In this case, they need 

boundary crossing, possibly modifications if data formats are different, and notifications. 

The boundaries between peer-to-peer systems are different from those of ASs: they are 

logical boundaries. Each member could be a boundary node as long as it is allowed to 

exchange information with other peer-to-peer systems. However, since boundary crossing 

may require some complex functionality, it is possible that only some designated nodes can 

act as boundary nodes.  Such functionality needs further exploration in the future. 

3.4 Summary 

In this chapter we presented several features of the region concept, and discussed how 

these features apply to Autonomous Systems and peer-to-peer systems. This helps us to 

design schemes to improve P2P system performances in the next chapter.
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Chapter 4  

Design 
 

4.1 Overview 

The basic idea behind our design is to provide peer-to-peer (P2P) systems with the 

underlying Autonomous Systems information so that they can improve their routing 

performance and availability.  

There are three layers in our system, as shown in Figure 4.1. The low layer is a physical 

layer, which represents the underlying Internet. We will discuss it in detail in Chapter 5. 

The middle layer is the AS Regions layer. An AS Region is a region that represents an 

underlying Autonomous System. We propose this layer so as to make Autonomous 

Systems information available to network applications. In real life, we can obtain routing 

information from BGP tables. In this thesis , we only use the information, as opposed to 

possibly affecting it or behavior at this level of abstraction. The high layer is a P2P region 

layer. The high layer retrieves information from the 

middle layer via the interfaces defined between them. 

We will discuss these two layer in detail in section 

4.2 and 4.3, respectively.  

A P2P Region Layer 

AS Regions Layer 

Physical Network Layer 

Figure 4.1 System Hierarchy 
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4.2 AS Regions 

An AS Region is a region that represents an underlying routing domain and provides 

topology information to the upper regions. Each AS region corresponds to an Autonomous 

System. An Autonomous System is a group of networks and routers, subject to a common 

authority and using the same intra-domain routing protocol. Its boundary is instantiated in 

border gateways. The primary function of Autonomous Systems is to route packets through 

itself or to the destination if it is in this AS. Routing within an AS is managed by an internal 

routing protocol like OSPF or RIP, and routing between ASs is determined by the Border 

Gateway Protocol (BGP). Each AS uses its ASN to run BGP. The relationship between 

adjacent ASs are characterized as either provider-client or peering, depending on business 

relationships. Figure 4.2 shows an example. 

We classify the information into two kinds. One is static and coarse-grained information, 

which is stable over a long time. Such information includes the ASN, the relationships 

between ASs, the shortest paths between ASs, etc. We call such information 

macro-information. The other is dynamic and fine-grained information, including latency 

between two end hosts, bandwidth, etc. Such information varies over time. We call it 

micro-information.  

Macro-information can be provided to the upper layer with less overhead than 

micro-information, because such information is usually unchanged for a long time, and 

thus can be statically stored and easily retrieved. One objective of PlanetLab Project [37] is 

to implement a layer to provide such information to network services. Micro-information 

usually requires real-time measurements, which adds to the Internet traffic, but provides 

more accurate information than macro-information.  

Some basic but important information that AS regions can provide are the mapping from 

an IP address to the ASN to which it belongs and the number of AS hops between two end 

hosts. In today’s Internet, ASs are routing domains that implement different policies within 
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ISPs. Routing within an AS is usually efficient and the network is well managed. We 

believe that most congestion and failures occur on the links between ASs. Therefore, ASNs 

and the number of AS hops are a valuable criterion for network latency and other network 

properties [38]. Thus, two end hosts in the same AS, in other words, with the same ASN, 

usually experience small latency between them. Meanwhile, the latency between two end 

hosts in different ASs is more like to be large, which can be represented by the number of 

AS hops. With the length of AS paths, we can approximately compare latencies between 

two pairs of nodes in different ASs. The ASN and the AS path information can be retrieved 

by the cooperation between AS Regions.  

 

In our work, the AS regions aggregate the underlying Internet routing information, and 

provide this information to a P2P region. The AS regions cooperate with each other to 

provide the information. At present the AS regions provide the following functions: 

getASN (IP) 

Given an IP address, the underlying AS regions return the ASN of the AS to which 

this IP address belongs. When an AS region receives this query (from a node in this 

AS region), it first checks if the IP address in this query is in its own AS. If so, it 

returns its own ASN. Otherwise, it checks its routing information, for example, 

something similar to BGP tables, to find out the ASN. In some rare cases, if it still 

AS 3 

AS  8 

AS 342 

AS 5 

AS 65 
AS 19 

Figure 4.2: AS Regions 
 

provider-client 
provider-client provider-client 

provider-client 

peering peering 

peering peering 
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does not find the ASN, it will forward the query to other AS regions, especially its 

provider AS regions.  

getASPath (source_IP, destination_IP) 

Given two IP addresses, source_IP and destination_IP, the underlying AS regions 

return an AS path between the source IP and the destination IP. Usually the node 

with source_IP should be in an AS region where this function is called. The AS 

region searches its routing information for the corresponding AS path. If it does not 

succeed, it will ask its neighboring AS regions, especially its provider AS regions. 

Other AS regions receiving this query will check their routing information and send 

back the AS path if they find it.  

getDistance (source_IP, destination_IP, metric) 

Given two IP addresses, the underlying AS regions return distance between 

source_IP and destination_IP based on the metrics specified in the third parameter. 

If the metric is AS hops, it will return the number of AS hops between them. There 

may be other metrics in the future. The AS region to which the source_IP belongs 

implements this function by cooperating with other AS regions. 

There are several advantages of using coarse-grained information. First, such information 

is stable and static, and thus can be collected once and used many times later. Second, such 

information collection can be done in an aggregate way, thus reducing the network traffic.  

4.3 A Peer-to-Peer Region 

Our model of a P2P system is a generalization of several structured P2P systems. First, in 

all those systems, files are associated with a key (usually generated by hashing the file 

name), and each node in the system is responsible for storing data corresponding to a 

certain range of keys. Second, a primary operation is to look up a key and figure out the 
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node that stores the corresponding data. Third, each node is assigned an ID in a fixed-size 

ID space. Fourth, nodes form an overlay network, and each node has the knowledge of a 

number of other nodes for the purpose of lookup. To accelerate the lookup procedure, each 

node usually knows more nodes among its logical neighbors, and fewer nodes that are far 

away. Each node usually also maintains some other data structures like its logical 

neighbors and physical neighbors. Fifth, the lookup is routed through the overlay network 

to the destination by a series of query forwardings. Finally, each system has varying 

degrees of additional mechanisms to provide increased or improved performance in some 

way or other. Usually such mechanism is about which nodes should be known in one’s 

routing table when there are multiple choices.  

Data structures maintained by each node include a routing table and a leaf set. The routing 

table is the most important data structure, and largely determines the lookup performance. 

A leaf set is a set of nodes that are logical neighbors of the present node. By logical 

neighbors, we refer to nodes that are logically closest to the present node in the name space. 

With a leaf set for each node, we can guarantee the lookup correctness, because in the worst 

case we can move one step closer to the destination in each step with leaf sets only. 

As mentioned before, lookup is a primary functio n of P2P systems. The lookup function is 

defined as: given an ID, the P2P system will find the IP address of this ID. A lookup 

procedure is carried out in the following way: when a node receives a lookup query for an 

ID, it checks a certain entry in its routing table, and forwards the query to a node in its 

routing table which is closer to the destination than the present node. The node receiving 

the query again checks its routing table and forwards the query to a node closer to the 

destination. In each step the query gets closer to the destination. This procedure continues 

until the destination node receives the query or the destination IP address is found in a 

node’s routing table. Lookup is very important to the performance of a P2P system because 

it is a primary operation. Furthermore, in some systems, data transmission follows the 

lookup path, so the system performance is largely determined by the lookup efficiency. The 
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underlying Internet topology can help reduce the lookup latency. We will present how AS 

regions improve the lookup performance in section 4.4.  

Second, the idea of caching derives from operating systems, and now has spread to many 

areas, such as content addressing networks. In P2P systems, we can cache previous lookups 

for future use to reduce lookup latency. Our key concern in this area is how to reduce the 

cost of caching while maintaining comparable performance. We propose to improve 

caching efficiency based on AS information. This issue will be discussed in section 4.5. 

Finally, P2P systems are very dynamic, in that nodes are expected to join and leave at will. 

Therefore, replication is necessary in all peer-to-peer systems to make the data reasonably 

available. The performance of data transmission can also be improved if we can find a 

good replica placement scheme. Again, we propose to use AS information to design an 

improved replication scheme. It is presented in section 4.6. 

4.4 A Lookup Scheme  

In this section, we will present our data structures of routing tables based on ASs. Then we 

present a lookup scheme based on the data structures and analyze its performance. 

4.4.1 Introduction  

Structured P2P systems are the second generation of P2P systems. They are structured in 

terms of the overlay organization. In this thesis, we focus on the routing structures of Pastry 

and Tapestry, because they provide more flexibility, which is crucial to our optimization.   

We first describe the general lookup idea in P2P systems. In the current Internet, end hosts 

are connected to hubs or routers, routers are interconnected to some other routers in an AS, 

and ASs are interconnected to some other ASs via BGP routers. CIDR [39] aggregates IP 

addresses to reduce the number of routing entries. A routing procedure is composed of a 

series of message forwarding operations, from one router to another, from one AS to 
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another (via BGP routers). In each hop, the message moves closer to the destination.  

Conceptually, structured P2P lookup is similar to the Internet routing. However, a P2P 

network is an overlay network without any dedicated router, and members are peering to 

each other: each end host acts as both an end host and a router. Each host/node is assigned 

a unique identifier in a distributed manner when joining the system. The lookup operations 

are based on node identifiers. As mentioned before, each node knows the IDs and the 

corresponding IP addresses of a number of nodes, which compose its routing table. The 

distribution of nodes in a routing table is inversely proportional to their logical distance to 

this node. That is, a node knows more about its logical neighbors, and less about nodes 

logically faraway. Similar to the Internet routing, a P2P lookup is also composed of a series 

of message forwardings. In each hop the message is forwarded to a node that is logically 

closer to the destination. In many P2P systems it takes only a logarithmic number of steps 

to reach the destination. Note that a significant difference between the Internet routing and 

the P2P routing is that the latter is completely based on logical overlay topology, which has 

nothing to do with the real Internet topology.  

Figure 4.3 shows an example of a routing table, which is similar to that in Pastry and 

Tapestry. In this example, a one-dimensional name space is  drawn as a ring, from 00000 to 

33333. Each node identifier consists of five digits, and each digit is base-4. Node 02311’s 

routing table should contain a number of nodes satisfying the following property. First, the 

name space is evenly divided into four parts, shown by two orthogonal bold dashed lines in 

the figure. Thus, node IDs in the four quarters begin with 0, 1, 2, and 3, respectively. We 

term the four quarters as quarter 0, 1, 2 and 3 based on common ID prefix in each quarter. 

Node 02311 needs to know one existing node in each quarter. In this case, node 02311 finds 

1****, 2****, and 3**** in quarter 1, 2, and 3, respectively, shown in this figure by three 

arrows starting from 02311 and pointing to three nodes in quarter 1, 2, and 3. Node 1*****  

refers to any node whose ID begins with 1. In its own quarter, node 02311 itself satisfies the 

requirement. Second, quarter 0 (node 02311’s own quarter) is evenly divided into four parts. 
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We term the four sub-quarters as 00, 01, 02, and 03, based on common ID prefix, shown by 

three thin dashed lines starting from the center point of the ring. Again, node 02311 needs 

to know one node in each sub-quarter, if each sub-quarter contains at least one existing 

node. The three nodes are pointed by three dashed arrows starting from node 02311, as 

shown in the figure. Then sub-quarter 02 is evenly divided into four parts, and such 

division continues until each division contains one node only. We can see that in this case, 

the final division is to divide 02310, 02311, 02312, and 02313 into four separate parts, each 

containing only one node.  

Table 4.1 shows node 02311’s routing table. The four entries in the first row contain one 

node in each of the four quarters after the first division. The second row contains four 

nodes in each sub-quarter of quarter 0. “X” means that node 02311 itself can be put in those 

entries. To generalize, suppose a name space is m bits, and each digit has b bits, so each ID 

consists of m/b digits. Under such a name space, a routing table has m/b·2b entries. For 

example, the Tapestry name space is 160 bits, and each digit is base-16 (4 bits), so its 

routing table has 640 entries. A node in an entry (i, j) shares the first i digits with the present 

node, and its (i+1)th digit is equal to j. 

 

2**** 

3**** 

00000 

10000 

20000 

02311 

1**** 

30000 

Figure 4.3: Nodes in 02311’s routing table. 
 

X 1**** 2**** 3**** 

00*** 01*** X 03*** 
020** 021** 022** X 
0230* X 0232* 0233* 

02310 X 02312 02313 

Table 4.1: Node 02311’s routing table. 
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After talking about the routing table, we describe how a lookup is performed with such a 

routing table. The P2P lookup algorithm can be viewed as a generalization of hypercube 

routing. A general routing algorithm is shown in Table 4.2. Figure 4.4 shows how node 

02311 looks up the IP address of an ID 23211. First, node 02311 checks its routing table, 

finds node 2****, which shares the longest prefix with the destination in the name space. 

Node 02311 then forwards the lookup message to node 2****. Second, when receiving 

with a lookup message with 23111, node 2**** checks its routing table and finds a node 

with 23***, and forwards the message to node 23***. This procedure continues, as shown 

in the figure. After 5 hops, the message finally reaches node 23211. Finally, node 23211  

returns its IP address to node 02311, which completes the lookup. We can see that in each 

hop the message is getting exponentially closer to the destination in the name space. Thus, 

we can usually finish a lookup within an O(logbN) number of forwarding steps.  

In real life, because P2P systems are constructed in a decentralized manner, a node does not 

have complete knowledge of the whole P2P network, and a node may not construct an idea 

routing table. In this case, next hop will be chosen from nodes that are closer to the 

destination than the present node. This is shown in Lines 16-19 in Table 4.2.  

 

02311 

2**** 

23*** 

232**  
2321* 

23211 

00000 

10000 

20000 

Figure 4.4: A P2P lookup procedure.  
Node 023111 looks up for the IP address of ID 23211.  
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4.4.2 An AS-based Lookup Scheme  

Our goal is to provide a fast lookup with low overhead. Some P2P systems have tried to 

match the overlay topology with the underlying topology, as in [28] and [40]. However, the 

logical structure of P2P systems we are concerned with is one-dimension name space and 

the lookup is completely based on IDs. The Internet topology is obviously not 

one-dimensional, so it is hard to match such logical topology with the Internet. Fortunately, 

we can still improve their performance in an ad hoc way. As shown in Table 4.1, 1**** 

refers to any node whose ID begins with 1, so there may be several candidates. If we fill 

each entry with a candidate satisfying a certain criterion, the whole lookup can then be 

optimized for this criterion. For example,  to achieve a low latency, we should choose nodes 

Table 4.2: A Classical Lookup algorithm 
 
1) A: a node that receives a lookup message. 
2) R: a routing table. 
3) Rr

c: an entry in a routing table R at row r and column c. 
4) Li: the i-th closest node ID in the leaf set L of node A. 
5) Di: the value of the l’s digit in a node ID D. 
6) SP(A, B): the length of the longest shared prefix between ID A and B, in digits.  
7) DIS(A, B): the logical distance between ID A and B. 
8) If (D∈ L) { 
9)         Look for a node T∈L, such that for any node T’∈L, DIS(D, T) = DIS(D, T’); 
10)         Forward D to node T; 
11)         Return; 
12) }  
13) r = SP(A, D); 
14) if (Rr

Dr ≠ null) { 
15)         Forward the message to the node in Rr

Dr; 
16) } else { 
17)         Look for a node T∈L U R such that for any node N in L∈R, DIS(T, D) =   

DIS(N, D); 
18)         Forward to T; 
19) } 
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with low latencies for each entry; to avoid passing an AS, we can choose nodes in other 

ASs for each entry. Latency is the most common criterion for performance. To attain low 

lookup latencies, an intuitive scheme is to keep all entries its a routing table local to the 

present node so that each forwarding hop is short. The locality has two levels. The first 

level is fine-grained locality, which includes several criteria such as latency, bandwidth, etc. 

These criteria change over time, so they require real-time measurements, adding to the 

Internet traffic. The second level is coarse-grained locality. Two nodes are considered local 

to each other if they are in the same AS. For two nodes in different ASs, the shortest AS 

path between them can be viewed as an indication of latency. Such AS-based information 

can be obtained from AS regions with low overhead because each AS region maintains 

such information, and such information is usually static.  

In this thesis, we use AS information to reduce lookup latency. To find out whether two 

nodes are in the same AS, a simple solution is to compare their ASNs. If two nodes have 

the same ASN, then they are in the same AS and will probably have a small latency 

between them. Otherwise, they will probably have a large latency, and we refine the 

latency by the length of their AS path. Therefore, the ASN and the AS path become our 

criteria of latency.  Furthermore, we believe that it is valuable to distinguish between the 

local AS and other ASs, because such distinction may be useful for security, policy, etc. We 

can also choose nodes to maximize the number of different ASs covered by the interAS 

table. This method can improve system robustness, because network failures often happen 

at BGP links between ASs, and network partitions usually happens in units of AS. Other 

more sophisticated methods can be used too, but we begin with the simplest. In the 

following sections, we will use the following algorithm: when receiving a query, a node 

always first checks its intraAS routing table; if no proper entry is available, then check its 

interAS routing table instead. Pseudo code for the lookup algorithm is shown in Table 4.4.  

In our scheme, each node has two routing tables. Both tables have the same structure as that 

in Pastry and Tapestry. One routing table contains only nodes in the owner’s AS, namely an 
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intraAS routing table; the other contains only nodes in other ASs, namely an interAS 

routing table. Such structures can not only achieve low-latency lookup, but also make 

possible certain desirable policies. A routing table’s size is determined by the name space, 

as mentioned before. Table 4.3 shows a node 02311’s two routing tables. In Table 4.3, the 

name space is 10 bits, and each digit is 2 bits, so each table has 5 rows and 4 columns.  

4.4.3 Performance Analysis  

The lookup algorithm always moves closer to the destination in each step, so it is 

guaranteed to end in finite time. As to the time complexity, it is easy to see that it is the 

Table 4.4: Our Lookup algorithm 
 
1) A: a node that receives a lookup message. 
2) Rr

c: an entry in a routing table R at row r and column c. 
3) intraR: an intraAS routing table. 
4) interR: an interAS routing table. 
5) Li: the i-th closest node ID in the leaf set L of node A. 
6) Di: the value of the l’s digit in a node ID D. 
7) SP(A, B): the length of the longest shared prefix between ID A and B, in digits.  
8) DIS(A, B): the logical distance between ID A and B. 
9) If (D∈L) { 
10)         Look for a node T∈L, such that for any node T’∈ L, DIS(D, T) = DIS(D, T’); 
11)         Forward D to node T; 
12)         Return; 
13) }  
14) r = SP(A, D); 
15) if (intraRr

Dr ≠ null) { 
16)         Forward the message to the node in intraRr

Dr; 
17) } if (interRr

Dr ? null) { 
18)         Forward the message to the node in interRr

Dr; 
19) } else { 
20)         Look for a node T∈L U intraR U interR, such that for any node N in L∈  

intraR U interR, DIS(T, D) = DIS(N, D); 

21)         Forward to T; 
22) } 
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same as that of Pastry and Tapestry, O(logN), where N is the number of nodes in a P2P 

region. The space complexity is about twice that of Pastry and Tapestry, O(M·2K), where M 

is the number of digits in an ID, and K is the base of each digit (The name space is M·K 

bits.).  

4.4.4 Routing Table Setup 

With such routing table structures, a joining procedure will be different from that in Pastry 

and Tapestry. In a P2P system, assume a new node, say n, knows a node already in the 

system, say m, and n wants to join the system. The joining procedure is similar a lookup 

procedure: node n sends m a joining message containing its ID and its ASN. Node m then 

performs a lookup query for node n’s ID as a way of helping n to join. Node m first checks 

its intraAS routing table, and if a valid entry is found in the corresponding position, it will 

forward the query to the node in that entry. Otherwise, it will check its interAS routing 

table to find a node and forward the query to it. The procedure is described in Table 4.4. 

This forwarding operation continues until the query reaches a node that is logically closest 

X 1**** (2) 2**** (437) 3**** (84) 

00*** (63) 01*** (981) X 03*** (195) 

020** (17)  022** (86) X 

0230* (4) X 0232* (5)  
 X  02313 (63) 

X 1**** 2**** 3**** 

00*** 01*** X 03*** 

020**  022** X 

 X  0233* 

 X 02312  

1**** in (a) means that a node whose ID begins with 1 can fill that entry as long as it is in AS 3.  
020** (17) in (b) means that a node beginning with 020 in an AS different from AS 3 can be 
filled here; (17) means that the node in this entry is in AS 17. X means that this entry can be 
filled by the owner’s ID, so it is not necessary to find a node to fill in it. For two entries with the 
same position in the last line of both tables there can be at most one entry filled because each 
node can only be in one AS. Blank entries means that the node has not found a proper node to 
fill in.  

Table 4.3: Node 02311 with two routing tables. 

 (a) The intraAS routing table (AS 3)    (b) The interAS routing table 
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to n.  

Node n can then set up its routing tables with the routing tables from nodes along the 

lookup path. Its interAS routing table is comparatively easy to set up. If a node in the 

lookup path is in the same AS as node n, certain rows in its interAS routing table can be 

directly copied to node n’s interAS routing table (to be explained below). If a node is in a 

different AS, certain rows in its interAS routing table can be copied to node n, except that 

those entries in the same AS as node n in the interAS routing table are copied into node n’s 

intraAS routing table.  

The intraAS routing table setup is more complicated. If most nodes in the lookup path are 

in the same AS as node n, n can set up its intraAS routing table by copying rows in those 

nodes’ intraAS routing tables. In some cases, node n may not find enough valid nodes for 

its intraAS routing table. We solve this problem by doing extra search: if node n finds some 

nodes in its AS during the first few lookup steps, it will ask one of the nodes to do another 

lookup, so as to find more nodes in its own AS, because nodes already in the system 

probably knows more about nodes in their own AS. This additional search result can be 

used to fill n’s interAS routing table. It is possible that sometimes node n may not find any 

nodes in its own AS during its joining procedure, either due to the small number of nodes in 

its AS or because nodes in the joining lookup path do not know any nodes in that AS. In 

this case, it can just join with an empty intraAS routing table, but can ask nodes in its 

interAS routing table to store its ID in their interAS routing tables so that other nodes or 

new nodes in that AS may find it later. It may also search exhaustively for nodes in its AS, 

but this is generally too costly and thus not practical. After setting up its two routing tables, 

node n will send a message to all nodes in its routing tables, and those nodes will add node 

n to their routing tables in an appropriate position if applicable.  

Figure 4.5 shows an example of a joining procedure. Assume that a node with ID 0231  

wants to join a P2P system and it already knows node 3210, a node already in the system 



 
 

40 

and in the same AS. First, 0231 sends a joining message to node 3210. The joining message 

is similar to a lookup query for 0231, except that the message type is different, so receivers 

will do more than just message forwarding. 3210 receives this message and checks its 

intraAS routing table. In this example, it finds node 0102 and forwards this message to it. 

Meanwhile, 3210 sends back its first rows of both intraAS and interAS routing tables to 

0231. Suppose node 0102 does not find a valid entry in the corresponding position of its 

intraAS routing table; it checks its interAS routing table, finds 0211, and forwards the 

message to node 0211. Meanwhile, 0102 also sends back its second rows of both intraAS 

and interAS routing tables to 0231. Node 0211 receives this message, and checks its 

interAS routing table first and then the intraAS routing table, because it is in a different AS 

and cannot find a node in its intraAS routing table that is in the same AS as 0231. Luckily, 

in this example it finds 0230 in its interAS routing table, which is in the same AS as 0231. 

It then forwards the message to 0230. The third rows of 0211’s two routing tables cannot be 

Node ID 

intraAS 

 

interAS 

 

 

 

 

 

 

 

 

 

 

 

0231 3210 0102 0230 0211 

lookup 

a node 

AS 1 AS 1 AS 1 AS 2 AS 1 

Legends: 

Figure 4.5: A node joining procedure. 

Dashed arrows show a lookup path in the joining procedure. Legends are shown on the right 
side. New node 0231 sets up its two routing tables by copying different rows from nodes in 
the lookup path. The bars with different degree of gray in node 0231 show from which 
nodes the rows are copied. Note that 0211 is in a different AS from 0231, so its third row in 
its intraAS table cannot be used by 0231’s intraAS routing table. Instead, it is copied from 
0230. (In this case, 0230 happens to be in the same AS as 0231.)  
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used by 0231’s intraAS routing table, since they are in different ASs. However, if 0211  

finds some nodes in its interAS routing table are in 0231’s AS, it will send such entries to 

0231, too. Node 0230 will find that the corresponding entry, the fourth row and the second 

column in this case, is empty, because 0231 has not joined the P2P system. 0230 knows it is 

the end of the path because 0231 is within the scope of its leaf set and no one is closer to 

0231 than itself. The previous node 0211 is in a different AS, so 0230 sends both the third 

and fourth rows of its intraAS routing table to 0231.  

On the other hand, in each hop node 0231 can be used to update entries in those nodes’ 

routing tables. If, for example, the corresponding entry in 0102 is empty, node 0231 can 

then be put into that entry. Furthermore, 0231 can be propagated to all nodes in the row that 

this entry is in and in the rows below. However, such propagation may be costly because it 

is an O(N×M×R) operation in which N is the base of the ID digit, M is the number of digits 

in each ID, and R is the depth of the propagation. There are several methods for reducing 

the overhead: (1) 0231 is only propagated to nodes that are in its own AS in the first-level 

routing table; (2) R is limited to 1 or 2; (3) loop detection can be used to prevent duplicated 

updates.  

4.4.5 Routing Table Update 

In a P2P system, nodes join and leave the P2P systems at random. Meanwhile, a node may 

not find enough nodes to meet its needs within a reasonable overhead due to its partial 

knowledge of the system. Therefore, routing table updating becomes a crucial component 

of a P2P system.  

Dedicated updating is expensive, and our idea is to update routing tables by piggybacking 

during lookups. During a lookup, besides a query message, two nodes of a hop can 

exchange part of their routing table entries. They decide whether to exchange information 

or not based on their conditions. If the two nodes are in the same AS, their intraAS and 

interAS routing tables (respectively) can exchange information. If they are in different ASs, 
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then such exchange will be done between their interAS routing tables, and be less useful to 

their intraAS routing tables, although they may find some nodes in their own ASs from the 

other’s interAS routing table.  

Figure 4.6 shows an example. We look up the IP address of ID 0231. Node 0231 is searched 

in the path 3210, 0102, 0211, and 0230. Node 3210, 0102, and 0211 are in the same AS. 

0231 is in a different AS from 0211, and 0231 is in a different AS from 0230. Node 3210  

and 0102 can exchange the first row in both intraAS and interAS routing tables. Node 0102  

and 0211 can exchange the first two rows in both routing tables. Node 0211 and 0230 can 

exchange the first three rows of their interAS routing tables, etc. Thus, a lookup procedure 

acts as a way of exchanging information.  

 

4.4.6 Additional Functionality Enabled by Regions 

Besides lookup performance, AS Regions enable more functionality, especially on security 

and policies. For example, one possible scheme is to keep traffic within an AS as much as 

possible. There are a variety of reasons for this scheme, such as cost, performance, or 

Figure 4.6: A routing table update during a lookup. 

The possible updates are shown by the solid left-right block arrows. The legend is shown 
on the right side. The lookup procedure is shown by dashed single arrows. The block 
arrows show the potential updating. 
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privacy. Since an AS is often a definition of a corporate boundary, a corporation may prefer 

that the traffic of its applications remains within its own AS. An enhanced region reflects 

not only the IP level boundaries of the corporation, but also information about how the 

application overlay can stay within those boundaries. The power of the region abstraction 

is that alternative regions can be defined by the use of invariants other than those arising 

from ASs, in order to define new routing regimes. 

Furthermore, two possible policies are enabled as follows. One is to avoid passing some 

unsafe ASs. To implement this policy, a node just avoids using any node in its interAS 

routing table which is in the unsafe ASs. This simple implementation has a defect: 

Although in the P2P Region the lookup does not pass any unsafe AS, it cannot guarantee 

that a lookup does not pass any unsafe ASs in the underlying AS regions. A possible 

remedy is that a node always queries the AS region for an AS path between the current 

node and the chosen node to see if the AS path between them passes by any unsafe AS 

when looking up for the next hop. If so, choose another path.  

The other is a more complex, in which again each AS reflects a corporate boundary, but 

now rather than requiring that traffic stay within one boundary, a corporation may have a 

set of priorities. The preferred option is to stay within itself. But if that is not possible, there 

may be an ordered preferential list of alternatives. Such a set of regions may include the 

elements of a variety of application overlay networks, for different applications or 

application suites. A single set of region definitions may serve many applications, helping 

to make routing choices for each using the same set of corporate criteria such as cost, 

efficiency or privacy policies. Within each such AS there may be an application network 

overlay router.  

4.5 A Caching Scheme 

Caching derives from operating systems. In operating systems, caching reduces memory 

access latency based on two localities: temporal locality and spatial locality. Similarly, in 



 
 

44 

P2P systems caching mechanism serves to reduce lookup latency. Previous lookup results 

can be used to reduce future lookup latencies. Temporal locality in P2P systems is that if an 

ID is queried by a node, it may be queried again, either by this node or other nodes, in the 

near future. The spatial locality has two meanings. One is  that if an ID is queried by a node, 

other IDs close to it in the name space may be queried either by this node or other nodes. 

The second is that if a node queries an ID, other nearby nodes may query the same ID in the 

near future. The cost of caching is additional operations and space requirements.  

As mentioned before, there are data caching and address caching. Here we only talk about 

address caching. Our idea is to cache the lookup result addresses only once in each AS 

along a lookup path. The key is to reduce the caching space. Because the destination IP is 

found at the last hop in a lookup, caching can only be done by reversing the lookup path. To 

be more specific, we introduce two terms: an up node and a down node. We define these 

terms by an example. Figure 4.7 shows two hops of a lookup path, in which node A 

forwards a lookup message to node B, and then B forwards it to node C. In Figure 4.7, the 

up node of node B is the node that sends a query to B. In this example, the up node of B is 

node A. A down node of node B is the node to which B sends a query. In this example, the 

down node of node B is node C. Each node in the middle of a lookup path has one up node 

and one down node. The node at the beginning of a lookup has only a down node, while the 

end node has only an up node.  

 

During a lookup procedure, each node temporarily stores the lookup information including 

its up node and the lookup ID. After the destination IP address for the lookup ID is found, 

the node at the end of the lookup path sends a caching request to its up node. The cache 

A B C 

Hop 1 Hop 2 

Figure 4.7: An example of an up node and a down node 

---0---0 



 
 

45 

request includes the ID range on the node with the IP address. This is to make use of spatial 

locality. When its up node receives the cache request, it will check if it is in the same AS as 

its down node. If so, it will ignore this information. Otherwise, it will store this information. 

In both cases, it will forward the caching request to its up node. The caching procedure 

stops when the caching request reaches the beginning node in the lookup path. The 

beginning node always caches the information. This caching path is to make use of 

temporal locality. This procedure is shown in Figure 4.8.  

With such a scheme, we treat all ASs, big or small, equally, by caching only once in each 

AS in a lookup path. We hope that we can still get good performance with fewer cached 

nodes. This scheme can also applies to data caching with minor modifications. 

4.6 A Replication Scheme 

Peer-to-peer systems are dynamic. Nodes frequently join and leave, sometimes without 

notification. To guarantee resource availability and to improve robustness, replication is 

necessary. P2P system performance depends not only on the lookup efficiency, but also on 

the replication efficiency. Furthermore, an operation in a P2P system usually consists of a 

Figure 4.8: The caching algorithm 

The solid line shows the lookup path, and the dashed line shows the caching path. The 
ovals represent the ASs. The small circles represent nodes and those that are black 
represent nodes with caches of the lookup result. 
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lookup and a data accessing. The second part, communication between a source and a 

destination, is usually a long procedure with large traffic and overhead. That performance 

can be greatly affected by the choice of a replica. For example, in a P2P system for data 

sharing, the main overhead is the download procedure after a lookup. There has been much 

work on server selection [41][42], and some of these approaches can be applied to 

peer-to-peer systems [22][25]. Current structured P2P systems usually replicate data on 

nodes that are logical neighbors of the present node. They try to achieve even replica 

distribution in this way because IDs are randomly generated in the name space. This may 

not be effective or enough because they rely solely on the randomness and have no control 

over where the replicas go. In this section, we present a scheme with explicit replica 

placement with the help of AS information.  

4.6.1 Static Strategy 

Our basic idea is to provide AS region information to P2P regions so as to make better 

decisions on data transmission. When a piece of data is inserted into a P2P network, it 

should be replicated somewhere, so the first issue is where replicas should be placed. AS  

Regions represent the Internet topology,  and their boundaries often become boundaries of 

congestion and network partitions. Thus, it is reasonable to replicate in different ASs to 

improve data availability. Since there are many ASs of different sizes, it is not practical or 

necessary to place one replica in every AS. We replicate data only in some “important” ASs. 

The definition of “important” ASs varies in different applications and policies. For 

example, replicas can be placed in nearby ASs, such as peering ASs, parent ASs and 

customer ASs. Replica placement also depends on how much information a node knows 

about the underlying AS regions. The initial number of replicas can be a fixed number, and 

the number of replicas can evolve based on popularity and dynamic replication algorithms 

discussed in the next section.  

The second issue is how to locate replicas. An intuitive idea is to make a lookup 
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automatically return the nearest replica. One shortcoming is that such automation excludes 

the source’s freedom to choose replicas based on its own interests. In many P2P systems, 

data are replicated on the owner’s logical neighbors. This method produces a natural and 

automatic transfer when the owner fails, because subsequent lookups will automatically 

find those neighbors. With AS Regions, we can have explicit control over where data are 

replicated. We propose a scheme which deploys replicas on nodes in different ASs chosen 

from a node’s interAS routing table. To choose replication nodes from the original node’s 

interAS routing table, there are many alternatives. A simple scheme is to maximize the 

number of different ASs where replicas are placed. Also, the relationship between the ASs 

may be used. In this way, logical neighbors of the present node now store only a list of 

replica pointers, instead of real data. In this way, a lookup will automatically return a 

replica list, and it is the source node that decides which replica to access based on its own 

preference. The preference criteria may be latency, bandwidth, security, etc. Figure 4.9 

shows an example of our replication scheme.   

4.6.2 Dynamic Strategy 

In a dynamic scheme, replicas propagate or are removed based on frequency of access. If 

many nodes in an AS frequently access some data, then the data can be replicated several 

times in this AS. Meanwhile, with AS region information, we can improve this scheme by 

restricting the number of replicas an AS can hold, because it is not necessary to have many 

copies within one AS. Also, for some frequently accessed cached data, the P2P system can 

change it into replicated data, etc. In addition, more sophisticated schemes can be designed 

as needed for more complex policy requirements.  

4.7 Summary 

In this chapter, we described a generic  P2P lookup algorithm, and proposed an improved 

lookup algorithm based on AS regions. The key is to improve lookup efficiency with 

coarse-grained information, which incurs less overhead than previous schemes. 
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We also designed a caching scheme to reduce the storage requirements of caching, and a 

static replication scheme to achieve even data distribution. Both schemes try to achieve 

informed control over caching and replication. 

 

03 

21 

22 

23 24 

36 

74 
A P2P Region 

AS Regions 

Figure 4.9: The replication scheme 

The upper part is a P2P region, one-dimensional name space. The lower part is AS 
regions. Dashed lines show the mapping between logical nodes in the P2P region and 
physical nodes in AS regions. The black node (21) is an original node. Grey nodes 03, 36,  
and 74 store real data replicas. Node 22, 23, and 24 are node 21’s logical neighbors, 
storing a replica list like (IP21, IP03, IP36, IP74).  
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Chapter 5  

Implementation and Evaluation 
 

5.1 Overview 

The goal of this thesis is to improve the performance of a peer-to-peer region with AS 

regions. In this chapter, we present an implementation and an evaluation of how the region 

architecture can meet this goal. Results show that AS regions provide coarse-grained 

information to achieve similar performance to methods with fine-grained information, and 

also make other peer-to-peer functions more efficient.  

5.2 Implementation 

5.2.1 System Architecture 

As described in Chapter 4, our system is divided into three layers: a physical networks 

layer, an AS Regions layer, and a P2P layer. The physical networks layer represents the 

underlying Internet, composed of end hosts and routers interconnected to each other. The 

AS Regions layer is composed of multiple AS regions. Each AS region consists of a 

number of nodes and routers. The AS regions cooperate to retrieve the underlying Internet 

information from the physical layer and provide such information to the P2P layer. The P2P 
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link. In this way, we generate the underlying networks.  

In the following sections, we use four topologies: td40w100w, td40w100g, td100w40w, 

td100w40g. The four topology names specify their topologies. In “td40w100g”, “td” 

means that the topology is generated in a top-down manner. That is, BRITE first generates 

an AS-level topology, with each node representing an AS, and then it generates topologies 

within each AS separately. “40w” means there are a total of 40 ASs, interconnected using 

the Waxman model [45]. The Waxman model refers to a generation model for a random 

topology using Waxman’s probability model for interconnecting the nodes of the topology, 

which is given by:  

P(u, v) = a·e–d/(ßL)  

where 0< a, ß <1, d is the Euclidean distance from node u to node v, and L is the maximum 

distance between any two nodes. “100g” means that each AS contains 100 nodes 

interconnected in a power law model. In the power law model, nodes are interconnected 

according to the incremental growth approach. When a node i joins the network, the 

probability that it connects to a node j already belonging to the network is given by: 

P(i, j) = dj / ∑ ∈Vk
d k 

where dj is the degree of the target node, V is the set of nodes that have joined the network 

and ∑ ∈Vk
d k is the sum of out-degrees of all nodes that previously joined the network. 

Basically in a power law model, nodes are interconnected into a tree. Table 5.1 summarizes 

all the four topologies we use in the simulation. 

5.2.3 The AS Regions Layer 

The AS regions aggregate the underlying Internet routing information, and provide it to the 

P2P region. The AS regions cooperate with each other to provide the information. As 

discussed in Chapter 4, our AS regions provide the following functions: getASN (IP); 
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getASPath (source_IP, destination_IP); getDistance (source_IP, destination_IP,  metrics). 

In the simulation, we make two assumptions on the AS regions. First, if two ASs are 

connected, then they are peering. Second, packet routing follows the shortest AS path. We 

can set up BGP tables for each AS under the two assumptions. Each AS region also knows 

all nodes in its own domain.  

5.2.4 A P2P Layer 

A P2P region consists of a number of P2P nodes. Each node has some core information 

including its IP address, its ID, its ASN, etc. It also maintains a number of data structures 

discussed in Chapter 4, including two routing tables and a leaf set. It can retrieve 

information from interfaces provided by AS regions. Different routing schemes, caching 

schemes and replication schemes can be easily implemented in a P2P region. 

In our examples, we use a name space of 18 bits, and each node ID consists of six base-8 

digits. Our name space, compared with those in Chord (160 bits), Tapestry (160 bits), and 

Pastry (128 bits), is very small. But this does not affect our simulation because all schemes 

are implemented in the same name space. Such name space also provides us a small routing 

table. Based on the analysis in section 4.4.1, a routing table in our simulation has only 48 

 

Table 5.1 Network topologies in the simulation 

Between ASs Within an AS Topologies 

#  ASs Model # Nodes Model 

Td40w100w 40 Waxman 100 Waxman 

Td40w100g 40 Waxman 100 Power Law 

Td100w40w 100 Waxman 40 Waxman 

Td100w40g 100 Waxman 40 Power Law 



 
 

53 

entries, while a Tapestry routing table has 640 entries. Note that with such a small routing 

table, we still have the similar number of lookup hops to that of a Pastry system with a 

128-bit name space and base-16 digits. We give an analysis in section 5.3.2. In our 

simulation, we assign node IDs in a centralized way, thus avoiding ID conflicts even with 

this small name space.  

To evaluate our work, we implement four lookup schemes namely Raw, AS, Latency and 

LatAS. A Raw scheme is a P2P system without any optimization. A node in a Raw scheme 

has a simple routing table, and sets up its routing table by randomly choosing nodes 

without any criterion. This is the basis of comparison.  

An AS scheme is the scheme designed in the Chapter 4. A node has two routing tables. An 

intraAS routing table is filled with nodes within the owner’s AS, and an interAS routing 

table is filled with nodes from other ASs, based on the lengths of AS paths between nodes 

and the owner. The lookup/routing is implemented by first checking the intraAS routing 

table. If valid entry cannot be found, it then checks the interAS routing table.   

A Latency scheme is a scheme similar to Pastry and Tapestry. For this scheme, each node 

has only one routing table filled with nodes based on latency.  

A LatAS scheme is a hybrid scheme that combines the AS and Latency schemes. Similarly 

to the AS scheme, a node in this scheme has two routing tables, but nodes in an intraAS 

routing table are chosen based on latency, instead of being randomly chosen.  

5.3 Evaluations 

5.3.1 Overview 

The goals of our work are to improve application-level performance and to generalize the 

region concept. In this section we present a performance evaluation of how well our 

schemes meet these goals, and show how regions can be useful to applications.  
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Our evaluation includes several parts. First, we analyze the occupancy of routing tables, 

which helps us to understand how P2P systems work and provides a way to estimate the 

average number of hops. Second, we study how underlying AS regions help to improve 

P2P lookup efficiency. Third, we design a caching scheme and test how it further reduces 

lookup latency. Finally, we make use of region information to achieve informed replica 

placement in P2P systems. Each scheme is tested on four topologies: td40w100w, 

td40w100g, td100w40w, td100w40g. We implemented our scheme in about 10,000 lines of 

Java codes, including about 2,000 codes for AS regions, 6000 lines of code for a P2P 

region, and 2,000 lines of evaluation code. 

5.3.2 Peer-to-Peer Routing Table Analysis 

Based on previous analyses in Pastry, and Tapestry, the average number of lookup hops is 

largely determined by the digit base and the number of nodes. On the other hand, a typical 

lookup begins with a node, say n, in the first row of a node’s routing table, then a node in 

the second row of node n’s routing table, and then the third, …, until the very node is found, 

usually in the last row with valid entries. Therefore, routing table occupancy is closely 

related to the average number of lookup hops. In light of the estimation of the routing table 

occupancy, we can estimate the average number of lookup hops.  

Because of the large name space, nodes usually have very large routing tables. For example, 

a Tapestry node has a routing table with 40 rows and 16 columns. That is, there are 640 

entries per table. Furthermore, each entry usually contains multiple nodes. In Tapestry, 

each entry contains three nodes. Therefore, each routing table can contain up to a 

maximum of 1920 nodes. Keeping those nodes’ state up to date requires a large amount of 

maintenance cost. In actual network, the network size is much smaller than the name space, 

so many entries are empty. In this section we will discuss the relationship between network 

size and the fraction of valid entries. 

In our simulation, we use a relatively small name space, compared with those in Pastry and 
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Tapestry. As mentioned before, in our system each ID consists of six base-8 digits, which 

means our name space supports at most 256K nodes. In each routing table, either an 

intraAS table or an interAS table, the number of rows is equal to the number of digits for an 

ID, and the number of columns is equal to the base of each digit. Therefore, our routing 

table has 6 rows and 8 columns, for a total of 48 entries. It is a relatively small routing table. 

Because the name space is small, we can achieve high node density in the name space with 

a relatively small number of nodes. With the maximum network size of 4000 nodes in the 

following evaluation, we occupy 1.56% of the name space. With the minimum network 

size of 500 nodes in the following evaluation, we use 0.195% of the name space. 

Meanwhile, Pastry uses 128 bits, so its name space is 2128 nodes, and to the best of my 

knowledge, the biggest simulation size attempted now was 100K nodes [25]. Hence the 

occupancy is only about 2.94×10-34% of the name space. A Pastry P2P system will need 

5.3×1036 nodes to reach an occupancy rate of 1.5625%. It is easy to see that due to the 

sparsity in the name space, many routing table entries are empty, especially entries near the 

bottom rows.  

Table 5.2, Figure 5.2, and Figure 5.4 show an average occupancy of routing tables in a 

500-node P2P system. This is a small network. 500 nodes are randomly chosen from 

td40w100w. Figure 5.4 shows the node distribution in each AS. It is obvious that the 

number of nodes for an interAS routing table is more than that for an intraAS routing table, 

so the interAS routing table has more node candidates for its entries. Figure 5.2 (a) and (b) 

show the occupancy of each entry in the two routing tables, respectively. We can see that 

the corresponding occupancy for the interAS routing table is much higher than that for the 

intraAS routing table because of the difference in the number of nodes that feeds the two 

tables. Entries in the same row have similar occupancies because they have the same 

restriction on the prefix length of node IDs. Table 5.2 summarizes the average occupancy 

of each row, which shows the trend of occupancy between each row more clearly. Note that 

even the smallest occupancy, in the bottom row of the intraAS table, is 12.5%, which is 
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quite high considering the small number of nodes. Actually the reason for this is because a 

special empty entry is always counted in each row. The special entry is an entry that 

matches the owner’s ID in each row. Each row has one such special entry. For example, a 

node 023112 can be put into positions (0, 0), (1, 2), (2, 3), (3, 1), (4, 1), and (5, 2) in its 

routing table because its ID matches these positions. Our routing table has 8 columns, so it 

is guaranteed that the minimum occupancy is 12.5%, which means all entries in this row 

are empty except a special one. If the special entry is not counted, the maximum occupancy 

will be 87.5%, instead of 100%.  

Table 5.3, Figure 5.3, and Figure 5.5 show the routing table occupancy of a 4000-node P2P 

system. We can see that the first three rows in interAS routing tables are all full. But the last 

three rows of the intraAS routing tables and the last two rows of the interAS routing tables 

are almost empty. Not surprisingly, routing table occupancy of the 4000-node P2P system 

is much higher than that of the 500-node P2P system.  

The occupancy of routing tables can be estimated using the number of nodes and the ID 

structure. For example, in our system, each ID consists of six base-8 digits, and the 

maximum network size is 4000. An entry in the first row has the least restriction: only the 

first digit is fixed. Therefore, supposing that nodes are evenly distributed in the name space, 

there will be about 500 (4000/8) node candidates for each entry in the first row. (Here we 

count the intraAS and interAS routing tables together.) Similarly, each entry in the second 

row has about 62 (500/8) candidate nodes, each entry in the third row has about 8 (62/8) 

nodes, each entry in the fourth row has about 1 (8/8) node, and so on. When there are at 

least 8 candidate nodes for an entry, the entry has a good chance of finding a node to fill in 

(in an ideal case). This explains why the first three rows are all 100% filled (shown in 

Figure 5.3 (b)). But when there is only 1 candidate node, an entry may not be able to find a 

node to fill in either because nodes are not absolutely evenly distributed in the name space 

or because nodes only have partial knowledge of the whole region. This is why the fourth 

row is only about half occupied and the last two rows are almost empty. The following 



 
 

57 

formula shows how to calculate the sum of approximate occupancy of the intraAS table 

and the interAS table: 

Oi = N/ci+1/2 + 12.5% 

where Oi is the average occupancy for row i, c is the number of columns, and N is the total 

number of nodes. It is verified by Table 5.3. 

The number of lookup hops is approximately equal to the average number of valid routing 

rows. For example, the first three rows in Table 5.3 are full, the fourth row is half empty, 

and the last two rows are almost empty, so the average number of lookup hops for a 

4000-node P2P network will be about 3.5, according to Tables 5.1 and 5.2. This value is 

similar to the number of lookup hops in a 128-bit Pastry with 60,000 nodes [46]. Therefore, 

our small name space with 4000 nodes will not affect our simulation just because of an 

atypical number of lookup hops.  

5.3.3 Lookup Evaluation 

In this evaluation, we compare the lookup efficiencies of different schemes. As we 

mentioned before, there are four lookup schemes: a Raw scheme, a Latency-based scheme, 

an AS-based scheme, and a hybrid LatAS scheme. We test lookup latencies in P2P regions 

with different sizes under four topologies in the four schemes. Figure 5.6 to Figure 5.9 

show the lookup performances of the four topologies. 

5.3.3.1 Lookup Latency Evaluation 

Figure 5.6 (a), Figure 5.7 (a), Figure 5.8 (a), and Figure 5.9 (a) show the lookup latencies of 

four schemes on four topologies. The X-axis shows the P2P network size. The size 

increases from 500 nodes to 4000 nodes. Nodes are randomly chosen from underlying 

network topologies. The Y-axis shows the lookup latency in seconds. The most significant 

result is that there is not much difference in lookup latencies between Latency scheme and  
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  (a) intraAS        (b) interAS 
Figure 5.3: Routing Table Occupancy of a 4000-node AS-based P2P network.  
A network topology used here is td40w100w. There are 40 ASs, and each AS has 100 nodes. 
ASs are connected in Waxman method, and nodes within each AS are connected in this way too.  
(a) shows the occupancy of intraAS routing tables. (b) shows the occupancy of interAS routing 
tables. 
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  (a) intraAS        (b) interAS 
Figure 5.2: Routing Table Occupancy of a 500-node AS-based p2p network.  
A network topology used here is td40w100w. There are 40 ASs, and each AS has 100 nodes. 
ASs are connected in Waxman method, and nodes within each AS are connected in this way too.  
(a) shows the occupancy of intraAS routing tables. (b) shows the occupancy of interAS routing 
tables. 
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Table 5.2:  
Average occupancy in Figure 5.2 
 
Row  intraAS interAS 
0 80.6% 100% 
1 28.5% 100% 
2 15.2% 67.2% 
3 12.8% 21.5% 
4 12.6% 13.4% 
5 12.5% 12.7% 
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Figure 5.4: Node 
distribution in the 
500-node p2p system. 
 

Figure 5.5: Node 
distribution in the 
4000-node p2p 
system. Because the 
underlying topology 
contains 40 
100-node ASs, each 
AS must count for 
2.5%  
 

Table 5.3:  
Average occupancy in Figure 5.3 
 

Row intraAS interAS 
0 100% 100% 
1 81.0% 100% 
2 27.8% 100% 
3 14.7% 66.3% 
4 12.7% 22.2% 
5 12.5% 13.9% 
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AS scheme for all four topologies. Optimal is latency of direct communication between 

source and destination, which is represented by the length of the shortest path between 

source and destination. The Raw scheme performs  the worst in all four schemes. Its latency 

is about three times the Optimal latency, and increases with the size of P2P systems. The 

Latency, AS, and LatAS schemes achieve similar lookup latencies, which are about twice 

the Optimal latency. More accurately, the Latency scheme works a little better than the AS 

scheme in three topologies: td100w40g, td40w100g, and td40w100w. The AS scheme  

works better than the Latency scheme in td100w40w. From the results, we can see that the 

fine-grained, more-overheaded Latency scheme works almost no better than our 

coarse-grained, less-overheaded AS scheme. The hybrid LatAS scheme does not gain extra 

advantages from the combination of a latency-based intraAS routing table and an 

AS-hop-based interAS routing table. All the three schemes scale well with P2P network 

size, maintaining a constant average latency as long as new nodes come from the same 

network scope. As to topologies, td100w40g achieves the largest lookup latency, 

td40w100g the second largest, td100w40w the third, and td40w100w achieves the smallest 

lookup latency. This is due to two facts. First, latency between ASs is usually larger than 

latencies between two nodes that are directly interconnected in the same AS. Therefore, the 

more ASs a network has, the larger latency two nodes will probably have. Second, 

topologies with a power law model have larger latency than those with a Waxman model, 

because in a power law model of BRITE nodes are interconnected to form a tree in which 

there is only one path between any pair of nodes.  

5.3.3.2 Lookup Node Hops Evaluation 

Figure 5.6 (b), Figure 5.7 (b), Figure 5.8 (b), and Figure 5.9 (b) show the average number 

of node hops in a lookup. The X-axis shows the P2P network size. The Y-axis shows the 

average number of lookup hops. All the schemes perform similarly, with the number of 

lookup hops increasing from 3 to 4 gradually as network size increases from 500 nodes 

from 4000 nodes. The number of lookup hops is entirely determined by P2P logical 
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structure, and has nothing to do with either the way to choose an entry or the physical 

network topologies. This causes the similarity between all schemes. Ideally, each lookup 

should go through the number of digits to find out the destination, but because a P2P 

network size is usually very small compared with the name space, a lookup spends fewer 

hops in real life. 

5.3.3.3 Lookup AS Hops Evaluation 

Figure 5.6 (c), Figure 5.7 (c), Figure 5.8 (c), and Figure 5.9 (c) show the average number of 

AS hops in a lookup. The X-axis shows the P2P network size. The Y-axis shows the 

average number of lookup hops. The Optimal in the figure refers to the length of AS path 

between source and destination. Our AS scheme and the LatAS scheme achieve better 

results than the Latency scheme. The average number of AS hops in a lookup of the AS 

scheme and the LatAS scheme is less than twice the Optimal value. The Latency scheme is 

about 15%-30% worse than the AS scheme. The average number of AS hops for networks 

formed from td100w40g and td100w40w is about 6, and that of td40w100g and td40w100g 

is about 4, which is not surprising because the first two topologies contain more ASs than 

the other two.  

In a nutshell, the AS scheme achieves similar performances in lookup latency and lookup 

hops to the Latency scheme, but better performance on the number of AS hops. Therefore, 

we conclude that AS regions can provide coarse-grained information to improve P2P 

regions with less overhead and network traffic without performance degradation.  

5.3.4 Caching Evaluation 

Our caching scheme is aimed to reduce the number of cached nodes while maintaining 

comparable lookup performance. In this scheme, only the lookup results, i.e., IP addresses, 

are cached. We term it IP caching. The real data is not cached. In this simulation, each node 

is assigned a 1000-entry buffer. Each entry is a (ID range, IP) pair. ID range is the range of 
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ID covered in a node, and IP is the IP address of the node. A cache of 1000 entries requires 

about 12K bytes, which is a small storage. Figure 5.10 shows how different IP caching 

schemes work with caching as the number of queries increases. The underlying topology is 

td100w40g. There are four schemes. The Raw scheme here is the Raw scheme mentioned 

in the last section plus caching on all nodes in a lookup path. The Latency1  scheme here is 

the Latency scheme mentioned in the last section plus caching on all nodes in a lookup path, 

i.e. the classic caching scheme. The AS scheme here is the AS scheme mentioned in the last 

section plus caching only once in each AS in a lookup path. The Latency2  scheme here is 

the Latency scheme mentioned in the last section plus caching on the same percentage of 

nodes in a lookup path as that in the AS scheme. The LatAS scheme here is the LatAS  

scheme mentioned in the last section plus caching only once in each AS in a lookup path. 

The performance evaluation is done by calculating the average value of each metrics every 

1000 queries.  

Figure 5.10 (a) shows lookup latencies under different IP caching schemes. The X-axis 

shows the number of queries executed. Each query is randomly generated. The Y-axis 

shows the average lookup latency decreasing with the number of queries. Optimal is 

latency of direct communication between source and destination without caching. From 

the figure we can see that the Raw scheme benefits most from caching. After 16,000 

queries, latency in the Raw scheme decreases from about 100 seconds at the beginning to 

about 27.8 seconds, almost the same as the Optimal latency, and then enters a stable state in 

which latency does not decrease greatly. Meanwhile, latency in all the other schemes 

decreases much less quickly. The Latency1 scheme, the AS scheme, and the LatAS scheme 

achieve similar latencies to that of the Raw scheme after about 70,000 queries, and 

continue to decrease, while latency of the Raw scheme remains stable. The Latency2  

scheme performs the worst. Its latency is always about 20% more than that of the Latency1 , 

AS and LatAS schemes. After 100,000 queries, the Latency1, AS, and LatAS schemes 

achieve the smallest latencies, and that of the Raw scheme is a little larger than theirs, but 
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still smaller than the Optimal latency. The Latency2  scheme shows the largest latency. 

Compared with latency without caching, the Latency1 , AS, and LatAS  schemes have their 

latencies decreased by more than 50%, the Latency2 scheme by 40%, and the Raw scheme 

by more than 70%.   

Figure 5.10 (b) shows how the number of lookup hops decreases with caching. The X-axis 

shows the number of queries executed, and the Y-axis shows how the average number of 

lookup hops decreases with the number of queries. A significant phenomenon is that the 

number of lookup hops in the Raw scheme decreases from 3.75 to about 1 after 16,000 

queries. After 16,000 queries, the number of hops of the Raw scheme remains almost 

constant at 1 hop, which means that each node finds the IP address of a lookup ID by asking 

only one other node. On the other hand, the number of lookup hops for all the other 

schemes decreases slowly. After 16,000 queries, the number of hops of the AS, Latency1 , 

and LatAS  schemes decreases only from 3.75 to about 3.1, and that of Latency2  scheme 

from 3.75 to 3.4. Even after 100,000 queries, the number of hops of the first three schemes 

is still 2.3, decreased by 39%, and that for the Latency2 scheme is about 2.6, decreased by 

30% only.  

Figure 5.10 (c) shows how the number of AS hops in a lookup decreases with IP caching. 

The X-axis shows the number of queries executed, and the Y-axis shows how the average 

number of AS hops in a lookup decreases with the number of queries. Similar to Figure 

5.10 (b), the number of AS hops of the Raw scheme drops dramatically within the first 

16,000 queries, reducing from 12 AS hops to 3.2 AS hops. After almost the same number 

of queries, the AS hops for the AS scheme and the LatAS scheme drop from 5.6 to about 3.2 

hops too, but that for the Latency1 scheme drops from 6.7 to 4.5 only and that for the 

Latency2  scheme drops from 6.7 to 5.4 only. After 16,000 queries, the Raw value begins to 

decrease very slowly, almost constantly, a little below the Optimal value. The values of the 

AS and LatAS  schemes continue to decrease quickly, although not as fast as before. The 

Latency1  scheme and the Latency2 schemes behave similarly to the AS scheme and the 
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LatAS scheme. After 45,000 queries, Latency1  attains 3.2 AS hops, similar to the Optimal 

value, while the Latency2 value is about 4.3. After 100,000 queries, the AS scheme attains 

1.5 AS hops, the LatAS scheme 1.6 AS hops, the Latency1  scheme 2.4, the Raw scheme 3.1, 

and the Latency2 scheme 3.4, while the Optimal value is 3.2.  

Finally, Figure 5.10 (d) shows the percentage of nodes that have IP addresses cached in 

them. The Raw scheme and the Latency1 cache results on all nodes in a lookup path, so 

their caching percentage is constantly 1. From this figure, we can see that at the beginning, 

the AS scheme and the LatAS  scheme have about 65% (the Latency2  scheme is the same  

since we force it to have the same percentage of caching nodes). The percentage decreases 

smoothly with the number of queries executed. After 100,000 queries, the AS scheme goes 

down to 40% and the LatAS scheme goes down to 45%. On average the AS scheme caches 

about 50% of nodes in a lookup path. 

From the above results, we draw several conclusions. First, latency, the number of lookup 

hops, and the number of lookup AS hops decrease the fastest in the Raw scheme, which has 

randomly distributed routing table entries. This implies that in a stable P2P system, lookup 

optimization may not be crucial to the system performance because IP caching can greatly 

reduce lookup latency. Second, the AS-based scheme attains performance in terms of 

latency and lookup hops similar to the latency-based scheme, and better performance on 

AS hops. Third, the AS-based scheme requires only half the storage of latency-based 

scheme. If the latency-based scheme caches lookup results on the same percentage of 

nodes as AS-based scheme, its performance is worse (in our simulation, 20% worse). 

5.3.5 Replication Evaluation 

A main advantage of the AS scheme is that it provides topology information for 

applications to make decisions. Our static scheme, as described  in Chapter 4, distributes 

data replicas evenly in ASs. This scheme does not reduce lookup latency because it can not 

automatically route a lookup query to the best replica. Instead, a lookup procedure will 
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return a list of replicas to the source, and it is the source who decides which replica to 

access based on its own preferred criterion. We compare lookup latency between an AS 

scheme without replication (the Raw scheme in this figure), an AS scheme with replication, 

a LatAS scheme with replication, and a Latency scheme with replication. Figure 5.11 shows 

data access latency of the four schemes. In Figure 5.11 (a), lookup latency is reduced by 

about 32% in all the three schemes, from about 28 seconds to about 17 seconds. Figures (b), 

(c) and (d) are similar to (a). With 4 replicas, lookup latency is reduced by 39% in 

td100w40g, 41% in td100w40w, 41% in td40w100g, 40% in td40w100w, so the effect of 

replication is almost the same on different topologies. However, our efforts to achieve 

explicit control over replica placement is counteracted by our AS-hops-based node 

selection for interAS routing tables, because data are mostly replicated in nearby ASs in 

this way, instead of distributing evenly in the underlying networks.   

An improvement is to have each node maintain a node set which contains nodes in ASs 

with different numbers of AS hops, or just to maximize the number of different ASNs. 

Then we can use these nodes to replicate data. However, this improvement incurs 

additional maintenance cost.  

5.4 Summary 

From the simulation, we find that AS regions can improve P2P performance in several 

aspects. The coarse-grained information, including ASNs and AS hops, can help a P2P 

region to attain performance similar to schemes with fine-grained metrics. There are 

several advantages of using coarse-grained information. First, such information is stable 

and static, thus can be collected once and used many times later. Second, such information 

collection can be done in an aggregate way, thus reducing network traffic.  

In our simulation, node leaving and failures are not considered yet. Node leaving and 

failures worsen the performance. In the lookup, node failures lead to a longer lookup path. 

In the caching, node failures lead to outdated caching content, which requires 
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modifications of lookup protocols to deal with such cases. In any case, node failures incur 

additional maintenance cost. However, node failures will not fundamentally change our 

results.  

In the caching simulation, we only consider address caching, instead of data caching. Both 

address caching and data caching have a outdated problem in case of node failures and 

leaving, and data caching has a consistency problem if data are writeable. A solution is to 

compare version numbers between the cached data and the data in the original node. AS 

regions can reduce the overhead by maintaining only one data copy in each AS.  

The current replication scheme is static. A more sophisticated one is to consider the data 

query frequency, and convert cached data into permanent replicas when the query 

frequency of a cached copy reaches a predefined threshold.  

In a nutshell, there are still several aspects that we have not considered in the current 

evaluation. We plan to explore those schemes in the future.  
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Figure 5.6: Average Lookup Performance on Topology td100w40g 
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Figure 5.7: Average Lookup Performance on Topology td100w40w 

[] -
-
-

--------------□ .. -/ -•-
-•--·--•-

[] -
-
-
-

-------------a----■ 



 
 

69 

 

 

 

0 1000 2000 3000 4000
0

10

20

30

40

50

60

70

80

90

100

110

td40w100g

A
ve

ra
ge

 L
oo

ku
p 

La
te

nc
y

Number of Nodes

 Optimal
 Raw
 AS
 Latency
 LatAS

0 1000 2000 3000 4000
0

1

2

3

4

td40w100g

A
ve

ra
ge

 L
oo

ku
p 

H
op

s

Number of Nodes

 Raw
 AS
 Latency
 LatAS

0 1000 2000 3000 4000
0

1

2

3

4

5

6

7

8

9

10
td40w100g

A
ve

ra
ge

 L
oo

ku
p 

A
S

 H
op

s

Number of Nodes

 Optimal
 Raw
 AS
 Latency
 LatAS

 

(a) Average Lookup Latency 

(b)Average Lookup Node 
Hops 
 

(c) Average Lookup AS Hops 

Figure 5.8: Average Lookup Performance on Topology td40w100g 
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Figure 5.9: Average Lookup Performance on Topology td40w100w 
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Figure 5.10: Caching performance 
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(c) Lookup AS Hops 
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Figure 5.10: Caching performance 
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Figure 5.11: Replication performance with 4 replicas. 
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Figure 5.11: Replication performance with 4 replicas. 
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Chapter 6  

Conclusions and Future Work 
 

6.1 Conclusions 

In this thesis, we have shown that applying the region concept can improve 

application-level services with less overhead than doing the optimizations at the 

application level as in latency-based schemes. We choose two instances of existing entities, 

peer-to-peer networks and Autonomous Systems, as distinct sorts of regions. Using 

information about Autonomous System regions, we design several schemes to improve 

peer-to-peer performance in the lookup, caching, and replication. By applying these ideas 

to the application-level network services, we not only explore the utility of having regions 

but also further refine the definition of regions. 

In terms of the Region Project more broadly, we learn several things from this work. First, 

we need new capabilities so that the upper-layer regions can easily learn about invariants of 

the underlying regions. The current Internet is largely shaped by commercial interests and 

Autonomous Systems information is not directly or easily accessible to researchers. 

Therefore, we realize that two features are crucial to regions. One the one hand, a region 

should be open and extensible to entities in itself so that not only current applications can 
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retrieve necessary information from the underlying regions, but also new applications can 

easily retrieve new information. On the other hand, cooperation between regions should be 

simple and scalable so that regions can provide global, stable, and coarse-grained 

information of the underlying regions to the upper-layer regions with less overhead.  

Second, we need a good paradigm for boundary crossing.  In our work, we use boundary 

crossing in the caching scheme directly and in the lookup and replication schemes 

indirectly. In all these schemes, boundary crossing is detected by comparing two ASNs in 

the application layer. Such method is not flexible and restricted in functionality, and not 

well integrated with the underlying AS regions. We believe that a good boundary crossing 

behavior should be simple, efficient, non-intrusive but accessible. 

6.2 Future Work 

Although our simulation has shown good performance, the real internet topology is much 

more complicated than our generated topologies. To evaluate our schemes more accurately 

and comprehensively, we can either do the simulation on topologies generated from real 

Internet data, or deploy a real system on the Internet. There are several issues related to the 

second method. One is that we need to modify the Internet infrastructure so that 

Autonomous Systems information is accessible to application-level services. The other 

issue is that although there are network testbeds like PlanetLab  and Emulab, would they 

improve the quality of the evaluation results? One the one hand, the requirement of a large 

number of nodes in a peer-to-peer system is hard to satisfy in a testbed. On the other hand, 

it is still questionable whether such a testbed is a really representative topology.  

We hope that we can answer the above questions in the future and further advance the 

research in the Region Project. 
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