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(ABSTRACT) 

We consider the problem of electing a leader in a 

synchronous ring of n processors. We obtain both positive 

and negative results. 

On the one hand, we show that if processor !D's are chosen 

from some countable set, then thE:re is an algorithm which 

uses only O(n) messages in the worst case. 

On the other hand, we obtain two lower bound results'. If the 

algorithm is restricted to use only comparisons of ID's, then 

we obtain an O(n log n) lower bound for the number of 

messages required in the worst case. Alternatively, there is a 

(very last-growing) function f with the following property. If 

the numrer of rounds is required to be bounded by some t in 

the worst case, and ID's are chost:n from any set having at 

least f(n,t) elements, then any algorithm requires U(n log n) 

me!.Sages in the worst cai;e. 

1. Introduction 

Communication in a network can be performed in either a 

synchronous or asynchronous mode. How does the choice of 

communication mode affect the computational resources 

required to solve a problem? We examine this question by 
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considering the problem ot electing a teaoer m a ring-shaped 

network. In this problem there are n processors, which are 

identical except that each has its own unique identifier. At 

various points in time, one or more of the processors "wake 

up", ancl initiate their participation in an election to decide on 

a leader. The relevant resources for such a distributed 

computation are the total number of messages used and the 

amount of time expended from the time that the first processor 

wakes up. 

The problem of electing a leader efficiently has been studied 

by a number of researchers (B,CR,DKR,GHS,HS,IR,L,P]. The 

best previous deterministic algorithms have used O(n log n) 

messages for either bidirectional rings (HS,GHS,B] or 

unidirectional rings (DKR,P). These algorithms work for both 

the synchronous and asynchronous models, and use 

comparisons of ID's only. In addition, Burns has established a 

lower bound of D(n log n) on the number of messages 

required if communication is asynchronous [BJ. However, the 

proof in (BJ does not extend to the case of synchronous 

communication. It is, therefore, quite natural to ask whether 

the O(n log n) lower bound can be achieved in the 

synchronouz case as well as the asynchronous, or whether 

there are algorithms that somehow make use of the synchrony 

to limit the number of messages transmitted. 

We obtain both positive and negative answers to our 

question of whether synchrony helps. On the one hand, we 

show that if processor !O's are chosen from some ·countable 

aet (such as the integers), then there is an algorithm which 

uses only O(n) messages in the worst case. The processors 

may initiate the algorithm at different rounds, and do not know 

the value of n. Our algorithm is thus an improvement on a 

probabilistic algorithm of [IR] that uses O(n) messages on 

average and assumes that the processors do know the value 

n. Unlike the earlier algorithms, our algorithm does not only 



use comparisons on ID's • it uses the numerical value of.the 

ID's to count rounds. However, the number of synchronous 

rounds used by our algorithm can be very large in the worst 

case. An algorithm similar to ours has been developed 

independently by Vitanyi and appears in M-

On the other hand, we show that both the departure from the 

comparison model, and the possibility of using a large number 

of rounds, are necessary in order to obtain a linear 

communication algorithm. More specifically, if the algorithm is 

restricted to use only comparisons of ID's, then we obtain an 

Q(n log n) lower bound for the number of messages reQuired 

in the worst case. Alternatively, if the number of rounds is 

required to be bounded by some tin the worst case, then there 

is a (very fast-growing) function f(n,t) which has the following 

very interesting property. If ID's are chosen from any set T 

having at least f(n,t) elements, then any I -bounded algorithm 

requires O(n log n) messages in the worst case. (In particular, 

if tis a function of n, say t(n), then any t(n)-bounded algorithm 

for a set T with at least l(n,t(n)) elements exhibits the given 

lower bound on messages.) We achieve this result by giving a 

transformation from any algorithm in what we call free form, 

over such a set T, to a comparison-based algorithm. (The 

ideas for this transformation are derived from earlier work of 

Snir [S1).) Both of our lower bound results hold even in the 

case that the number of processors in the ring is known to 

each processor, and all the processors are known to start at · 

the same round. 

2. The Algorithm 

In this section, we present an algorithm for electing a leader 

in a synchronous ring, that us~s O{n) messages, but may 

require a very large number of rounds. The elected processor 

(and no other processor) eventually enters one of a set of 

distinguished "elected" states. The total number of messages 

ever used (including any messages which might be sent after 

the winner is elected) is O(n). The algorithm presented is for a 

unidirectional ring, with communication assumed to be 

counterclockwise. Of course, a variant will work on a 

bidirectional ring. We assume that the uniQue ID of each 

processor is an integer. This assumption is reasonable ii 

communication is implemented by transmitting packets of bits. 

In the description of the algorithm, we shall refer to the 

processor with ID i as "processor i". 

At the beginning of the algorithm, each processor which 

chooses to participate in the election (henceforth called a 

"participating processor" ) spawns a message process, which 

moves around the ring, carrying the ID of the originating 

processor. The message process is charged one ~ for 

each edge which it traverses. 

Our algorithm uses several ideas. The first is that message 

processes that originate at different processors are 

transmitted at different rates: the message process carrying 

processor ID i travels at the rate of one message transmission 

every 2; rounds. (More specifically, each processor delays for 

t - 1 rounds before transmitting messag~ process i.) Any 

slower message process that is overtaken by a laster message 

process is killed. Also, a message process carrying ID I 

arriving at processor j is killed if j < i and processor j has also 

spawned a message process. A message process which 

returns to its originator causes that originator to become 

elected. 

Suppose that all participating processors were to wake up at 

the same round. The strategy above would then guarantee 

that the total number of messages is O(n). For, assume i is the 

smallest ID of any participating processor. Message process i 

traverses all edges, for a total cost of n. Consider any other 

.meS!iage process, j . During message process i's circuit, either 

message process i overtakes message process j, or else 

message process i reaches processor i; in either case, 

message process j is killed by the lime i's circuit is completed. 

Because of the different rates of travel, message process j 

could travel at most distance n/(2H) during the time i travels 

distance n. Thus, the message process carrying the smallest 

ID, i, must use more messages than all others combined. 

Since message process i uses n messages, the total number of 

messages expended would be less than 2n. 

However, this variable rate of transmission scheme is by 

itself not enough to realize O(n) messages, in the~~ that not 

all participating processors wake up at the same time: The 

processors with smaller ID's could wake up correspondingly 

later, and spawn message processes that would chase and 

ultimately overtake the slower message processes, but not 

before il(n) messages had been expended by each of D(n) 

message processes. 

The second idea is to have a preliminary phase, before the 

variable rate phase begins. In this phase, all message 

processes travel at the same rate, one message transmission 

per round. When a processor decides it wants to participate, It 

spawns Ila message process and sends it off to Its neighbor. 

The message process is transmitted around the ring, until It 



encounters the next participating processor. At this point, the 

message process continues into the second phase. moving at 

its variable rate, and acting as previously described. If a 

processor awakens after a message process has already 

passed by, then that processor will not participate in _the 

election. 

We now show that the total number of messages used in all 

phases of the computation is less than 4n. 

Lemma 1: After no more than n rounds from the 
time the first processor awakens, the message 
process of the eventual winner enters its second 
phase. 

Proof: If i and j are two processors in the ring, let 
d(i,j) denote the counterclockwise distance from i 
to ;. Let i be the first processor to awaken, and let j 
be the eventual winner. Then a message process 
must arrive at j by the end of round d(i,j). 
Therefore, message process j must traverse its first 
edge by round d(i,j) + 1. Then message process j 
enters its second phase by the time it reaches i (or 
some closer participating processor), at most d(j,i) 
rounds later, i.e. by the end of round n. I 

We now divide the messages into three categories, and 

bound each category separately. The categories are (1) the 

first phase messages, (2) the second phase messages sent 

before the eventual winner enters its second phase, and (3) 

the second phase messages sent after the eventual winner 

enters its second phase. Let i denote the eventual winner. 

For (1 ), it is easy to see that the total number of first phase 

messages is exactly n. Next. consider (2). Lemma 1 implies 

that at_ most n rou!)ds need to be considered. Moreover, 

messaoe process I sends no seco~ -~ase messages avnng 

the rounds under consideration. Tti. SRlallest possible ID lor 

the processors which are not etent~-~a 1, .-id the 

maximum number of second phase messages for message_ 

process i in these rounds is n/(~). Thus, the total number d 

messages sent for all the message processes in these rounds 

Is less than n. 

Finally, consider (3). The arguuea ~"1ilar 1D the one used 

for the case in which all processors awaken at the same 

round. That is, message process i makes a circuit, for a total 

cost of n. Consider any other message process j. During 

message process l's circuit, either message. process I 

overtakes message process j, or else message process j 

reaches processor i; in either case, message process j Is killed 

bv the time l's circuit is completed. Because of the different 

i rates of travel, message process j could aend al most n/(i; 

phase two messages during the time i travels distance n. Thus, 

• before, the total number of messages expended is less than 

2n. The total number of messages Jor all categories Is lele 

than.en. 

Although the number of messages ls quite small, the time 

required may be rather large. It is easy to ~ that the number 

of rounds expended is O(n 2'), where I is the ID of the eventual 

winner. Thus, we obtain: 
Lemma 2: There is an algorithm which elects• 

leader in a synchronous ring of n processors using 
fewer than 4n messages, and O(n i) time, where I 
Is the roof the eventual winner. 

The bound of 4n messages for the algorithm above Is 

reasonably tight. Consider the following example, where f(n) 

• log n • log log n. Let processor 1 be one link from processor 

0, and let processor k, k • 2, ..• ,f(n), be 

k +· L(f·1 • 2)n/(f·1 • 1)J 

links from processor 0. let processors 1 and 2 awaken at 

round 1, and each processor k, k • 3, ... ,f(n), awaken the 

round before it would be visited by a first phase message. 

Similarly, let processor 0 awaken the round before it would be 

visited. Then processor k, k a 1, ... ,f(n), will start its second 

phase al round 2 + L(t • 2)n/(t·. 1)J, and will traverse at 

least n/(t • 1) - 2 links before any message process overtakes 

· It. There will be n first phase messages, at least 

~- , •... ,l(n) (n/~ -1) • 2) 

eecond phase messages for processors k • 1, ••. ,f(n), and n 

- 1 second phase messages for processof 0. For large n, this 

gives slightly more than 3.6n messages in all. 

It is possible to reduce the number of messages at the 

expense of the number of rounds by using powers of c, for any 

constant c > 1, rather than powers of 2. As before, there will 

be exactly n messages in category (1). In category (2), there 

win be fewer than :t. 1 110n/d • n/(c-1) messages. while In .. ·-
. category (3), there will be fewer than ~-o ..... 110n1d • nc/(c•1) 

messages. Thus, we obtain an algorithm which elects a leader 

In a synchronous ring of n processors using fewer than 

2cn/(c-1) messages, and using at most O(n c1) rounds, where I 

Is the ID of the eventual winner. Moreover, the leader elected 

by the algorithm is guaranteed to be one of the participating 

processors. 

If we are willing to allow any processor to become elecild, 

rather than just the participating processors, then It is possible 

to retain the 2cn/(c•t) message bound, while reducing,_ 

time to O(n c~. where i is the minimum IO of all processors in 

the ring. The basic idea is to allow each processor to awaken 

and begin its algorithm (spawning its message process) • 



800ll as it receives any message from its neighbor, I it has not 

already awakened on its own. We thus obtain: 
Theorem 3: Lat c > 1. There Is an algorithm 

which elects a leader in a synchronous ring of n 
processors using lewer than 2cn/(c•1) messages. 
and O(n c1) time, where i is the smallest ID of any of 
the processors in the ring. 

We can also elect a leader from among the let of 

participating processors, while maintaining the O(n) message 

behavior and the dependence of the time on the smallest ID In 

the ring. All we need to do is to follow an algorithm which 

elects an arbitrary processor with an additional phase which 

elects a participating processor. In this additional phase, the 

originally elected processor just originates a message which 

circulates twice around the ring, determining the participating 

processor with the smallest ID. 

Note that the algorithm works correctly in the case where 

communication is purely asynchronous. It la only Ila 

complexity that depends on the synchrony. In the general, 

asynchronous, case, the algorithm is essentially the same as 

that of [CR), and so exhibits a worst-case message behavior 

which is O(n2). 

3. Framework for Lower Bound Proofs 

In this section, we describe the assumptions we use for our 

lower bound results. We require a formal mod~ for the lower 

bound results; we present the necessary definitions In 1h11 

aection as well. Finally, we define a special kind of algorithm 

called a •tree• algorithm, and show tha1 there is no loa cl 

generality in restricting to free algorithms. 

3.1. Assumptions 

We assume that the communication is bidirectional. (Our 

proof may easily be adapted for unidirediol• ·rings.) We 

assume that the value of n is a Power of 2, and is known by 

each processor. All processors are assumed to awaken at the 

same time, round 1. 

For the algorithm. we counted the total number of messages 

aent during an execution, including those sent after a 

processor got elected. For our lower bound results, on the 

other hand, we measure only the messages aent up to the 

Point where a processor becomes elected. 

Except for the restriction to Powers of 2, our ~mptiona 

aerve to strengthen the model, and hence the lower bound 

resufla. 

3.2. Ring Algorithm• 

Each processor is modelled as an automaton tha1 behaves 

· as fonows. At each round, each processor examines its stale 

and decides whether to aend a message lo each d Ila 

neighbors, and what message to send. Then each processor 

receives any messages eent to It in that round. Each 

processor uses its current state and these new messages to 

update Its state. 

We now introduce formal definitions. An ID $/JICe la any 

totally ordered set. In this paper, Twin denote an ID space. 

Let A denote a finite decision alphabet. Let M denote an 

alphabet of possible messages. 

A rinp alporithm OYer T and A is an automaton (0,1,0,1',3), 

where 

- Q is a set of states, 
• I ~ O is the set of initill states, partitioned into nonempty 

sets It, one for each t € T, 

• D ~ 0 is the set of decision stares. partitioned into D1 , a€ 

A, the set ol a-decision states, 

• ,- is a messape generation function, mapping 0 x 

{left,rigt,t) -. Mu {nun}, 

and 

. 6 is a transition function , mapping (M U {null}) x 0 x (MU 

{null})-. 0 . 

The decision states are the means by which the automata 

produce output We assume that the various sets 01 d 

decision states are •cIosed· under the operation of the 

transition function. Thus, once a decision has been reached, 

the same decision must persist. 

The mapping I' decides, for each of the automaton'• two 

neighbors, whether 0f not a message is to be aent, and In the 

: former case, which message is to be lent. The mapping 3 

determines a new state from the old state and any messages 

arriving from the automaton's two neigt,bora. 

S.3. Execution• 

We number the processors in the ring countefelockwise, as 

0, ••. ,n-1. We count Indices modulo n. For the remainder of 1h11 

paper, •processor i- will denote the processor numbered i In 

this counterclockwise numbering. We let <n> denote the aet ol 

Integer$ {O, .. -.n-1}. 



A configuration of width n Is an n-tup'e d elements ol Q, 

representing the states IOI' the n processors o, ... ,n-1, In order. 

A message vector of width n Is an n-tuple of ordered pairs ol 

elements af MU {nul}. fl represents the messages sent left 

and right by each of the n procesaora. 

An erecution of width n is an infinite sequence of triples 

(C1,N,CJ, where c, and C2 are configurations and N ii a 

message vector, aft of width n. An erecution fragment ii any 

finite prefix of an execution. We require executions to satisfy 

several properties. 

First, the initial configuration must consist of initial states. 

Each execution and execution fragment therefore has an ID 

11ector in T n which is the vector of T-values represented by the -

vector of initial states in the initial configuration. That is, if 

component i of the initial configuration is in It' then companent 

i of the ID vector is t We require that the different components 

of the ID vector of an execution all be distinct. (This condition 

models the distinctness of the processors' ID's.) We also 

require that each triple in an execution be •consistenr with 

the message generation and transition functions. Finally, the 

configurations in consecutive triples must •match up•. 

Each execution has a decision vector in (A U {nuft})", 

representing the eventual decisions made by all the 

component processors. That is, If component I of the 

configurations in the execution is eventually in o •. then 

component i of the decision vector is a. If component I MYt!f 

enters any D •• then component i of the decision llecior ia nun. 

A message instance Is a quadruple (r ,i,m,d), ~ r ii a 

nonnegative integer denoting a round number, i is a processor 

index, m £ M U {null}, and d £ {left,right}. A message 

instance (r,i,m,d) is said to occur in execution (or execution 

fragment) e provided that in e, at round r, processor i l9rlda 

message m in direction d. 

The following definitions allow us to describe information 

flow via nonnull messages. For nonnegative integer k, we 
define a right lc~hain in execution (or execution fragment) e to 

be a sequence a • 

of message instances occurring in e, where the rounds r. are 
l 

strictly increasing, and the m are nonnull messages. In this 
l 

case. we say that the k-chain s leads to processor i + 

k . Symmetric definitions are made for left k-chains. 

Now, we define our complexity measures. For any execution 

e, let finishtime(e) denote the number of the first .round after 

which the eventual decisions in e have all been made (i.e. 

each component which has a nonnun entry, a, in the deciaion 

vector, Is in a state In D_>. Let messages(e) denote the 

number of messages sent during e, up to and including round 

finishtime(e) . We say that an algorithm requires no more than 

time t provided that finishtime(e) S t for aJI executions, e. We 

say thai the algorithm uses no more than a messages provided 

that rnessages(e) S s for each execution, e. 

3.4. Problems 

· Now, we consider the sense in which a ring algonthm 90MIS 

a problem. A problem of width n over T and A is a mapping 

from length n vectors of distinct values in T to subsets of (A U 

{nuD}t. A problem represents, for each particular ID vector, 

the allowable decision ¥9Ctor&. 

For the problem of electing an arbitrary leader, we define the 

mapping so that it assigns to any vect or, the set consisting of 

all vectors with exactly one 1, and all other positions nuB. For 

the problem of electing the processor with the minimum ID, 

the mapping would assign to any vector, the set consisting ol 

the single vector which has 1 in the_ position corresponding to . 

the minimum value in T and nun elsewhere. 

Two length n vectors, x and y, of T-elements are said to be 

order-equivalent provided that the elements in corresponding 

positions in x and y satisfy the same ordering relations. That 

is, for each pair of positions, i and j, we have xi < xi exactly If y1 

< yi' and similarly for the relations "' and >. A problem, P, Is 

order-invariant provided that whenever two vectors, x and y, 

over T are order-equivalent, their images, P(x) and P(y) are 

identical, i.e. exactly the same set of vectors is permitted as 

output. The problem of electing a leader and the problem of 

electing the processor with the minimum ID are both ordef. 

invariant. 

We say that a ring algorithm over T and A selves a problem, 

P, of width n, provided that IT! ~ n, and that for each 

execution, e, of the algorithm, the following holds. H e'a ID 

vector is x tMn e's decision vector is an element of the llrl 

P(x) of allowable c,o.rtput vector&. 



:S.5. Free Algorlthma 

It wm be convenient ID assume that algorithms are In a 

particular "free• fonn, In which the states of processors 

l1ICOl'd the initial ID and the history of messages received, and 

an messages contain the entire state of the sending processor. 

We show in this subsection that we can assume such a fonn. 

The most natural way to represent such history Information 

is by means of LISP $-expressions. The $-expressions that 

arise during computation are of a special type. The moms .. 

t £ T and NIL. The well-formed S-expressions are just the 

following: (1) the elements of T, and (2) those of the form 

(s,.s2.s3), where s2 is a well-formed S-expression, and a1 and 

Ila are either well-formed S-expressions or NIL. 

An algorithm is free provided that its state set and b 

message alphabet are both just the set of well-formed S

expressions. Also, the initial states are just the atoms in T (the 

IO's). Moreover, the message sent in either direction from any 

state Q is either just the state Q or nuH, and the new state 

arising from state q with messages m1 and m2 arriving from the 

left and right respectively is just the S-expression (m1,q,ma>. 

(If either m
1 

or m
2 

is null, then we use NIL.) 

The parts of the algorithm which are still undetermined are 

whether, for each state and each direction, a message is sent, 

which of the states are decision states, and how the decision 

states are partitioned into 0
8 

for various a. For a tree 

algorithm, It is helpful to define a subsidiary message function, 

,:, which maps 0 x {left.right} -+ {yes.no). depending on 

whether a message is supposed ID be aent In the 

corresponding direction from that state. (If a message is aent. 

Is actual contents are determined by the state of the aender.) 

The fonowing lemma says that for the complexity measures 
considered in this paper, there is no loss of generafrty In 

restricting attention to free algorithms. 

Lemma 4 : Let .A. be a ring algorithm, Ollel' T and 
A. which solves problem P using no more than time 
t. and no more than s messages. Then there la a 
free algorithm, .A.', c,yer T and A, which 80IYes P 
laing no more than time t, and no more than a 
messages. 

Proof: We use notation 0, etc. from the definition 
of a ring algorithm, to refer to algorithm .A.. For 
each t £ T, let q(t) be a designated initial state In ~-

We define eval(s), for each welt-formed $
expression, a, to be a particular state in O. We do 
this inductively. First, define eval(t), fort an atom, 
to be Q(t). Next, ii a • (s

1
.s

2
.s3), then define eval(I) 

to be 3(a
1
,eval(sal~). where a, • null if s, • NIL, 

and a; ,. . ,,:(eval(s
1
) ,right) otherwise, while ~ • 

nun if 53 .. NIL, and a:, .. f'(eval(sJ,left) otherWISe. 

· Now, we allow .J..' to send a message left from 
state s provided tha1 .J.. sends a message left from 
state eval(s), and analogously for messages aent 
right. Similarly, state s is an a-decision atate 
exactly if state eval(s) is an a-decision state. 

It should be clear tha1 .A.' •simulates• the 
behavior of .A.. Therefore, It is straightforward ID 
.check that .J..' also solves Pin time t, and uses no 
more than s messages. 

I 

If we were interested in counting, say, the total number of 

bits of communication, It would not be suflicieRt to restrict 

attention to free algorithms, aince the algorithm 

transformation described in the preceding lemma can cause a 

large increase in the size of message&. 

We require one more simple but important lemma abou1 free 

algorithms. This lemma imposes a limit on the propagation of 

information by failing to send messages. 

Lemma 5: Lei .A. be any free algorithm which hu 
no right k -chains and no left k2-chains leading ID 
processor

1
i in execution fragment e. If a is a T-value 

which is in the state of processor i at the end al •• 
then a was the Initial value of some processor J. 
wherei-k, + 1 SiS I+~- 1. 

Proof:Straighttorward. I 

4. Lower Bound for Comparison 
Algorithms 

In this section, we restrict attention to algorithms which &me 

comparisons only. We present our lir$l lower bound, of O(n 

log n), for the number of messages rec:iuired for a comparison 

algorithm, to elect a leader in a synchronous ring. 

•· 1. Comparison Algorithms 

In this subsection, we define "comparison algorithffl6". 

We say that two $-expressions are order~uivalent provided 

that they are identical except for the particular atoms which 

occupy various positions within the expressions, and 

corresponding atoms satisfy the same ordering relations in the 
two expressions. A free algorithm is a compari$on algorithm 

provided that if s and s· are order-equivalent wen-formed S

expressions. then processors with states q and Q' transmit 

messages in the same direction or d irections and are In the 

same set of decision states (ii any). (That is, f''(q,left) • 

l''(q',left). l''(Q,right) .. l''(Q',right), and lor each.€ A, Q is In 

0
8 

exactly if q' is in 0
8

• Recall that ,,.. is the subsidiary 



message function which decides whether or not to send a 

message, but does not say exactly which message is aent) 

4.2. Preliminary Results 

In this subsection, we assume that n is a power ol 2, and let 

T• be the 10 space consisting of the set <n>, with the usual 

ordering. 

For any m s; log n, define a function m-high lrom <n> to <2!"> 
ao that m-high(i) is the integer represented by the m high

order bits of I. Extend the m-high mapping to the eet ol S

expc-essions over T•, by replacing every non-NIL atom,~ with 

m-high(I). 

For I £ <n>, let reverse(i) denote the integer whose binary 

representation is the reverse of the binary repc-esentation of 

i. We assign processor ID's so that the values are arranged 

consecutively, counterclockwise around the ring in order of 

increasing rewrse{i) values. .Thus, for each m < log n, the 

values repeatedly cycle through the t" possible patterns of m 
high-order bits. This pattern exhibits a large amount of •1oca1 

symmetry· which we exploit for our resulta. 

For the remainder of this subsection. assume that ..( la any 

. particular comparison algorithm over T•. Also assume that• 

is an execution fragment of some execution of .A. ,whose 10 

·vector is given by the pattern described above. 

The next lemma says that, if the sum of the lengths of the 

maximum right chain and maximum left chain leading to a 

processor is strictly less than ~. then all ordering information 

about the T 0 -elements which the processor has as atoms in its 

state is determined solely by the m high-order bits. 

Lemma 6: Let m < log n. Assume that. In 
execution fragment e. the sum of the lengths of the 
maximum right chain and the maximum left chain 
leading to a pc-ocessor. i, is less than t". Let a and 
b be any two T 0 -elements occurring in procesaor 
i'a state at the end of e. Then 

(a) m-high(a) • m-high(b) if and only if a • b , 

(b) m-high(a) < m-high(b) If and only if a< b, 

and 

(c) m-high(a) > m-high(b) ii and only if a> b. 

Proof: Lemma 5 and the distribution of IO'a 
shows that m-high(a) • m-high(b) Implies a • 
b. The other cases follow immediately. I 

k. simple consequence of the prececfmg lemma II the 

following. 
Lemma 7: Let m < log n. Assume that. In 

execution fragment e, the sum of the lengths of the 
maximum right chain and the maximum left chain 
leading to processor i is less than t", and simlla,ty 
for processor j. Lei q and q' be the states of 
processors i and j, respectively, after e. Assume 
that m-high(q) • m-high(q'). Then q and q' .. 
order-equivalent 

Proof: Follows easily from Lemma 6. I 
The fonowing key claim shows how limited message 

propagation forces certain corresponding processors to be in 

corresponding states. 

Lemma 8: Let m < log n. Assume that. In 
execution lragment e. for each processor, the sum 
of the lengths of the maximum right chain and the 
maximum left chain leading to the processor is less 
than 2"'. Let q and q' be states ol processors i and 
i + ~. respectively, after e has been executed. 

Then (a) m-high(q) • m-high(q'J • . · 

(b) If a E A, then q is in D exactly if q ' is in D . • • 
(C) l''(q,left) • f''(q',left) and 11'(q,right) • 

l''(q' ,right). 

Proof: We proceed by induction on the le_ngth of 

•• 
Base: e is of length 0 

Initial states consist only of T• elements, and the 
chosen pattern ensures that processors which ere 
exactly distance t" apart have the same m high• 
order bits. This shows (a). Then (b) and (c) follow 
because ..t is a comparison algorithm. 

Inductive Step: e is of length> 0 

By inductive hypothesis, processors i and i + ~ 
are In m-high equivalent states prior to the last step 
of e, as are processors i • 1 and I • 1 + ~. and 
processors i + 1 and i + 1 + 2"'. Moreover, It the 
last step of e, processors i • 1 and i • 1 + 2"' el1hef 
both generate right messages or efse neither does. 
Similarly, at the last step of e, processors I + 1 end 
I + 1 + t" either both generate left messages or 
else neither does. Therefore, q and q' are euily 
aeen to be m-high equivalent, showing (a). Then 
lemma 7 implies that q and q' are order-equivalent 
Then (b) and (c) follow bec&U9e ..( is a compariaon 
algorithm. 

J 

4.3. The Main Result 

In this section, we prove the main lower bound theorem. We 

require one more (fairly obvious) lemma about comparillon 

algorithms. 



Lemma 9: Let T and r be arbitrary ID spaces, n 
any integer. Assume that .A. is a comparison 
algorithm over T which elects a leader in a ring of 
size n and uses al mosts messages. Then there 
exists a comparison algorithm .A.' over r which 
elects a leader in a ring of size n and uses at most a 
messages. 

Proof: We define .A.' as follows. For each well
formed S~xpression, L', with atoms in r, let L be 
an Ofder-equivalent s~xpression with atoms In 
T. Define the values of .the message decision 
function and the decision status for L' to be the 
same as the corresponding values for L. The fact 
that .A. is a comparison algorithm assures that this 
definition is unique. 

Any Input wctor, y, of ID's in T' is order· 
eQuivalent to some input vector, x, of ID'a In T. 'The 
computation of .A.' on input y therefore imitates the 
computation of .A. on input x, sending messages at 
the same times, and entering decision states at 
corresponding times. Since a leader is elected In 
the computation of .A. on x, it follows that a leader la 
elected in the computation of .A.' on y, and the 
message reQuirernents are bounded by the 
corresponding requirements for .A. on x. 

I 

Now, we prove the main result. 

Theorem 10: Assume n is a power cl 2 . Let .A. 
be a comparison algorithm over an arbitrary ID 
apace, T, which elects a leader in a synchronous 
ring of size n. Then there is an execution, e, af .A. 
for which messages(e) ~ (n/ 2)(1og n + 1). 

Proof: Lemma 9 implies that It auffices to 
consider T • T• . Let e be the execution on the 
distribution of !O's given in the preceding 
subsection. Let e· be the execution fragment cl e 
which terminates just when the elected processor 
enters a state in 01 (i.e. an elected state). 

We first claim that in e', some p!'OCessor I must 
have the sum ol the lengths of the maximum right· 
chain and the maximum left-chain leading to It. at 
least n/2. For if not, then Lemma 8 implies that any 
pair of diametrically apposed p!'ocesses would 
have the same decision status at the end of • •, 
making it impossible to elect a leader. 

For any prefix, e", of e·, let marright(e'1 denote 
the maximum length of any right chain In e", and 
analogously for muleft(e""). Let sum(ej denote 
maxright(e") + maxleft(e"). The claim above 
implies that sum(e') ~ n/2. Thus, sum(e") starts 
owt with a value of O, when e" i& the empty 
BeQuence, and increases until it reaches al least 
n/2, when e" • e'. 

Consider any step at which sum(e") increases. It 
is only PoSsible for maxright(e" ) to increase by 1 at 
one step, and similarly tor maxleft(e"'). Assume, for 
80me particular m < log n, that sum(e"') < 2"' at the 
beginning of this step. We consider three cues. 

Case 1: maxright(e") Increases by 1 and 
maxleft(e" ) does not increae, 

Then someone sends a message to the right Ill 
this step. Therefore, by Lemma 8, all p!'ocesaor& 

which are separated from this p!'ocessor b1 
multiples of 2"' also send messages to the right at 
this step. Thus, at least n/(2"') messages are a.It 
to the right at this step. 

· Case 2: maxleft(e") increases by 1 and 
maxright(e") does not increase. 

An argument similar to the one for Case 1. shows 
th at at least n/ (2"') messages are sent to the left at 

this step. 

Case 3: Both maxright(e") and maxleft(e") 
increase by 1 at this step. 

Then a similar argument to the p!'eYious two 
cases shows that at least n/(2"') messages are sent 
right, and also at least n/(2"') messages are a.It 
left a! this step. 

Thus, a cost of at least n/ (2"') messages la 
incurred for each increase of 1 In IUITl(e"), 
whenever the sum before the increase is less than 
2"'. Therefore. increasing sum(e" ) from 0 10 1 
requires n messages to be sent. Increasing 
sum(e'") from 1 to 2 requires n/2 additional 
messages, from 2 to 3 .requires at least n/4 
additional messages, from 3 to 4 requires at least 
n / 4 addit ional messages, from 4 to 5 reciuires n/8 
messages, etc. In other words, n/ 2 messages are 
required to increase sum(e") from 2 to 4, from 4 to 
8. and in general, from any 2"' to 2"'• 1. So the total 
number of messages required to increase sum(e") 
from O to n/ 2 is at least n + (n/ 2)(1og n . 1) • 
(n/ 2)(1og n • 1), as required. 

I 

5. Lower Bound forTime•Bounded 
Algorithms 

In this section, we p!'Ove our lower bound for time-bounded 

algorithms. We use the lower bound for comparison 

algorithms to do this. First, we show how to map from time

bounded algorithms to comparison algorithms. Thia result, 

p!'esentad in the paracomputer model, ia due to Snir [S1). 

(Snir [S2) credits Yao M with inspiration fol' this n111.11t.) For 

completeness, we S)l'esenl a careful Pl'oof in our setting, 4Mlfl 

though basically the same p!'OOf appears In [S1). We then 

Infer the lower bound for time-bounded algortttuns. 



5.1 . Definitions 

In order to map from time-bounded to comparison 

algorithms, we require definitions describing the behavior of 

an algorithm within a bounded amount of time. 

We say that a free algorithm Is a t-comparison algorithm 

provided that both of the following conditions hold. 

(1) H • and s' are order-equivalent $ -expressions of 
parenthesis depth at most t-1, then l''(s,left) • l'' (s',lelt) and 

11' (s,right) • Jl' (s',right). 

(2) Ifs ands· are order-equivalent $ -expressions of depth II 

· most t, and a€ A, thens is in 0
8 

exactly ifs' la In 0
8

• 

During execution of a free algorithm, the $-expressions 

which appear as states at the end of any round t have depth 

exactly t Thus, this definition says that the algorithm behaves 

as a comparison algorithm up to the end of the first t rounds. _ 

We also add the qualifier Ron inputs from uw to this 

definition. provided that the appropriate conditions hold for 

those $ -expressions which use atoms chosen from the set U. 

5.2. Mapping a Time-Bounded Algorithm to a 

Comparison Algorithm 

ln this subsection, we show how to convert a time-bounded 

algorithm to a comparison algorithm. The first step is to show 

that any free algorithm behaves as a comparison algorithm on 

a subset of its Inputs. For the first lemma, we use a particular 

fast-growing function f(n,t). The precise definition of f 

depends on Ramsey's Theorem, and is implicit In the proof of 

the lemma. 
Lemma 11 : F'DC n, t Let ...t be any free algorithm 

OYel' ID apace T and alphabet A., where T has at 
least f(n,t) elements. Then there exists a aibaet U 
of T, ot aize at least n, aich that .A. ii a t· 
comparison algorithm, on inputs from U. 

Proof: For any set V, let LM denote the aet ot 
well-formed S-expressions over a1oma In V, of 
depth up tot The order-equivalence relation aplita 
the aet l.(T) into finitely many equivalence claales, 
E,, ... .£i.. We build a sequence of sets Ur each 
contained in the previous., such that the following 
property ii atisfied. If s and s' we two S
expressions in l.(u; n ~· then: 

(1) ,•<a.left) • ,·cs· ,left) and ,·ca.right) • 
, ·(a' ,right). 

and 

(2) for any a in A. a €"0
8 

exactly I 1' E D
8

• 

Letting U • U11 then yields the needed result. 

Initially, let u
0 

• T. We now descri>e how ID 

generate Ui' assuming that U;-1 has been defined. 

· There are only c • 4(JAI + 1) possible 
combinations of choices that can be made for each 
expression in E.: whether a message is sent left. 
whether a me~ge is sent right, and the decision 
status. 

Suppose that the expressions in E; contain m 
distinct atoms. For each size m subset, X, of u_;.,• 
there is a unique expression, LCX), in ~ containing 
the elements of X as atoms. We RcolorR X with a 
color corresponding to the choices made for the 
expression L(X). Thus, we obtain a c-coloring of 
the collection of size m subsets of u,._, . .-

According to Ramsey's Theorem [BE], there ii a 
subset of ui-,' which we call ui, such that all m
element subsets of U. are colored the same color: 
U. can be chosen to be of any predetermined a1ze 
fiovided that u,._ 1 Is sufficiently large. 

This U ii easily .en to have the needed 
pro~ 

I 

The next lemma gives the mapping from free time-bounded 

algorithms to comparison algorithms. 
Lemma 12: Fix n and l Let ...t be a free algorfthm 

over ID space T and alphabet A. where T has at 
least f(n,t) elements. Let P be an order-invariant 
problem, of size n. H ..( solves P in t rounds, Uling 
at most a messages in the worst ca.se, then there 
exists a comparison algorithm ...t•, which sotws Pit 
t rounds, using at most s messages in the went 
case. 

Proof: The proof is similar to that of Lemma 9. 
We ~~ng _to construct ...t' which Rsirnulatee• 

the behavior of ...t for the first t rounds. Since ..( 
arrives at all the proper decisions by the end of 
round t, ..(' will also do so. Thus, we can allow ..(' 
to carry out only trivial activity after round t 

All the states which arise in algorithm ..( up to the 
end of round t have expression depth which Is a1 
most t.' Thus, we define the message generation 
function to yield Rnur for any expression of depth 
greater than or equal to t. In order to make a,re 
that the algorithm satisfies the required Rdosure• 
condition for sets of decision states. we define a 
well-formed $ -expression of depth greater than t to 
be in D • provided that its middle component is in 
o •. It is clear that these conventions are consistent 
with the fact that ...t • is a comparison algorithm. 

Now we must describe the message docislOn 
function of J..' for expressions of depth up to Sid 
Including t - 1, and decision status for expressions 
ol depth up to and including t 



Lemma 11 says that there exists a subset, U, cl T, 
cl size at least n, such that for inputs from U, lhe 
algorithm..( is a t-comparison algorithm. Consider 
any S-expression, L, of depth less than t, with 
atoms in T. Define the value of the message 
decision function on this expression to be that ol 
the message decision function of .A on any Fr 
expressi_on, l ' , with atoms from U, which Is order
equivalent to L The fact that ..( ii a t-comparison 
algorithm on inputs from U ensures that this value 
Is uniquely defined. Similarly, for any S-expresslon 
of depth at most t. with atoms in T, define 
membership in any O • according to membership In 
o. of any order-equivalent S-expression with atoms 
in U. It is obvious that..(' is a comparison algomhm. 

Now, we argue that..(' solves Pint rounds. Ally 
length n ID vector, y, OYel' T, is order-equivalent 110 
some ID vector, x, over U. The computation of .A' 
on input y therefore imitates the computation of .A. 
on input x, up to the end of round t. sending 
messages at the same times, and entering decision 
states at corresponding times. Since ..t solves P In 
t rounds, the vector of states alter t rounds of the 
computation of ..t on input x has the decision statua 
llf all components corresponding to some ll9Ctor In 

(A U { null} tin the set allowed by P for input x. The . 
.ector of states after t rounds of the computation of 
..(' on input y therefore has the decision status of all 
components corresponding to the same vector. 
Since Pis an order-invariant problem, this vector II 
in the set allowed by P for input y. Therefo,a, .A' 
solves P in t rounds. 

Finally, we consider the number of messages sent 
before reaching final decision status. Say that ..(• 
on input y reaches its final decision status after 
round t'. It must be that t' S l Then the 
computation of ..t on input x reaches its final 
decision status after round r also. So the numbers 
of messages correspond as required. I 

We can combine the immediately preceding result with 

Lemma 4 to obtain the following. 

lemma 13: Fix n and l Let ..( be any algorithm 
over ID space T and alphabet A, where T hU at 
least f(n,t) elements. Let P be an order-invariant 
problem, of size n. H ..t solves P in t rounds, using 
at mosts messages in the worst case, then there 
exists a comparison algorithm ..t', which 101Yes Pin 
t rounds, using at most s messages in the worst 
caae. 

The immediately preceding result appears to be of much 

. wider applicability than just to this WOfk and Snir'a. Thia 

result, or variants, should be very uaeful for the study of other 

order-invariant problems on many diffMent kinds of 

computation models. 

5.3. The Main Result 

ranaJly, we present our lower bound for time-bounded 

algorithms. 

Theorem 14: Flx n, t. where n is a power of 2. 
Let T be an arbitrary ID space with at least f(n,t) 
elements. let ..( be any algorithm over T which 
elects a leader in a synchronous ring of size n, 
using no more than time· l Then there II an 
execution, e, of ..t for which messages(e) ~ 
(n/2)(Iog n + 1 ). 

Proof: Assume the contrary • that there exists an 
algorithm ..( over T which elects a leader in a 
synchronous ring of size n, using no more than 
time t. and using fewer than (n/2)(1og n + 1) 
messages in the worst case. Then Lemma 
13 implies that there exists a comparison algorithm 
which elects a leader in t rounds and uses fewer 
than (n/ 2)(1og n + 1) messages in the wOfSt case. 
However, this contradicts Theorem 10. I 

6. Remaining Questions 

There are several directions for further wor1<.. 

First, the given bound is still not tight. The best known upper 

bound appears in (DKR,R], and is approximately 1.4 n log 

n. Our lower bound is approximately 1/2 n log n. It would be 

interesting to dose this gap. 

Second, the lower bounds in this paper rely on n being a 
power of 2. Unlike most other cases where a,ch an 

assumption is made, in this case the assumption seems to be 

crucial. Whereas Bums' lower bound of O for the 

asynchronous case applies for all values of n, we do not know 

what happens in the synchronous case for non-powers of 2. It 

aeems likely that the lower bound proof should extend in eome 

way, but the extension appears to be nontrivial. 

Third, it would be Interesting to aee whether fie new 
techniques in this paper provide lower bounds for other order· 

Invariant problems besides just election of a leader. Some 

preliminary WOfk in this direction has already been carried out 

(GLTWZ). 

Fourth, II would be interesting to consider resutls for ..ctlon 

of a leader and othef order-invariant pi oblema in more general 

classes of graphs. For example, Allgluin [A) c:haracterlzel 

graphs in terms of the possibility and impossolity of eleciing a 

leader, in the absence of unique identifiers. Our lechniques 

might be useful for proving lower bounds fo, the number d 

messages required to elect a leader in various kinds d graphs, 

even if the processors do have unique ID'a. 
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