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Abstract- A high- resolution raster-graphics display is usually combined with processing power 
and a memory organization that facilitates basic graphics operations. For many applications, 

including interactive text processing, the ability to quickly move or copy s_mall rectangles of 

pixels is essential. This paper proposes a novel organization of raster-graphics memory that 
permits all small rectangles to be moved efficiently. The memory organization is based on a 

doubly periodic assignment of pixels to M memory chips according to a "Fibonacci" lattice. The 

memory organization guarantees that if a rectilinearly oriented rectangle contains fewer than 

M / ../5 pixels, then all pixels will reside in different memory chips, and thus can be accessed 

simultaneously. 

We also define a continuous analogue of the problem which can be posed as, "What is the 
maximum density of a set of points in the plane such that no two points are contained in the 
interior of a rectilinearly oriented rectangle of unit area." We show the existence of such a set 

with density 1/../5, and prove this is optimal by giving a matching upper bound. 
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1. Introduction 

The length of one memory cycle is a bound on how quickly a single pixel (picture element) of 
a raster-graphics display can be updated. If each pixel in a region must be updated individually, 
the length of a memory cycle will produce a bound which is unacceptable for many real-time or 
interactive environments. A natural way to avoid this bound is to access more than a single pixel 
at a time. Since the memory is typically partitioned among i\1 random-access memory chips, as 
many as M pixels can be accessed simultaneously, provided that no two pixels reside in the same 
memory chip. 

Figure 1 illustrates a common organization of raster-graphics memory. Each pixel on the 
screen is assigned to one of lvl memory chips in row-major order. Thus in every row, the pixels 
in column m, M + m, 2M + m, and so forth are stored in the the same memory chip m. 
This organization made a good deal of sense when raster-graphic displays were new and the 
interface between the raster memory and the CRT was considered complicated. When the screen 
is refreshed from memory, the line-by-line horizontal scan accesses M pixels in a row and converts 
them into an analog video signal. But althoup.;h the memory system achieves maximal parallelism 
for the screen refresh operation, it can be remarkably inefficient for oLher operations. Updating 
a vertical line of pixels, for example, requires a separate memory access for each pixel. 

1 2 3 4 M 1 2 3 4 M 1 2 3 4 M 
1 2 3 4 M 1 2 3 4 M 1 2 3 4 M 
1 2 3 4 M 1 2 3 4 M 1 2 3 4 M 
1 2 3 4 M 1 2 3 4 M 1 2 3 4 M 
1 2 3 4 M 1 2 3 4 M 1 2 3 4 M 
1 2 3 4 M 1 2 3 4 M 1 2 3 4 M 
1 2 3 4 M 1 2 3 4 M 1 2 3 4 M 
1 2 3 4 M 1 2 3 4 M 1 2 3 4 M 

Figure 1. A common organization for raster-graphics memory which is efficient for raster 

scan)mt inefficient for vertical updates. 

For arbitrary patterns of access there is no hope of maximal parallelism since whatever the 
organization, an adversary can choose to access all the bits in a single memory chip. The best we 

can hope for is to achieve high concurrency for a limited set of frequently used operations. And 
today, since hardware support for screen refresh is relatively well-understood, attention focuses 
on those operations which make the graphics system easier to program. 

Most raster-graphics applications rely on the copying or moving of a rectangle of pixels as 
a basic operation, which is demonstrated by the fact that this operation is implemented in the 
microcode of most graphics processors. The ability to move small rectanglc-s quickly is especially 
important in text-oriented applications. 

Recently, a display was developed at Carnegie-Mellon UniYersity [3,6] that is designed to move 
small squares quickly. Figure 2 shows ho'.v p!xels arc assigned to memory chips in the case of 
lvf = 16 memory chips. The screen is tiled with v'M-by-/M squares, e:i.ch of which contains 
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1 2 3 4 I 1 2 3 4 1 2 3 4 1 2 3 4 
5 6 7 8 , 5 6 7 8 5 6 7 8 5 6 7 8 
9 10 11 12 i 9 10 11 12 9 10 11 12 9 10 11 12 

13 14 15 16 113 14 15

116 
13 14 1 16 13 14 15 16 

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 
5 6 7 8 5 6 7 8 5 6 7 8 5 6 7 8 
9 10 11 12 9 10 11 !12 9 10 11 , 12 9 10 11 12 

13 14 15 16 13 14 15 16 13 14 15 16 13 14 15 16 

F,!gure 2. The 4-by-4 organization for raster-graphics memory. Every 4-by-4 square 

contains pixels from distinct memory chips. 

a pixel assigned to a different memory. The attraction of this scheme is that any ../M-by-./M 

rectilinearly oriented square, whether aligned on tile boundaries or not, contains pixels assigned 

to different memories. Thus any square of area M can be accessed in one memory cycle. 

Unfortunately, the efficiency of the raster-scan operation is reduced in this scheme compared 

with the one of Figure 1. The line-by-line scan will only be able to access ../M pixels in parallel 

because every ../M + 1-by-one horizontal rectangle contains two pixels in the same memory chip. 

A possible solution to this problem is to stagger the tiles so that the second column of tiles is 

shifted vertically by one raster, the third by two rasters, and so on. This ad hoc solution allows 

simultaneous access of all pixels in any M-by-one rectangle as well as simultaneous access of 

all pixels in any ./M-by-,Jivl square, but it suffers from asymmetry of horizontal and vertical 
dimensions and introduces a variety of .other complications. 

This paper asks the question, "How many memory chips M are required to guarantee that all 

pixels can be accesses simultaneously in an arbitrary rectillinearly oriented rectangle of N pixels?" 

A na·ive organization requires M = N 2 memory chips, but we can do much better. 

This paper uses techniques from number theory to produce novel memory organization of M ~ 
VSN chips that allows all pixels in any rectangle of area N to be simultaneously accessed. The 

scheme is regular-a doubly periodic function in the plane-and the constant VS is approached 

from below, so that for small values of N, the constant is less than two. Furthermore, for the 

frequently-used operation of accessing a horizontal line, our scheme allows simultaneous access 
of all M memory chips. 

The remainder of this paper is organized as follows. Section 2 discusses a continuous model 

of the problem that prompted our (discrete) solution. Section 3 presents the doubly periodic 

"Fibonacci" organization of graphics memory , and Section 4 provides the number theoretic 

analysis necessary to prove that the scheme works. The optimality of the Fibonacci organization 

is proved in Section 5, and Section 6 discusses the addressing mechanisms needed to make the 
scheme work in practice. Section 7 contains some concluding remarks. 

2. A continuous analogue 

In this section we introduce a continuous analogue to the discrete problem. We define a set of 

3 



compatible points as a set of points in the plane such that no two points in the set are contained in 

the interior of a rectili nearly oriented rectangle of uni t area. The quest ion we ask in this section 

is, "What is the maximum density of a set of compatible points?" We construct a set of compatible 
points whose density is 1 / ../5, and we prove that this density is maximal. 

The correspondence between this problem and the discrete problem introduced ir.. the previous 

section is as follows. First, the continuous problem deals with rectangles of unit area. A closer 

correspondence to the discrete problem uses rectangles of area N . The set of compatible points 

then corresponds, in the discrete problem, to the set of pixels which reside in the same memory 

chip, and the density of points corresponds to the reciprocal of the number M of memory chips. 

The principal difference in formulation is that in t he continuous model, we no longer require that 
th e "pixels" fall on grid points. 

The statement in the continuous problem that the rectangles have unit area instead of area 
N, however, results in no loss of generality. Any set of points such that no two are contained in a 

rectangle of area N can be mapped to a set of compati ble points by shrinking the coordinates of 

each point by a factor of ../H. Observe, however, that this linear transformation does not work 
for the discrete case where all points must have integer coordinates. 

We shall find it convenient to adopt some standard terminology from geometry of numbers. 

A lattice is a set of points that can be expressed as an integral, linear combination of linearly 
independent (over R ) basis vectors. If there are only two basis vectors, we define the parallelogram 
with the two basis vectors as sides the basic region of the lattice. The fu ndamental lattice is the 

lattice generated by the basis vectors (0, 1) and (1, 0), and we call its points grid points. Many 
properties of lattices can be found in [4]. 

We formally define a set S of points in R 2 as being a set of compatible points if for any pair 
of points (x1, yi) and (x2, Y2) in the set, we have 

Around every point P drawn from a set S of compatible points, there is an infinite-area forbidden 
region bounded by two hyperbolae inside which no other point of S may lie. Figure 3 shows the 

forbidden region for a point at t he origin. The points in that forbidden region satisfy jxyj < 1. 
In the discrete model, the problem is to minimize the number M of memory chips required 

to allow simultaneous access of any rectangle of N pixels. For an arbitrary scheme of assigning 

pixels to memory chips, in a square region of A pixels, there will be some memory chip with the 

largest number k of pixels in the area. Therefore, the number of memory chips M is at least 

A/k, or l /d where dis the maximum density of pixels from a single memory chip in t he square 
region. 

The analogue to minimizing the number of memory chips is, in the continuous model, to 

maximize the density of points in a set of compatible points. Formally, we define the density of 
an arbitrary set of points S as 

d(S) = limsup l{P I PE snD(r)} I, 
,-oc ,rr2 

where D(r) is a disk centered at the origin with radius r . 

4 



Figure 3. The forbidden region around a point at the origin. If the origin is in a compatible 

set, then all the other points in the compatible set must fall outside the region defined by 
the hyperbolae. 

We shall construct a set S of compatible points in the plane whose density is 1/../5, and 

then demonst rate the optimality of the construction by proving a matching upper bound on the 
density of compatible sets. 

Theorem 1. The lattice that is generated by the basis vectors ( 'l/f1¢, v'ef;) and (- ./¢, '1f!¢) 
form a compatible set whose density is 1/../5, where¢ = ½(1 + vS) is the golden ratio. 

Proof. For simplicity, denote ( 'l/f1¢, ./¢) by (a, b). The lattice points are compatible if and only 

if for all integers u and v, the lattice point v(a, b) + u( - b, a) = (av - bu, bv + au) is outside the 
forbidden region around the origin (since the lattice is invariant under translations by its basis 

vectors). Equivalently, for all pairs (u, v) ~ (0, 0), we must have 

l(av - bu)(bv + au) I ~ 1. 

We can rewrite the product as 

(av - bu)(bv +au) = abv2 + (a2 
- b2)uv - abu2 

= v2 
- (¢> - 1/ef>)uv - u2 

= v2 - uv - u2 • 

Since the Diophantine equation v2 
- uv - u 2 = 0 has no solution except u = v = 0, it follows 

that 

l(av - bu)(bv + au)I = lv2 
- uv - u2

1 ~ 1, 

and thus the lattice points are indeed compatible. 

The area of the basic region of the lattice is a 2 + b2 = ¢ + 1/¢>, which is v's. Since there is 

a one-to-one correspondence between lattice points and lattice squares, the density is 1/../5.m 
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This lattice is not the only one that achieves a density of 1/ '15. In fact, Tom Leighton has 

observed that there arc an infinite number of lattices of compatible points that have this density. 

For any t the lattice generated by the basis vectors 

also achieves the bound. The lattice of Theorem 1 is a member of this family of lattices (choose 

t = -,/1]¢), although the basis vectors given in the theorem arc different. The advantage of the 
basis vectors defined in the theorem is that they define a basic region which is square, which, as 

we shal~ see in Section 4, simplifies somewhat the analysis of the discrete solution. 

3. A Fibonacci lattice organization of raster-graphics memory 

This section describes an organization of raster-graphics memory which is based on an integer 

approximation of the lattice scheme from Theorem 1. This organization has the property that all 

pixels in a rcctiline:uly oriented rectangle can be accessed simultaneously as long as the rectangle 

contains no more than N pixels. The number M of memory chips required is at most ./sN, but 
for many practical values it is less than 2N. 

The real-world problem differs from the continuous analogue given in Section 2 in that the 
locations of pixels must have integer coordinates. This subtle constraint causes the problem 

to change in two ways. First, the actual bounds are better for the discrete case than for the 

continuous case, although asymptotically they are the same. Second, the proofs become more 
involved. 

Not surprisingly, the raster-graphics organization is similar to the scheme in Theorem 1, which 
suggests two basis vectors be used to generate the locations of all pixels within the same chip of 

the raster-graphics memory . Pixels are assigned to chips as follows. Let a and b be two relatively 

prime, nonnegative integers which will be specified precisely later. Tli.e two orthogonal vectors 
(a, b) and (- b, a) determine a lattice in the plane, consisting of all points of the form 

v(a,b)+u(-b,a), 

where u and v are integers. Except for the corners, no other grid point lies on the boundary of 
the basic region because a and bare relatively prime. By including exactly one of the four corner 

points in the basic region, the region can be used to tile the entire plane. Thus the number of 
grid points in the basic region equals its area a 2 + b2 . Each of the grid points in the basic region 

is mapped into one of M = a 2 + b2 distinct memory chips. The grid points in the plane are 

partitioned into M equivalence classes. Each equivalence class corresponds to a translation of 
the lattice. All points in the same equivalence class are assigned to the same memory chip. Since 

each equivalence class has a unique representative in the basic region, M memory chips are used. 

In the next section, we will show that the choice of success;ve Fibonacci numbers a= F, and 

b = F, + 1, which yields the number of memories M = F2,+ 1, guarantees that every rectilinearly 

oricntrd rectangle containing no more than M /./5 pixels can be accessed simultaneously. Figure 

4 illustrates this ".Fibonacci lattice·' organization for thirteen memory chips (a = 2, b = 3). 
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p 2 3 ~ 5 6 7 8 9 10 11 12 13} 1 2 3 
6 7 8 9 10 11 12 13 1 2 3 4 5 6 7 8 

11 12 13 1 2 3 4 5 6 7 8 9 10 11 13 
3 4 5 6 1~o)r2 13 1 2 3 4 5 
8 9 10 11 12 1 1 2 3 4 5 6 7 8 9 10 

13 1 2 3 4 5 6 7 8 9 10 11 12 13 1 2 
5 6 7 8 9 10 11 12 13 1 2 3 4 5 6 7 

10 11 
1! [1: 1 2 3 41 5 6 7 8 9 10 11 ; 12 

2 3 6 7 8 910 11 12 13 1 2 3 1 4 
7 8 9 10 11 12 13 1 2 3 4 5 6 7 8 9 

12 13 1 2 3 4 5 6 7 8 9 10 11 12 13 1 
4 5 6 7 8 9 10 11 12 13 1 2 3 4 5 6 
9 10 11 12 13 1 2 3 4 5 6 7 1 8 9 10 11 
1 2 3 4 5 6 7 8 9 10 11 12 13 1 2 3 
6 7 8 9 10 11 12 13 1 2 3 4 5 6 8 

Figure 4. The Fibonacci lattice organization for M = 1.3 memory chips. Every rec-

tilinearly oriented rectangle having no more than N = Ll pixels has the property that all 

pixels arc from distinct memory chips. 

Here, the situation is even better than we promised-any rectangle with at most eleven pixels 
contains no two pixels from the same memory chip. 

Furthermore, o bservc in the figure that one-by-13 and 13-by-onc rectangles have no conflicts, 
which is the best one can do with M = 13 memory chips. This circumstance is not mere luck. 

Lemma 2: Let a and b be relatively prime integers, and let M = a 2 + b2 . The doubly 
periodic memory organization with M memory chips that is based on the lattice generated by 
basis vectors ( a, b) and (- b, a) has the property that any one-by-M or M -by-one rectilinearly 
oriented rectangle contains no two pixels from the same chip. 

Proof. Since the organization is doubly periodic, we can consider a horizontal or vertical line that 

starts at the origin and determine the next lattice point that falls on the line. If the line is vertical, 

all pixels on it have x-coordinate zero. The general form of lattice points is v( a, b) + u(- b, a) = 
(av - bu, bv + au), and thus all lattice points on the line will have av - bu = 0. It follows 

that a divides bu, but since a and b arc relatively prime, we can conclude that a divides u, and 

similarly, b divides v . Furthermore, u and v necessarily have the same sign, which means that the 

magnitude jbv + aul of the v-coordinate is lbvl + jauj. Since a divides u, we have juj ;:::: a, and 

by the same reasoning, lvl ;:::: b. Therefore, lbvl + jauj 'i b2 + a 2 = M, and the magnitude of 
any lattice point on the vertical line is at least lvf . Thus any one-by-M rectangle cannot contain 

two pixels from the same chip. Horizontal lines are treated the same way.lJ 

The following t;ib]e describes the actual values we get for M and N in the Fibonacci lattice 
organization. 

M 5 13 34 89 233 610 

N 5 11 23 53 125 307 
Notice that for all these values, the size N of rectangles that arc guaranteed to have no 

conflicts is, in fact, larger than M / 2. Thus for practical values of ]vf, the oYerh<'ad in allowing 
fast access to arbitrarily shaped rectangles of pixels is small. 
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4. Mathematical analysis 

In this section, we analyze the propert ies of the Fibonacci lattice organization described in 

Section 3. The basis vectors for the raster-graphics memory organization are (F,, F,+i) and 

(-F,+ 1,F,), where F, is the rth Fibonacci number. (When we do not rely on the Fibonacci 

properties basis-vector components, we shall denote the basis vectors by (a, b) and (-b, a).) We 

show in this section that the number of memory chips M in the organization is approximately 

V5 times the size N of the maximum size rectangle guaranteed to have no conflicts. 

The approach in this section is to find the minimum size MIN of a rectilinearly oriented 

rectangle containing two distinct lattice points. The size of a rectangle is defined to be the 

number of pixels in the rectangle. Notice that this defini tion of size differs from the continuous 

model since the number of pixels in a rectangle determined by two grid points equals its area 

plus half its perimeter plus one. Since lvf IN is the minimum size of any rectilinearly oriented 

rectangle containing two lattice points, N = MIN - l because no rectangle of size strictly less 
than MIN contains two lattice points. 

To find MIN, notice that since the lattice is invariant under t ranslations by its basis vectors, 

we lose no generality if, instead of discussing all pairs of lattice points, we restrict ourselves to 

those pairs one of whose elements is the origin . Furthermore, since we are interested in the 

minimal size, it suffices to consider only those rectangles that have the two lattice points at 

opposite corners. The fi rst lattice point is the origin and the second lattice point has the form 

v( a, b) + u(- b, a), and hence the size of the rectangle, its area plus half its perimeter plus one, 
lS 

S(u, v) = (lau + bvl + l)(l- bu + avl + 1). 

The value MIN is the minimum of S(u, v) over all integers u and v not both 0. In order t o find 

MIN, we fi rst translate S(u,v) into a simpler form. 

Lemma 3. Let 

S(u, v) = (IF,u + F,+1 vi+ l)( I- F,+1 u + F,vl + 1), 

and let S(u, v) = (IF2,u - F2,+1 vi+ l )(lul + 1). Then 

def 
MIN= min S(u, v) 

(u,v)~(0,0) 

= min S (u, v). 
(u,v)~(0,0) 

Proof. We shall show that the range of S is the same as the range of S by using an intermediate 

form B. For simplicity, we shall use the notation a= F, and b = F,+1 introduced above. 
Define the intermediate form 

B(u, v) = S(ku - bv, - lu +av), 

where k and l are integers such that ak - bl = l. (The integers k and l exist because the greatest 
common divisor of a and bis one.) The li near t ransformation given by 
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is a bijection since the determinant of the matrix is one. Thus as (u, v) ranges over Z2, the 

ordered pair (ku - bv, -lu + av) also takes on all values in Z2, and hence the range of S is the 

same as the range of B. Since the linear transformation is a bijection which maps (0, 0) to (0, 0), 

we have 

min S(u, v) = min B(u, v) . 
(u,v)~(0 ,0) (u,v)~(0,0 ) 

If we expand B (u , v), we get 

B(u, v) = S (ku - bv, -lu + av) 

= (la(ku - bv) + b(-lu + av)I + 1)(1- b(ku - bv) + a(-lu + av)I + 1) 

= (lul + l)(l(a2 + b2 )v - (bk+ al)ul + 1), 
which has the form (lul + l )(IM v - Cul+ 1). (Note that M = a2 +b2 is the number of memory 
chips.) 

In order to obtain S(u, v), we first determine the explicit coefficients Mand C in B(u, v) when 

the components of the basis vectors are the Fibonacci numbers a = F, and b = F. + 1 . We use 

the following two Fibonacci identities: 

F,, 1 = F1F 1 + 1 + F1 -1F,, 

F,- 1F, - 1 - F; = (- 1)' . 

From the first identity, we get that the number of memories J\1 is 

M = a
2 + b2 

= F; +F;+1 

= F2r+1 . 

To find C, observe that the k and I such that ak - bl = 1 are k - (- 1 y+ 1 Fr and I -

(- 1y+ 1Fr-l· Hence, by using the second identity, we have that 

C =bk+ al 

= (-1r+ 1(Fr+1Fr + F,Fr_i) 

= (-1r+ 1 Fr+r 

= (- 1y+1F2r. 

Thus for a= Fr and b = Fr+ i, we have 

B(u, v) = (lul + l)(l(-1r F2rU + F2r+1 vi+ 1) · 
The form S was defined in the statement of the lemma as 

S(u, v) = (lul + l)(IF2,u - F2r+1 vi+ 1) . 
If r is odd, t hen (-1)' = -1, and therefore B(u, v) = S(u, v). If r is even, on the other hand, 

then B(u, - v) = S(u, v). Since we have already shown that 

min S (u , v) = min B(u, v), 
(u,v) ;r--(0,0) (u,v) ~ (0,0) 

we get 

min S (u, v) = min ,S'(u, v) , 
(u,v),-f(0 ,0) (u,v)~(0,0 ) 

which was to be proved.a 
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The next lemma gives the exact solution for MIN, which by L emma 3 is the minimum value 

of S(u, v). 

Lemma 4. Let S(u, v) 
(Fr+ l )(Fr+l + 1). 

Proof. We first show that 

(lul + l) (IF2rU - F2r+1 vi+ 1). Then min(u,v);;,f(O,O) S (u, v) = 

MIN= min S(u,v) 
(u,v)~(0,0) 

= min (lul + l)(IF2rU - F2r+ 1 vi+ 1) 
(u,v)~(0,0) 

= min (F,,.. + l )(F2r-n+ 1 + 1), 
o:5n:52r+ 1 

and then show that the latter minimum is (Fr+ l )(Fr+1 + 1). 

It suffices to consider nonnegative values of u since S(u, v ) = S( - u, - v). The value MIN 
cannot exceed S (O, 1) = F2r+i + 1, but because S(u, v) ~ u + 1 (the right factor is at least 

one), we need only seek a better value fo r MIN in the interval O < u < F2r+ 1 . 

The key idea is to divide the half- open interval [l ,F2,+1) into subintervals [Fn,Fn+d, for 

n = 2, 3, . . . , 2r . (I\otice that F1 = F2 = 1, and thus n starts from 2.) The integer u lies 

inside one of these intervals. Consider the fraction F2r /F2r+ l· The convcrgents of its continued 

fraction expansion arc F1 /F2,F2/F3, . . . , F2r/F2r+ i• By the continued-fraction approximation 

theorem (4, Theorem 181, p. 151), if Fn ::; u < Fn+i, then for every integer v we have 

Multiplying through on both sides yields 

I

UF2r - vF2r+l 1 > IF2rFn - Fn-1F2r+1 I· 
uF2r+1 - F2r+1Fn 

Using the F ibonacci identity IF,Fi· - Fi+ 1F1-1 I = Fi-i +1 , we get 

u 
luF2r - vF2r+ 1I ~ F,,.. IF2rFn - Fn-1F2r+il 

~ IF2rFn - Fn-1F2r+1I 

= F2r-n+1 • 

To summarize, if u falls in the interval [F,,..,F,.+ 1) , then luF2r - vF2r+il > F2r- n+l · 
Therefore, 

and equality is achieved when u = Fn and v = Fn-l • As a result, we have 
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which completes the first part of the proof. 
The second part of the proof is to show that indeed 

If we define 
def 

E(n, r) = (Fn + l)(F2,-n+1 + 1), 

then what we want to show is 

min E(n, r) = E(r, r). 
o::::;n::::;2,+1 

Since E(n, r) is invariant when n is replaced by 2r + 1 - n, it suffices to consider values of n in 

the interval [O, r]. 
We now show that E(n, r) is no larger than E(n + l, r) for n = 1, ... , r - 1, after which we 

shall complete the proof by demonstrating that E(O, r) ? E(r, r). We make use of the explicit 

formula 
•r 

¢' -¢ 
F, = - --

v'S 
for a Fibonacci number in terms of the golden ratio ef> and its conjugate¢,= ½(1 - Js) in order 
to obtain an alternative expression for the high-order term of E(n, r): 

¢2r+l + ¢2'+1 _ ¢2r+l-n¢,n _ 4,2•+l-n cpn 
5 

(-lt+l( 2ef>2r-2n+l) 
= C, + ../5 F2,-2n+1 + js , 

where C, is a constant depending on r alone. Taking advantage of the fact that lef>I is less than 
1 and using the basic recurrence for Fibonacci numbers, we have 

E(n, r) - E(n + l, r) 
(-l)n+l( 2¢2r-2n+l) 

= F2,+1-n + Fn + ../5 F2,-2n+1 + js 

(-l)n+2( 2¢2r-2n-1) 
- F2r-n - Fn+ l - y5 F2r-2n- 1 + v'5 

F2r - 2n 
? F2,-n-l - Fn-1 - js - 1 

? F2,-n- l - Fn-1 - F2r-2n 

? 0, 

and hence E(n, r) is at least as large as E(r, r) for n = 1, ... , r - 1. 

As for the remaining inequality E(O, r) ? E(r, r), it is merely F,F,+ 1 +F,+2+1 ~ F 2, + 1 +1, 
and its truth may be verified by using the identity F; + F;+ 1 = F2,+1- I 
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Lemma 5. The minimum size of a rectilinearly oriented rectangle that contains two points of 
the lattice generated by the basis vectors (Fri Fr+ i) and (- Fr+ 1, Fr) is 

MIN = (F, + l)(F,;-- 1 + 1). 

Proof. The proof follows directly from Lemmas 3 and 4.B 

Thecrem 6. Let M = F2,+ 1 , and let N = F,Fr+t +F,+2• Then there is an organization/or 
raster-graphics memory with f.,f memory chips such that every rectilinearly oriented rectangle 
of size at most N contains pixels from distinct memory chips. Furthermore, N is greater than 

MJJ5. 
Proof. From Lemma 5, we have that MIN = (Fr+ l)(F,+ 1 + 1), and since N = MIN -1, 
we get N = FrF,+ 1 + Fr+2 · All that is left to be proved is that N > M / /5. Using the the 
explicit formula for Fibonacci numbers, it can be verified that the sequence 

converges to 1/ -/5. We now show that this sequence is monotonically decreasing, so each of its 

elements is at least as large as the 1 /✓5 limit, which will complete the proof. 

It is enough to show that the difference of consecutive ter ms in the sequence is positive, or 

equivalently, by multiplying through that 

Using the explicit formula for Fibonacci numbers, we obtain the identity 

and the identity 

F2r+3Fr+ 2 - F2r+ 1Fr+ 3 = F2,+ 1F, + F2,Fr+ 2 

may be derived by induction. 

Multiplying both sides of the first identity by F,+ 1 and adding it to the second yields 

F2,+3(F,F,+ 1 + F,+2)- F2,+1(Fr+1Fr+2 + Fr+3) 

= F2,+1Fr + F2 ,F,+2 + (- 1)'+ 1F ~+ 1 • 

The right hand side is positive because F,-t-t is less than both F 2, and Fr+2•1 

The next section shows that the Fibonacci lattice organization is essentially the best possible. 

5. Optimality of the F ibonacci lattice organization 

This section shows that the Fibonacci laLticr. organization from Section 3 is esscnti:dly the 

best possible by proYiding bounds for any raster-graphics memory organization. In order to get 

12 



the bounds for the memory organization, an upper bound is fi r st proved in the continuous model 

for the density of a set of compatible points. ln particular, we show that any set S of compatible 

points in the plane has density d(S) ::; 1/ VS. 
In order to prove the the density bound for a compatible set S, we consider a bounded region 

of S. The points of S in this region a re triangulated in such a way that most of the triangles have 

large area (at least }5/ 2), and hence the density of Sin this region is small (at most 1/ VS- o(l)). 
Taking t he limit as the radius of the region tends to infinity then establishes the upper bound of 

1 / VS. First, however, we introduce some terminology. 

Definition. Let P 1 = (x1 , yi) and P2 = (x2 , y2 ) be two points in the plane. We denote 

the ( open) rectilinearly oriented rectangle defined by P1 and P2 as R(P1 , P2) and its area as 

A(P1,P2) = lx1 - x2IIY1 - Y2 I- We also denote the semiperimeter of the rectangle (the /1 
norm) as L(P1, P2) = lx1 - x2I + IY1 - Y2I-

If P1 and P2 are compatible points, then A(P1, P2 ) :2:: 1. Also, we have 

L(P1,P2) = lx1 - x2I + IY1 - Y2I 

2 2J1x1 - x2ll!i1 - Y2I 

:2:: 2, 

because the arithmet ic mean is at least the geometric mean. 

We now define the notion of good and bad triangles, and show that a good t riangle has area 

at least ./5/2. 
Definition. Let P1, P2, and ?3 be compatible points in the plane. We say that triangle 

6.P1P2P3 is a good triangle if 

• P1 (f_ R(P2, P3), 

•P2 (f_ R(P1,P3), and 

• P3 (f_ R(P1, P2), 

and a bad triangle otherwise. 

Figure 5 gives an example of a good triangle and a bad triangle. In the bad triangle of the figure, 

we call the edge P2P3 the bad edge, and we call the angle L.P2P1P3 the bad angle. 
The next lemma provides a lower bound on the area of a good triangle. 

Lemma 7. Any good triangle has area at least VS/2 . . 
Proof. 1 Without loss of generality, we assume that the triangle is defined by the three points 

(0, 0), (x1, yi), and (x2, Y2), where 0 < x2 < x1 and 0 < y1 < Y2, because any good triangle can 
be brought to this position by translation and reflections about the axes. The areas A, B, and 

C of the t hree rect::ingles defined by pairs of these points are each constrained to be at least one 
since the points ar c: compatible, and hence 

A = X1Y1 21, 

1 Thanks to Don Coppe rsmith of ITJ:1.1 who provided this proof which is simpler than our original. 
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Figure 5. A good triangle (top) and a bad triangle (bottom). 

C = (xi - x2)(y2 - Yi) ~ 1 . 

The area of the triangle is ½(xiy2 - x 2 yi) which we wish to show is at least ./5/2. 
Substituting Yi = A/x1 and x2 = B / y2 into this last inequality yields 

C = (x1 - B/y2)(Y2 - A/xi) . 

Multiplying through by x 1y2 gives 

(x1y2)2 - (A+ B + C)xiY2 +AB = 0 . 

Similarly, substituting xi= A/y1 and Y2 = B/x2 into the third equation gives 

(x2yi) 2 - (A+ B + C)x2!J1 +AD= 0. 

Thus both XiY2 and X2Yi are roots of the equation s2 
- (A+ D + C)s + AD = 0, and since 

X1Y2 > X2Yi, we have 

X1Y2 = ~ (11 + B + C + J(,-1 + D + C)2 - •1,-W) 
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and 

W<' can now hound Lh<' ar<'a ol' t.li<' l. riangl1· by sir11plc ;ilg<'hraic rnanipul:d.io11: 

i(,1!1'2 - .r'2!Jr) = i/(;t+ /J + Cf- -H/J 

= ~ J(,t - !If+ c°'2+:t,\C' + '!./JC 

> ~ v'(l + I + 2 + '!. - 2 
I 

= -A.1 
2 

Alt.hough Lhe ar0a of a good tria11 ).;i<' is hounded rrom 1>1,low, Uw ar<'a of a bad triang!P can 
be arbitrarily small. In order t,o get a good uppc>r bound on Lh<' density or a compatible set, we 

now show !.hat any dbk-shapcd port.ion of such a s1it has a Lriangulation with few bad Lrianglcs. 

Lemma 8. Let S be a set of compatible points in the plane, and let Dr be a disk of radius 

r. Then there is a triangulation of the points in Sn Dr which contains no more than ,tr bad 
triangles. 

Proof. Consider triangulations of Lhc points in Sn Dr that minimize Lhc number of bad Lrianglcs, 
and or those pick on<' that rninimiz<'s Lhc sum ol' the bad angles of the bad triangles. Take any 
bad triangle f:::./>1 f>2P:i with bad edge />2 />3. Ir the bad edge />2P3 doc's not lie on t.he boundary of 

Lhe convex hull of Sn Dr, then there is a fourth point. h E 8 n Dr such Lhat, triangle l:::.P2P:iP-1 
shares the edge />21'3. The point />4 is lying in the half plane defined by 1'2/>3 which docs not 
con Lain />1• 

Figure 6 shows a bad triangle in Lire triangulation, which is the general case except for 
reflect.ions about. the axes. The figure also out.lines the live possible regions in which P4 could 
lie. We shall show by case analysis that in a "minimal" triangulation, the only l'easiblc region for 
P4 is Region 5. Ir J>,i is in any of th<' ot her rqi;ions, replacing edge P2 /'3 with edge 1\1)4 would 
improve the LriangulaLion thus conLradicLing its minimality. 

Case 1. If P1 is in Region 1, we replace the two bad triangles l:::.P1P2P3 and l:::.f2P3P4 by the 
two good triangles I:::. Pi P2 P4 and l:::./>1 P3 ?4 . 

Case 2. If P4 is in Region 2, we replace the bad triangle l:::.1\P2 P3 and Lhc good Lriangl1~ l:::.P2/J3P4 
by two good triangles l:::.P1 P2P1 and l:::./\P3P4. 

Case 9. If P4 is in Region 3, we replace the bad triangles l:::.I\P2P3 and f:::./>2fJ3P4 by the bad 

triangles l:::.J\P2P4 and l:::.P1P3P4 • Although this modification docs not reduce the number of 
bad triangles, it docs reduce Lhe sum or Lhc bad angles. We assume without loss of gcncraliLy 
Lhat /\ is in the upper right port.ion of Region 3. The two bad angles were originally L.P2l\P3 

and L.P2P4P3, and they are replaced by Lhc bad angles L./J2P1P4 and L.P2P4 P3. This is an 
improvement since L.P2l\]>4 < L.P2E\P3 and L.F\P1P3 < L.P2P4P3. 

Case 4- If P4 is in the upper right portion of Region 4, we replace Lhe bad triangle l:::.P1P2P3 and 

the good triangle l:::.P2/J3P4 by the bad triangle l:::.P1P2P4 and the good triangle l:::.!\P3P4 • The 
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Figure 6. A bad triangle whose bad edge /'~/':1 is not. _on I.he hound:iry, and t.hc five 

region~ in which point. /', wuld lie. 

new bad angle L.I'-J'1 !'4 is smaller Jhan the original bad angle L.P21'1 /'3. The lower left portion 
is dealt with similarly. · 

Thus we may conc:ludc that the point I'4 is in Region 5, and without loss of generality 
we assume it is in the upper right portion of the region. The triangle D../'2 /'3/',1 is bad, and 
L(/'2, P4 ) = L(P2 , P:i) + 1,(/':i, /'4). $i11c:c the points /'3 and /'4 arc compatible, we have already 

shown that /,(!'3,/'4) ~ 2, a.nJ hence L{f'2, P4) ~ f,(/'2, l';i) + 2. 
Applying the same arguments to the triangle D../'2/'3/'.1, we obtain a chain of adjacent bad 

triangles with iucrcru;ing bad-<'dg<' lengths in the /, norm. The chain cannot cycle back on itself 
because the edge lengths arc strictly incrcm;ing. Thus the chain must terminate with a bad 

edge Pi/~· 011 the boundary of the convex hull of Sn Dr. In fact, the bad edge l'il'i can be the 
terminating edge of more than one chain because there can be a tree· of bad triangles rooted at 
the triangle with bad edge Pi/>i on the boundary of the convex hull of Sn Dr· 

If the tree contains k triangles, then the boundary edge .l'il'i h;,is length [~Pi, Pi) ~ 2k + 2, 
which we now show by induct.ion on k. Fork = 0, th<' length bound holds for any two compatible 
points. Let k1 be the number of bad triangles in the subtree converging l.o l'il'1, and let k2 be 

the number converging to !'1/'i · (The valu<'s k1 and k2 may be zero.) Then k = k1 + k2 + 1, and 
hence the induction hypothesis holds for both subtrees because k1 and k-i arc each less than k. 
Therefore, 

as desired. 

I.,(l'i, Pi ) = L(Pi, Pi)+ 1,(/'t, Pi) 

~ (2k, + 2) + (2k2 + 2) 

= 2( k 1 + k2 + 1) + 2 

= 2k + 2, 
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Figure 7. A I.rec of four bad triangles which terminate with edge l';l'i· 

We have just shown that if the tree has k t riangles, then the boundary edge P,/Jj has length 

L(P.;, Pi) ~ 2k + 2, and hence k < ½L(P.;, P1-). Furthermore, since thC' trees rooted al two bad 

boundary edges consist of disjoint sets-of bad triangles, we can bound I.he total number ol' bad 

triangles in the whole triangulatioh in terms of the length (in the L no rm) of the boundary of 

the convex hull of' Sn Dr• But the length of the boundary is at most 8r, and therefore, the total 

number of bad triangles is less than 8r /2 = 4r -I 
Lemma 8 shows that a set of co~1patiblc points in a disk can be triangulated with rew bad 

triangles. Therefore, most of the triangles a.re good t riangles which, by Lemma 7, have large 

area. These results allow us to give a 1/./5 upper bound on the density of comp:1tiblc sets. 

Theorem 9. Let S be a set of compatible points in the plane. Then the density cl(S) of S 

satisfies d(S) ::; l/./5. 
Proof. Let Or be a disk of radius r, let n be the nuniber of points in Sn Or, and suppose the 

boundary of the convex hu ll of Sn Dr contains m points. By Lemma 8 there exists a t riangulation 

of the n points with at most 4r bad t riangles. Every triang-ulation of the m points contains 

2n - ni - 2 triangles, and thus the number of good t rian gles is at least 2n - m - 2 - 11.r. A lower 

bound on the length in the L norm of the boundary of the convex hull of Sn Dr is 2m, and an 

upper bound is 8r. Hence m ::; ,tr, and the number of good triangles is at least 2n - 8r - 2. 

Dy Lemma 7 the area of a good triangle is at least ./5/2, and Llrns the total area occupied 

by the good t riangles is at least (2n - 8r - 2)(./5/2) = (n - 4r - l )'-/'5. The area of the good 

triangles cannot exceed the circle area, so (n - 4r - 1)./5::; 1rr2 and n::; u-i /~ + 4r + 1. The 

density of points wi thin Sn Dr is just 

__!:_ < _1_ + 4r ~ 1 • 
u2 - v'5 7rr 

Letting r--+ oo implies d(S) ::; 1/./5, as desired. I 
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We arc now prepared io show that the Fibonacci lattice organization from Section 3 is 
essentially the best possible. 

Theorem 10. For any organization of raster graphics memory with M memory chips such that 
every rectilinearly oriented rectangle of size N contains no two pixels from the same memory 
chip, the relation M ~ ./sN - O(N314) holds. 

Proof sketch. The proof parallels that of Theorem 9. The principal difference is that the size of 

a rectangle includes not only its area, but also half its perimeter plus 1. 

Let S be a set of grid points in the plane such that for every pair of points Pi = (xi, yi), P2 = 
(x2, Y2) in it, the compatibility condition (lxi - x2I + l)(IYi - Y2I + 1) ~ N holds. Multiplying 

through yields lxi - x2IIYi - Y2I ~ N - lxi - x2 I - IYi - Y2I - 1. If I'i and P2 are two 
points :contained within a circle of radius r, then we have lx1 - x21 + !Yi - Y2 I s;; 2.;2°r, so 

lx1 - x2IIY1 - Y2I ~ N - 2.;2°r - 1. 

Letting c = N - 2.;2°r - l and using the notation of Section 2, we have A(P1 , P2 ) ~ c. 
Using the same techniques as in the proof of Lemma 7, Lemma 8, and Theorem 9, we can prove 

that the density d, of points in Sn D, satisfies cd, s;; Jg + 4
:',;; i, where r' = r j ..fi. Letting 

r = N 314, we haver' ~ N 114, and hence 

(N - 2hN3/ 4 - l)d < _l + 4N1/4 + 1 
r - ./5 nNl/2 

Since d, is an upper bound on the density of pixels which can be stored on a single memory chip, 
we have A1 ~ 1 / d,, and thus 

6. Addressing scheme 

( 1 - 2/2N- 114 - 1/ N) 
M > ..fsN---- ----

- . ( 1 + VS 4N 1 /◄+t) 
,r Nl / 2 

= ./sN - O(N3f4) -II 

The organizat ion for raster-graphics memory proposed in Section 3 guarantees that small rec

tangles contain pixels from distinct memory chips. In order for the entire system performance to 

benefit from this organization, however, the address calculations must be easily implemented. We 

do not try to solve all the engineering problems associated with making this memory organization 

scheme work, but in this section we give indications of how the address calculations might be 
efficiently computed. 

The addressing mechanism must be able to take the x- and y-coordinates of a pixel and 

generate the chip number and address within the chip. Suppose the lattice organization is 

determined by two basis vectors (a, b) and (-b, a). Two pixels at locations (x0 , y0 ) and (x, y) 
which dilTer by an integral linear combination of the the basis vectors lie in the same memory 

chip. That is, they have the same memory number if there exist (unique) integers U and V such 
that 

(x, y) - (xo, Yo)= U(a, b) + V(-b, a). 
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One natural, but inefficient, addressing mechanism is based on the fact that each of the 

M = a
2 + b2 

memory chips contains exactly one representative in the basic region with corners 
(0, 0), (a, b), (- b, a) and (a - b, a+ b). The chip number of a pixel (x , y) can be determined 

by computing which pixel (xo, Yo) in the basic region is from the same chip, and then using the 
ordered pair (xo, Yo) as the chip number. By letting 

U = lax+ byj 
a2 + b2 ' 

V = l ay - bxj 
a2 + b2 , 

the chip number (xo, Yo) of a pixel (x, y) is then (xo, Yo) = (x , y) - U(a, b) - V(- b, a). Fur
thermore, the ordered pair (U, V) forms an appropriate address for the pixel (x, y) within the 
chip. 

The addressing mechanism can be simplified substantially if we notice that any arbitrary set 

of M pixels, no two of which are from the same chip, can be used as a set of representatives. In 

particular, any pixel differs by an integral linear combination of the basis vectors from a unique 

pixel in the horizontal line extending from (0, 0) to (0, M - 1). This scheme corresponds to 

t iling the plane with one-by-M bricks instead of tilted squares. (Holladay [5] uses a similar tiling 
scheme for halftone generation.) 

To derive an appropriate addressing scheme, we choose an alternative pair of basis vectors 

that span the same lattice. Since a and b are relatively prime, there exist integers k and l such 

that ak - bl = 1. The two vectors (bk+ al, 1) and (a 2 + b2 , 0) generate the same lattice as the 
original basis vectors (a , b), (-b, a). Thus any pixel (x, y) can be mapped to a pixel (xo, y0 ) where 

Yo = 0 and xo E [O, lvf), which means xo alone can serve as the chip number for the pixel. If we 

denote C = bk+ al, and recalling that lvf = a2 + b2, the chip number for an arbitrary pixel 
(x,y) is x-Cy (mod M) . The address of the pixel the ordered pair (lx/MJ,y), which is also 
easy to compute. 

An advantage of any doubly periodic organization that should be mentioned concerns the 

communicati on among the memory chips. Typically, each chip has a single connection to an 

M -pixel buffer. To move a rectangle of pixels, three st eps are required. The rectangle of pixels 
is read into the buffer, the pixels in the buffer are permuted, and the pixels are written back to 

the memory chips at different locations. The advantage of the periodic organization is that the 

set of permutations encompasses only circular shifts of t he buffer. Thus a standard barrel shifter 
can be used for all permutations. 

One issue that we have not faced is the problem of generating addresses for each of the M 
chips given some standard specification of the rectangle to be accessed. Whether the address 

calculations can be made possible at reasonable cost requires an engineering analysis. The com

peting concerns are the the strong regularity of the latti ce-based organization which should help 
the design versus · '1e need to perform modular arithmetic which could require much hardware. 

7. Comments 

The Fibonacci lattice organizat ion of memory allows all rectilinearly ori ented rectangles of 

a given size t,o be accessed. Not surprisingly, some economy in hardware can be gained by 

being more restrict.ivc. For example, the memory organization based on the lattice generated by 

the basis vect,Hs (1, s) and (- s, 1) allows three types of rectangles-s-by-s, one-by-s2 + l, and 
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s2 + 1-by-one-- to be accessed efficiently. The number of memories required by this scheme is 

M = s
2 + 1. 

The Fibonacci lattice organization can also be used to speed up the access rate in machines 

with interleaved memories. For example, the organization might be useful for matrix and image 

processing applications. 

An interesting question is how to extend the constructions and bounds of this paper to 

dimensions higher than two. For example, the analogous question for three dimensions would 

be, "How does one construct a dense set of points in the three dimensional space, such that no 
two points of the set are contained in the interior of a rectilinearly oriented box of volume l ?" 
and, if such construction is at all possible, "What is the maxim1tm density possible for such a 
set?" In fact, we can construct a lattice whose density is 1/7, satisfying the "compatability" 

requirements. Using a tilted cube of edge length -/3, we can show (by an argument similar to 

that in Ill, Theorem 1) that 1/3-/3 is an upper bound on the density of such sets. It remains to 

be seen whether the techniques from Section 2 can be applied to achieve a tighter lower bound 

for the three-dimensional case. 
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