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ABSTRACT 

The problem investigated in this thesis is that of finding 

homeomorphic images of a. given graph, called the pattern g.ra.ph • . li.D 

a larger ,gra.ph A hom.eomot"!)hisn is a pair of ma.pp,ings, 1[V~a), suc"h 

that V maps the nodes of the pattern graph t ,o, nodes of the larger 

graph, a.nd a maps the ,edges of the pattern graph to (edge or node) 

disjoin paths in the larger graph. A homeomorphism re:pres,ents a. 

similarity of structure between the graphs involved. Therefore# 

it is an impo:t"ta.nt concept for both graph theory and applicati•ons 

such as programming sche a. 

We give a formal defini ion of the subgraph hom.eomon,hism 

problem. In our investigation, we focus on algorithms which d.epen.d 

on the pattern graph a'ld al lo\i the. :node mapping, v, · to be partially 

or totally specified. Reductions between node disjoint and edge 

disjoint formulations of the problem are d · scussed. Also, reductions 

facili.tating the solutio of giv·en subgraph homeomorphism problems 

,are formulated. A linear time algorithm for finding a cycle in a 

graph containing three giv,en nodes; of the graph is presented . Final­

ly, the two disjoint paths problem, a.n opan problem,. is discussed 

in detail. 
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Au horts Note 

This publication contains mi.nor revisions to the the.sis submi.tted 

in May ~19 77 . Since that time. an e)i( I vj j .E j ) ti.me algorithm to .s,olve 

the t\oTO disjoint pa.tbs problem has b.een found by 'l. Shiloach1 • This 

problem is discussed in Chapt:.er V as an open problem. Sbiloach I s solu­

tion includes a proof of Watkin's conjecture (cf. Chap. V, p. 106). 

Th~ n~w algorichm extends the earlier work of Perl and Shiloach [Perl] 

for planar graphs. 

1. Shiloach, Y. ~ private. communication 

Key words; homeomorphisms of graphs, path-finding algorithms, 

forbidden subgraph propertie.s, cycles i graphs . 
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troduction 

In this thesis we: examine vario s forms of the subgraph 

homeomorphism proble:m.. A subgraph homeomorphism problem is a problem 

which may be described s the search for a homeomorphism fro, a pattern 

graph H to a subgrap of another graph G. A ho eomorphism between 

two graphs characte~ 2es a similarity of structure within the two 

graphs. Similarity of structure 's a· 1- po.rtant concept for graph 

theory and for applications such a.s modeling computer programs. 

our goal in the body of this thesis is to present a precise 

def'nition of each of the forms of the subgraph homeomorphism 

problem., and to present solutions to specific subgraph homeomorph - s 

problems. We also re ate the va ious forms to each other in the 

hope that solving one ype of subg:r-aph homeomorphism problem m'Cl.y 

l ,ead to the solution of other types. In Chapter II, we define t.,he 

subgraph homeomorphism problem and give so e motivation for our inter­

est in it. We also prove various relat'o ships be.tween subgraph 

homeom::>rptism. problems defined using node disjoint paths and those 

defined using edge d ' sjoint paths. I Chapter III, we discuss sev­

&al methods ,of solving subgraph homeomorphism problems based on a 

network flow a.lgorit and reductions which we will describe there. 

In Chapter IV, we present a new algorithm which solves a subgraph 

ho eomorphis problem when the patter graph is a cycle of length 

three. Th" s prob •&n is equivalent to finding a. cycle in an undirected 

graph con aining three given nodes .. In Chapter V, we concentrate 

on what we believe to be the most alluring open subgraph homeomor­

phism problem - - t e two disjoint paths proble.~. Chapter I 

summarizes our resul sand presents other directions of possible 

fu.ture research. 
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II Preliminaries 

II.l Definitions 

A directed graph G = <V,E> consists of a finite set V of nodes 

(or vertices) and a set E £ vx.v cf edges. · f e--(u,v) is an edge in 

E, we say edge e. goes from nod~ u to node v ~ and nodes u and v are 

adjacent nodes. If a node v has k edges entering it and j edges 

leaving it, we say that v has in.degree k and cmtdegree j. An 

undirected g~ G = <V,E> is defined similarly except .. hat Econ-

ta.ins unordered pai:rs of nodes. For a.n undirected graph, we will 

retain the notation e=iu,v) with the und.ersta.nding that (u,v) = (v ,u}, 

and edge e go,es from u ·to v or from v t:io u. In this case, the in­

degree. and out.degree of a. node a.re the same and will simply be called 

the degr,ee of the node. l!.. subi_raph of d graph -G is a. graph s ~ <u ,A> 

such t.hat U~V and A is a. subset of E containing only edges t..•hich 

go between nodes in a. 

Given a graph G"" <v,E> (directed or undirected)~ we define 

We 

say that p goes from node v
1 

to vn and is of length n-1. Each edge 

edge of p, and each node, 

is on path p. The nodes v1 and. vn are e dpoints of P1 and nodes vi; 

l< i< n-l, are interior point.s of p. A sllbpath of p is any path 

< {v. 1 v . 
1

) (v. 1 ~ v. 2) ••• (v. 1 , v.) > where l.:S. i < j.:'.: n. We call a pa th 
i ~+ 1+ i+ J- J 

simple if v iF vj for i;i!j,. 1~ i< n,, l< j.:'.: n, except that v 1 may equal 

vn' in which case the path is a simple cycle. TwO paths, p1 and p2 , 

are node disjoint if v .~ u., l< i< m, 1< j_::.n, where 
J. J 
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Two patns# p
1 

and p
2 

a.s above, are edge disjoint if 

(vi~v.+1 ) # (u .. ,u .. 1), li i< rn-1, l< j< n-1. 
. l ·' J J+ - - - -. 

A (r,ooted), trae is a gr.aph G containing no cycles ('ITTten d.il:ection 

of e.dg:es in directed graphs i.s :ignored). One node is distingui.sbe.d as 

the ~~ and there is a path fl'om the root to each node in G. Nodes 

in G of degree one ot.her than the root (or of outdegree O for directed 

graphs) are termed 1,e.avea.. 

rn the fo lowing disc:u.ssion, let G "" <v ,EG> and H ~ <v , E > 
G H H 

both be directed. g:ra.phs. Let P (1G) be the set O·f all simple pat.h:s in 

G. N is said to be (node disjoint) homeomorphic to a subgraph of G, 

de noted H-4,f, if there exists a one to one niappi ng \) :V
1
,i·~V' G and a 

one to one mapping o:EH .. P(G) such that: 

,i) 
ii) 

iii) 

o. ( (u
1

, u
2

} ) """P implies p goes from v {~ l to v (u2); 
for any t\'i-o distinct paths p 1 and p 2 i~ a. C~H} • 
p

1 
and p

2 
sh.a.re at most one vertex~ which is an endpoint 

for both p and p ; 
for all ut~; v(ui is on p, a. pa.th in a(E

8
). if and only 

if \I (u) .is ~n e.ndp,oint of p. 

Then (\l ,o:,) is ,a homeomorphism from U to the subgraph of G: 

<v,(vH~ U {v&VGI (ap) 'PEa(~) and 'V is an interior node cf PL 
{ee:~G! (3p) p&o;(~) and e f.s ,an edge of p}> • 

Condition iii is implied by conditions i and ii if H conta.i.ns no 

isolated nodes (Le. nodes adjacent to no other node). If lfe 

replace conditions ii and iii.by the c;:ondition t:hat o. {EH) be a set. 

of pairwise edge dis joint simple paths of" G, then His edge disjoint 

hoilleOmorphic to a subgraph of G~ denoted H2iG-

1n the case of Wldirected graphs, an alternate definition of 

n.ode disjoint homeo;n0rphism has been used historically. In this 

def ini t.ion ~ H~ if nodes can be inserted a ·' ong the edges of H to 

yield a new graph H" which is isomo.rphic to a subgraph of G [Ra 1973, F· 8]. 

This definition. is readily seen to be equivalent to the abov2 defin-
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ition. (See Flgure li ~l-1.) We. have chosen to use the above defin­

ition since defining a homeomorphism in terms of paths of Gallows 

one to conceptual.ize the problem of finding homeomorphisms i n terms 

of find"ng paths in G and to readily use the body of pathfinding 

algorithms already in the literature. 

OUr l"esearch ha.s be.en primarily concerned with node disjoint 

honieomocphisms. Section II.3 discusses relationships between node 

disjoint and edge disjoint homeomorphisms. In the remainder of this 

section and the next, we discuss only node disjoint homl!Olnorphisms, 

hereafter simply called hom~o1n0rphisms~ 

For both the directed and undirected c.a.ses, the general sub­

graph homeomorphism. problem -- given Hand G. is H homeomorphic to 

a subgraph of G -- is NP-complete . This can easily be seen by con~ 

sidering the Hamiltonian Circuit problem [Ah, pp. 378-394]. Given 

the question'" "DOes G contain a Hauu.ltonia.n ci:c-cuit? 11 we construct 

H such that [vH l,,, lvG I a.nd the edges of H connect the ver._ices in a 

cycle. We then, ask, "is H homeomorphic to a subgraph of G?" Then 

His ho eomorphic t.o a subgraph of G if and only if G contains a 

Hamiltonian circuit. 

Given that the general suhqraph homeomorprism problem is 

NP-complete, our research has focused on the existen.ce of polynomial 

time algorithms when His a constant. (Thus, these a..lgarithms 

may take a number of steps polynomial in the .size of G, Le . 

IVG I+ I EG I , where the degree ma.y be a. function of the size of H. ) 

We furthe:t: allow as input a. partial or total s~c:ifica:tion o .f \). 

ln this case, the subset of VH which serves as the domain of the 
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Figure II.1-1 IllustrQtion of the two definit·ons of ho eornorphism. 

H; G; 

C 

Onde:r definit.'on given, H~G by : 

v: a ➔ 1 

b+3 

Under alternate d•efinition.: 

e r .•. .• , 

ii 

2 7 
8 

3 6 

(b,c) + < (3,4}, (4 S) > 

(c,a.) -+- < (5, 6), (6, 7), (7 ,1) > 

Mclpping : a 1 

i. 4 2 

.b + 3 

ii ... 4 

C + 5 

iii -4 6 

iv-+ 7 



10 

partial spe-cifi.cation of u is also a constant. The prob em under 

consideration can then be stated as follows: 

G·v-en: H""<Vff,EH> a fixed undirected (directed) g:r:aph~ 
Let NH~ V 

8 
also be fixed for the problem. 

Input: Unairected (directed) graph G=<V ,E > and 
f 

. G G 
P=Ng-+ VG a one to one unction . 

Problem: Find ~:v8 + VG one to one and ~:Ea+ P(G) one to one 
such that: 

i}(v,a.) is a homeomorphism from H to a 
subgraph of G. 

ii) (V ~NH) \I (v)=p (v) . 

His callee the pattern graph, and G the input graph. 

If B c '1:1 (i. e .,p is vacuous} , \) is unsper::ified. We call this 

an instance of the floating subgraph homeomorphism problem.. This 

terminology a:dses f .rom the fact that the vertices of H can be mapped 

anywhere in G. If NH = VH,, v is totally specified. We call this 

all instance of the fixed subgraph homeomorphism p oblem. If 

~ # NH!ic V H, V is partially specified. 

Consider the example of Figure Il.1-2. This example ·11us­

trates an instance of the subgraph homeomorohism prob em when vis 

partially spec if ied. The presented solutions make it clear that. 

there need not be a unique solution to any instance of the problem. 
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Figure II.1-2~ Example of an instance of the subgraph homeomorphism 

problem with v partially specified. 

Fixed; 

2 

In.put; a 

d 

Solution 1: 'V: 1 -+ b 
2 .. e 
3 .... C 

Solution 2; \): l .. b 
2 + e 
3 + d 

0 indicates a node whose 
specified. 

3 

C 

a: (1, 3) 
Ur.2) 
(2,1) 

a: (lr3) 
,(3,2) 
·(2, l) 

N = { .2} 
H 

+ 

+ 
+ 

+ 
+ 

+ 

p: 1 + b 
2 -+ e 

<(b,c)> 
< (c,d), (d, ,e} > 
< (e,a), (a,b)> 

< (b, c) , (c ,,d) > 
<(d,e) > 
-c (,e,a), (a,b) > 

mage in V _ or inv,erse image in VH is G - . -
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II.2 Motivation and Appl"cations 

The concept of subgraph homeomorphism is not new to graph 

theory .. In 1930, G. Kura.towski established that a necessary and 

sufficient condition for a graph G to be planar is that ther e is 

neither a homeomorphism from t:he complete graph on five poi nts, K
5

, 

to a subgrapn of G, nor a homeomorphism from the complete bipartite 

g.raph on two sets of three nodes each, K3 .• 3
, to a subgrap h of G 

(B.e, p. 2ll ] . (See Figure II.2-L) This. characterization of plan­

arity has been extended to define a family o f properties , P , such 
n 

that. graph G has property P n if neither Kn+l nor K~n.,..])/ 2J +l, Pn+l) 127 
are homeomorphic to a subgraph of G.. [Ge. pp •. 37-47] Here, K is 

n 

the complete graph on n nodes, and ~ . q is ·the complete bipaz:-tit:e 

graph on one set of p nodes and one set of q nodes. Given this 

definition, planarity is property P4 . 

The homeomorphism from a graph H to a graph G reflects the 

structural properties of G. represented by B. For example, to see 

if G contains a tree-like st:ructu~e. we wou1a: seek a homeomorphism 

from the desired tree to G. As another example, oonside:r t h e. gtaph 

repr•ese.nting flow of control of an ALGOL program~ The nodes of G 

Figure II.2-1 The Kw:atowski Graphs 
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are 1he program st.a.-t.ements, and edges go from each statement to 

possible next executed statements. In this example, G is directed. 

TO decicle i£ the potential exists to execute a loop containing three 

particular statements. we would ask if the directed graph which is 

a cycle of 1ength tm:ee ·s homeomorphic to a subgraph of G with v 

specified. In a more r·go:i::-ou:s, but similar application, Hunt et. a.l. 

present properties of a progranuning scheme which can be characterized 

by the z:ea.chability of certain substructu:t""es of the programming 

scheme [Hunt]. They pose the question of how complex a structure 

can be and still allow- a polynomial time algodthm for finding it in 

a progranmli.n.g scheme. This is essentially the question of how com­

plex Fi can be while the hom.eomorphic subgraph problem for H is sol­

vable in polyn.o:rnial time. 

'The family of properties presented by Hunt et • al. is an 

,e);alllPle of properties cbaracteri~ed by forbidden subgraphs. Pro­

perty P ·s cha.racteri&ed by forbidden subgraphs if G has!? if and 

only if G contains no subgraphs isomorphic to any of a. family of 

graphs detemined for P When a homeo1110rphism is used to charac-

terize P, tile pat.tern graph (or gt"aphs) which must not be homeomor­

phic to an.y subgraph of G defines an infinite family of graphs 

which must not be isomorphic to a.ny subgraph of G. This in.finite 

family is produced by generating all po,ssible gr.aphs obtainable 

from the patten1 g:t:a.ph by insel±ing nodes on the edges of the pattern 

grap • When we a.re testing for properties characterized by forb-dden 

subgraphs, we a.re interestea in instances of the floa.ting subgraph 

ho~eomorphism problem. 
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The fixed subgraph homeomorphism p1"0blem i .s applicable wh.en 

information about specific nodes in a graph is needed, as in the 

ALGOL example above. Such problems as determining if two disjoint 

paths exist connecting pairs of given nodes and determining if any 

simple path exists oontaining a. given set. of k nodes can be formulated 

as fixed subgraph homeomorpnsm, problems . These pr-oblems, as well as 

exa.moles of floating and partially specified subgraph homeomorphism 

problems, will be discussed in the following chapters In the next 

section, however, we return to a comparison of edge disjoint versus 

node disjo"nt homeomorphism. 
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II .,3 Edge Disjoint Ho eomorphisrn versus Node Disjoint. Hotneomorph · 5111 

In this section, we cons-'der the ela.tionship between t.he 

subgraph horneomorphisim problem for edge disjoint homeomorphism vecsus 

node disjoint homeomorphism. We shall say that one type of subgraph 

homeomorphism problem is reducible to another i.£ given. H. and G (and 

p ) of the first type, we can find H1 and G {.and p') of the second 

type such that His homeomorphic to a subqr<1ph of G if and only if 

H' is homeomorphic to a subgraph of G 1 • we reg ire that HI and G' 

can b.e constructed in a umber of steps polynomial in the sizes of 

G and!;. and that the construction for 8 1 is independent of G. Then 

any algoit"i hm which can determine if H1 is homeomocphic to a. sub­

graph of G1 in :polynomial ti e can be used to d.ete.rmine if H is 

homeomorphic: to a subgraph of G. 

!Below we present several reductions for n.ode disjoint and edge 

disjoint homeomorphisms.. We beqin by considering only problems 

where,; is -ixed, since the control we have by knowing v simplifies 

the constructions needed. Tbe tables in Figure II. 3-1 sumro.ar · ze 

the results we will present . 

. 3. l Any fixed node disj,oin.t subgraph homeomorphiSJD -------
problem for directed graphs is reducible to a fixed edge disjoint 

subgraph homeomorphism problem for directed graphs. 

Proof: Given directed graphs Fl' and G ~ith v Spill!c:ified, we 

oonstruct R' and G' as follows. For eac:h node v in. H# a• w.ill have 

two nodes- HEAD( v) and TAIL(v)-- connected by an edge from. HEAD(v) 

to TA.IL(v). Each edge (u,v) in His reproduced in H" by an edge 

from TAIL{u) to HEAD ( ) • Graph G is c:onsU-ucted in e:xactly the 

same manner • Mapping "' 1na:tc:hes HEAD nodes in H I with HE1".ll nodes 
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Figure II.3- summary of Reductions 

a: For directed graphs: 

l.S r UCJ. P- 0 

-~ -:-El I 
J, H< G partia or H< G partia or 

fix~ ----Ed floating f i xe floating 

ed 'bl t ff< G 

H~G, f ixed "" --- Lemma II.3 . 1 ---

H< G partia1 or: see Chapter -· --- ----~, 
floatinq III 

~G, fixed Lemma II.3.3 - ·-· "" --·--

H<-tG, partial or --- Lemma II.3.5 see Chap- = ... floating ter III 

b; for undirected grachs; 

is ~educible to~ ' ff< G _,.. . 
J. H~G pa,rtial or H~G partial or 

fb:ed floating fixed floating 
-

H.~Gr fixed -,:,: -- - ·- ---

R< G partial or see Chap- "" --- -----N , 
floating ter III 

H< G, fixed Lemma II. 3. 2 ----· = ---
~ 

-

H< G, partial or - -- Lemma II.l.4. see Chap- = 
-E floating II! ter 
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in G and TAIL nodes "'ith TAIL nodes consistent with the mapp·ng 

from H to G. ('See Figure I.1. . 3-2.) Our construction can be execut•ed 

by processing all the nodes, followed by all the edges of ff and G 

It is left to show that H~G if and, only if H '~G'. Suppose 

\ie have P (G) such that (v .Cl) is a :nod.e disjoin homeomorphism 

frOJn H into, G . we construct o '' to map (HEAD (v) , TAIL (v} ) edges of 

H 1 .into correspondi.ng (HEAD(\I (v)), ~L(V (v))) edges of G•. Each 

(TAlL(u) ,HEAD{v}) edge of H" is mapped into tbe path of G' which 

corresponds to path a(u,v) of G. Since the paths of a(EH) are node 

disjoint up to endpoints, t'he paths of· a' (EH,) are edge disjoint. 

This can be seen by noting that the only ed.ges on which two paths 

of ,o:.' (EH,) could collide would be (HEAD (v) • TAIL (v) ) edges, but this 

would imply that the coresponding paths in a(EH) collide on node v, 

which is not an endpoin.t. 

Now s ppose chat we have a:• ;E
8

,1 + P(G~ such that (V' ,ex ) · s 

an edge disjoint homeomorphism from H • into G • . C-0nside.r any path 

in P (G •) which is the i .mage of a ('l'AIL (u) , HEAD ( v) ) edge in H • This 

pat.h must sta:rt at a TAIL node, go to a HEAD node, and alternate 

('I'AIL,HEAC), and JHBAD,.TAIL) type edges. It can be contracted to 

f orm a corresponding path in G which is the image of {u,v) in FL 

If any two pa.ths in o.(EH) so constructed collide on a node p, which 

is not an end_point, then the corresponding paths in a 1 (EH 1 ) both 

contain (HEAD (v) ., TAIL {v) ) , and a~e not edge disjo nt •1 

D 
1
Note that in notational convention, edge (u,v) has ta "l u and head v. 
Thus, HEAD(v) is the head node for all (u,v) edges in G; AIL(v) is 
the tail o - all the (v, u) edges in G ... 



18 

ote that the ,above construct ·en is ess&ntially the same a~ 

that used to change vertex capacities to edge capacities in network 

flow problems [Ta 1974]. 

Lemma II:.3.2 Any fixed edge disjoint subgraph homeomorphism 

problem for undirected graphs is reducible to a fixed node disjoint 

subgraph homeomorphism oroblem. for undirected graphs. 

Proof; Given unairect.ed graphs Band G with v specified, we 

~"111 construct G1 and specify v• such that H2EG if and only i-

H~G' •. For any node vg_v G , supoose v has degree dv. Number the edges 

of v arb~tra:rily from l through d . 
V 

t~~ numbers, one for each endpoint.) 

(Note that any ,edge will have 

In G1
, we replace v with d 

V 

nodes - - one for each edge of v. All edges between these nodes are. 

placed in G' to form a complete graph on d nodes, which we will 
V 

denote K f ,or each edge (u,v) of G, i.f (u,v) the 
.. th 

edge of . s l.. 
V 

,th f th - .th and t he ) edge o ·v, then ere is an edge in G' from. the 1. 

node of K to the j
th 

node of K. In addition, if v,::,.v(u), we add 
U V 

an extra node V to G 1 with an edge from v to each node in K. ,, We 

define 'V 1 (u)=v. (See Figure II..3-3.} The: construction can be exe-

cuted node by node in a. number of steps less than clEGl 2
, where c 

is a c,onstant (Le . in Efc IEGI 2)). 

Suppose O. ~ EH -+ P (G) s uch that (V ;Ct) is an edge disjoint homeo-· 

morph ' sm from H into G. Let p=Cl(X1Y). I:n G 1
, p'=o• (x,y) will start 

at VI (x) , a v-type vertex, and go to Vi (y). a v-type vertex. The 

path p' w.ill contain -tbe edges in G' corresponding to those of p in 

G. Edges in p• corresponding to consecutive edges in pa.re connected 

~ one edge i.n the complete. graph for their common endpoint on p. 

The path p' is completed by using the appropriate edge rom v 1 (x) 
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Figure II.3-2: construction for Lemma !I.3.1 

;i.n H: 
------7 maps to---

in H 1
? -----➔ maps to 

-----➔ maps to 

0 indica e:s a node whose image in VG or inverse image in VH is 
specified. 

Figu,re n :. 3-3: Cons:b::uc:tion for Lemma II .• :L2 

in G: 

in G~ 

1 /2 
/v¢'1J(V ) 

\

H 

3 4 

in G•: 

in G': 

Q indicates a node whose image Ot: inverse image is specified. 



20 

to \., (k) and the appropriate edge from \l 1 (y) to K\l (yl . If two paths 

in a. 1 {E8 ) colliae on a. node, say the i 
th 

node of Kv, then the cor­

responding paths in a (EH} collide on the i 
th 

edge of v. ,Ye conclude 

that the paths of 0: 1 (EH} are node disjoint {up to endpoints) if th~ 

paths of a(E) are edg~ disjoint 
H 

Now suppose C1' :E
8 

-f- P (G 1 ) such tba.t (\J • ,a, 1) is a node disjoint 

homeomorphism from H into G1 
•• Any path iri a (EH) must start ana end 

at ~-type non~s- suppose a path in o:' (Eu} contains t"""O or more 

c·onsecutive edges within one complete gi:-aph, K , we:G. We can replace 
w 

this subpa.th of p by one edge in K going f:com the first node o .n 
w 

this subpath to the last. Therefore1we ma.y asswne that any p.ath in 

o: •· (EH) a.l terna.tes edges correspondi g to edges in G with edges in 

the complete grapns . hus, each path in a. 1 {EH) has a. corresponding 

path in G. We de fine a :E
0 

P(G) using; this col:"respondence. Sup-

pose two paths in o: (E,Ei) collide on some edge, say the i th 
edge of 

node v. By our definition of o., the corresponding paths in G" must 

. · th d f ' i l . ( I ,, • ooth contain the l no e o Kv, ,mp ying . V ,a. , does not def;rne 

a node disjoint homeomorohisrn. We conclude that. {\} 1 0.) defines an 

edge disjoint homeomorphism. 

Cl 
Lemma II.3.3 Any fixed eage disjoint subgraph homeomorphism 

problem £or directed graphs is reducible to a fb:ed node di.sjoint 

subgraph homeomorphism problem for directed graphs. 

Proof: The construction is very slmilar bo that in the proof 

of Lefl!lma II. 3.2 and will be only briefly desc:r:ibad~ Let vEG have 

indegree IN and o tdeg:ree OUT • In G', vis replaced by IN nodes: 
V V V 

cal l ed he.ad nodes and OUT nodes oalled tail nodes. There .is an 
V 
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eage :r .c'I each head node for ·J, to e'1ch tail node for v, Thi~ gr-a >h 

tail no-des corresoonds to the nraoh K in LCrn.":la I I~ J. 2 • -., ~ V 

In adcit'on, for each VEV(V l there is a. nooe v, an edge from each 
H 

head nod2 of v to v, and an edge frcm O to each tail node of v - We 

define \l 1 (x) = v if v (x}=v. 
th 

Fir.ally. if edge (.l:!, v) in G is the: i 

th edge out of u and the j edge into v, the in G1
., there is an ed(Je 

froin he i th tail no-de of u to the j ,
th 

head noda of v (See F'ig-un: 

The re ainder of the proof folbws closely that of Lef!:ll, a !1' . l. 2 

a.nd is o.rni t ted here . 

Cl 
When vis not. co pletely specified, the ?reviously describ~d 

constr c .. ions may resul in an instance of H being em.bedded in one 

o f the constructs. The tactic we will use to avo i d this is to con-

trol the degr ees of nodes in. the co.nstruction so t hat we have con t rol 

ove~ ..,.!lat nodes will be pa.ired by v ' . In the lemmas below, p may 

be er.ipty, in which case we haV'e a floating problem.. The cons t.ru-.::-

tions described below may be used i n t he fixed case+ However. they 

,are U-.O?:"e complicated than those u s ed specifically for the fixed 

case and would not be Erefer~ed . 

Lem.'Tla II . 3 . 4 My edge disjoint subgraph homeomo:c-phisrn pro:>l em 

f or tHt-:ii-ected graphs is reducible to a node d isjoint subgr ... ph 1:-::,:,:eo-

Proof: t·,e const.r ct H' and GI s ch that H.~::£G i and o ly f 

H 1 ~G 1 
• To □o this, we wi 11 construct for each noc:J:e, v; in G. a 

only one node in In H •, each 

node ~or;t"es?Qn~ ing to a node · n n wi l ha.ve de.gree >4. TO do this~ 

first con~ide c H1
• The graph H' will contai~ all nodes ~n· edges 
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Figu:::-e II .. 3-4 : Construction for Lemma I! .. 3. 3 

in G! 

1 

l 

in G: 

1 

IN ""1 
V 

OUT =2 
V 

in G 1 ; 

in G 1 ; 

1 

1 

2 

2 

l · 

head nodes 

3 
tail 
nodes 

head node 

tail nodes 

0 indicates a node whose image or inverse image 1.s speci-ied. 
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of H. n addition; for ea.ch node v in & we add four: new nodes to H 1 
, . 

denoted l , 2 , 3 ,and 4 • and co.nnect each of these nodes to node v 1 

V V V V 

in H * korresoo-nding to v in H} by an edge. Thus, H' has 

of degr~e ..?_ 4 and. ,4 [ V H I oodes of deg~ ee 1 • 

V 
H 

nodes 

Now consider G • We construct NY' for ea.ch node VEV G as follows. 

J..e:t v have degreed in G. On each edge of v, ,.,,e insert d -1 nodes 
V V 

"close to'' v ~ eac:h node corresponding to one other edge of v. Sub-

graph N will contain only these d (d -1) n.ew nodes plus node 
- V V V 

corresponding to node v in G. An edge lu,vl in G has new bec:ome a 

path ·n G' starting at u •, going through the d -1 nodes of N inserted 
u u 

on (u,v), followed by the d -1 nodes of N inserted on Curv). and 
V V 

d · ... 'I If (" ,n) l.·"". th"'. i,' 
th edge of' v. 11 th t ' f en . · 1. ng a ..:. v • .. ¥ .., ,_, • ca. · e pOr ion o · 

th.is path in the i
th 

chain of N • 
V V 

Thus N contains d chains cor-v V 

responding to the d edges of v. We interconnect the chains of N 
V v 

by adding a edge between every set of ''matching'' nodes. That is, 

the node on chain: corresponding to edge i of vis connected to the 

:node on cha.in i corresponding to edge j of v, i;lj. This, int:e:rcon­

nectio allows us to simulate a path in G which goes through v wi - h-

out going th.rough v' in G'. The construction of N is now complete. 
V 

Each node of Nv except v• is of degree 3 To insure that v 1 is of 

degree >4, we add four new nodes to G, U , 2 , 3 ,and 4 } and connect 
V V V V 

the:m to v 1 
• These nodes and edges are not in N • Node v now has 

V 

degree d t4. Note t .hat nodes in H' which correspond to nodes in H 
V 

must map under v 1 to nodes in G1 which cor.respona to nodes i G. by 

the degree requirements of these nodes. If v w-a.s partially specified 

1n the original pt'oble:m by p, then VJ is partially specified by p' 

such t:.ha.t 1
•
11 'u. n ""V 1.· f -=-nd only .; F " 1u' -·. F · J S ' 11· ~ , 1 a .~ ~l ,-v igure II. - 1 ustrates 
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f'igure l l • 3-5 : Const rue t ion for Lei;nma II ~ 3 • 4 

in H: 

in G: 

u d =2 
u 

d ... 3 
V 

l.ll H': 

in Gt: 

l 
ll 

2 
u 

3 u 
4 

Ii] 

l 2 3 4 
V V "I V 

new 
nodes 

l 

2 

3 

4 

V 

V 

V 

V 



25 

the construction. The construction can be ex~cuted node by node for 

both H and G. The nu."llber of steps required is Er'( I EG 1
2 

l . 

have {v.o.). an edge disjoint hoJneomorphism from H into G. e 

v(x)=v. We define v' such that v• (x 1 }={v'} and v' U )=i ,l~i~4, 
X V 

consider any path, p, in a (EH),. p=a (x,y) , In G', iwe can def· net pa,th 

p 1 corresponding to p. Fath p will start at v • (x' ~ and end at v 1 (y 1 } 

If path p contains edge (utv), path p' will contain he corresponding 

edge from N to N • 
U V 

Consecutive edges entering a par icular are 
V 

connected by portions of the two appropriate cha'ns in N and one 
V 

interconnecting edge. Thus only r•newH nodes of NV a.re used as inter­

ior nodes of a. path. We ca.n now define a . Let a J (x 1 , y •) •P' • where 

a {x ,y} 9'~ and a 1 (x 1 "i,,; 1 '=' h, • (x 1 ) , iv (x)) , l<i<4. Suppose t:'Wo pa t.hs 

in . ' t.Ea> collide on some interior node. By our def ini t.ion of a 

this node must be one of the new nodes of some N • suppose this 
V 

node is on chain j ::,,f N • A node on chain j can appear on two paths 
V 

th 
only if the j edge of v appears on two paths in o:(EH}, 

contrary to our a.ssumption tha:t tv.o.) is an edge disjoint homeomor­

phism. We conclu□e that {',J' ,.a 11 is a node: disjoint homeomorphisna 

frorn H' into G 1 • 

Now suppose ('IJ' ,Cl'} is a node disjoint homeomorphism from B 

into G'. The degree requirements of nodes in H I and G I assure us 

th.at. for any xe:v H. , v 1 (x 1 
) ,:;;;;_y' , where ve:V G. We therefoi:-e: def ne \I 

such that v(x}~v if ana only if u•(x'l~•. Consider any path p 1 in 

a' {EH 1) such that p 1
,1 {x' ,y 1

), Cx~y)E,E
8

. Path p mus consist of 

subpaths within par ticula.r N rs connected by ,edges between different 
V 

Nv 1 s. We define path pin G corresoonding top• by deleting the 
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subpath within par icula- N 1 s6 
V ' 

Edge (u,v) appear~ on p whenever 

the edge from N to N is used in p•. Then a(x,y)=p. Suppose two 
U V 

paths in a(E8) oontain the same edge (u,v). 

in Cl 1 (E81 )must both conta ·n the edge from 

The corresponding paths 

to N. contrary to our 
u V' 

assumption that (\J 1 ,ct. 1
} is a node disjoint homeomol::'phism. t e 

conclude that (\I, .) is an edge disjoint homeomorphism from H in o G. 

Cl 
LellaEtla II.3.5 Any edge disjoint subgraph homeomorphism problem 

for directed graphs is reducible to a. ncde disjoint subgraph homeo­

morphism problem for directed graphs. 

Proof; The construction is very similar to that used for 

Lemma I .3.4, and is described briefly. We shall control the mapping 

defined by \J' by controlling the outdegre.e of each node. In H 1 , thre~ 

nodes are added for each vt correspondl· .ng to v in H, and an ,edge is 

added from v' to ,each of these new oodes. In G', N will now consist. 
V 

of b,•o ypes of cbains--in-chains and out-chains. Ea.ch edge into 

a. node v of G is changed into an in-chain by inserting outdegree of 

v new nod.es and directing all new edges toward v- 1
• Simi.larly, 

each edge out of vis changed into an out-chain by inserting indegree 

of v new nodes and directing all new edges away from v' • In tercon­

nections are made from each in-chain to each out-chain. Note that 

the edge between Nu and NV corresponding to edge (u,v) in G now goes 

from an out-chain of u to an in-chain of v. Each 11ode on an in-

cha.in ha.s indegree l and outdegree .2; each node on an out-cha.in has 

indegree 2 a.nd outdegree 1- For each. v '1 in G' corresponding to v 

in G, we add three new nodes to G '' and edges fro·m v I t.o each. Then 

the indegree of v• in G' is equal to the indegree of v in G: the 
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outdegree of v' is equa to the o tdegree of v plus three. F'gure 

.II.3-6 ' llustrates t.he construction9 

Since the remainder of the proof parallels that o Lemma. II .. 3-4, 

we omit it here. 

Cl 
In summary, we note t at Lemm.as II. 3 .1 aml II. 3. 3 i ply that 

solving fixed node ::iisjoint subgraph homeomorphism. problems for 

directed graphs is eq iva ent to solving fixed edge disjoint sub­

graph hom.eomorph·srn problems for directed graphs. For all other 

problems, we ca.n reduce edge disjoint homeomorphism to node 

disjoint homeornorphism, b t we do not know how to r;e.,duce node 

disjoint homeomorph· sm to edge disjoint homeomorphism .. 
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Figure II.3-6: construction for LelnI!la I .3.5 

in H, v. 
/\ 

in G: u indegree(u)=O 
outdegree(u)-1 

v indegree(v)'-'2 
/ outdegree(v)~2 

w indegree rw) ""l 
outdegree{w)=O 

in H : 

in G': 

N u ....._,;;,- - , 
I 

} new oodes 

V 
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III Methods of Solution 

UI .1 Foundations 

In this chapter., we · nvestigate methods of solving node disjo nt 

subgraph homeomorphism problems, here.after referred to simply as 

subgraoh homeomorphism problems. Our approach is to find r ,cductions 

which a.low us to solve a particu ar subgraph homeomorphism problem 

by solving several instances of a subgraph homeomorphism problem for 

which we have a polynomial ti- e algorithm. We limit the number of 

instances to be at most a po ynomial in the size of the input. graph, 

G, and require the :reductions to be executable in polynomial time. 

Therefore, the original problem can also be solved in a polynomial 

number of steps in the siza o,f G. 

The foundation o.f our solutions wil be the class of fh:: ed 

subgraph homeomorphism problems in which His a tree of dep hone. 

This problem is treated as a network flow problem with unit vert.ex 

and edge capacities. D-efinitions and algor'thrns fort.he network flow 

problem can be found i.n [Iiu~ pp. 105-111] and [ .a 1974] . For our 

application, a. network is a directed graph N"" <v,E> with one node, 

s. identif · ed a.s the source and one node,. t, identified as the s nk. 

The source h.as indegree - a, and the sink has outdegree"" o. TO 

ea.ch edge of N, we as.sign a non.-nega.tive integer capacity, c(vrw), 

and to ,each node ether that s and t we a..ssign a non-nega.tive integer 

c apa.c i y, c ( v) . A flow, .f, in the network is a. re.a l - va 1 ued function 

from VXV such that~ 

i) f(v,w) : 0 if (v,w)tE 
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i") the flow one ch edge of N, f(v,w). is non-negative and 
does not exceed the capacity of he ed9e, clv,w). 

iii) for each node, v, excepts and t, the flow into that node 
( ~ f,(w,v) } is equal to the f ow out of that node 
w.V 

( r. f(v,w) ) and does not. exceed the noc.e capacity, c(v). 
w~V 

The val e of the flow, v (f), · s the flow ou of s, (w~,/ (s,.w} ) , which, 

by the conditions above, is equal to the f_ow into t .
1 

The net.work 

flow problem · s as follows: Given network N, find the maximum of 

v ( f) over all flm.,s in Wh,en the edge and node capacities are 

integer, there always exists an integer - valued maximum flow [Fo, 

p. 19]. It has been shown [Ta 1974, Bv 1975] that an a.lgor·thm by 

Dinic [Di) to solve the network flow problem executes efc lvl 112 lel) 
operations for net.works with unit vertex and edge. capacities . Thus 1 

we may us,e this algorithm a polynomial number of times in ou)c a.lgor­

fthms for subgraph homeomorphism . 

TO find a subgraph horneomorphlsm from H into G ~hen H · s a 

directed tree of depth one1 and v is .spec · fied, we transform G into 

a. network NG. Suppose 'H has root r and leaves 11 , ... , lk.. ln G, 

we make V(r) the source, cemoving all incoming ,edges. We add a new 

nod.e, t, to G, which · s the sink, and connect t to each of "(1.) , 
J.. 

l<i<k, by an edge (\l(li),t) . All edge and vectex capac ·ties a.re one . 

If B~G, then the k pa hs corresPonding to the edges of H define a 

flow of le from \l(r) through v(li), l::_i<k, to t. If the.re is a flow 

1 This definition is a inodification of tha presented in Ta 1974]. 
The definition prese tea there incl des the one presented above, 
but is more general. 
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from ~(r) tot with value equal to k, then there is an integer-valued 

flow. This fl,ow defines k paths from v (r} to t, each path going 

throuah a. differ,ent v (l.) .. These paths must be node disjoint since 
;, l. 

al.l vertex ca.pacitie.s are one. Thus,. H< G if and only if the max-

i , um f ow in G is k .. The construction takes an a.mount of time 

proportional to ( I EG I+ k) , certainly polynomial in tbe size of G. 

).1ben His an undirec ed t.ree of depth one and G is undirect.ed, we 

first make H directed by directing all edges £rom root t:o leaves. 

Then .• we make G direcued by chang;ing each edge of G into two directed 

edges, one in each direction. This process takes time en I EG I ). 

Figure III.1-1 illus rates the construction for direct:ed and undirected 

graphs. Figure III.1-2 i lustrates another problem which can bo solved 

using the network flew algorithm.. 

ace we have an algorithm for solving a ·xed subgraph homeo­

morphism problem with pattern graph H, we can solve any floating or 

partially specified problem with pattern graph H. W,e do thi.s by 

trying· a l possible v consistent with p and solving the result,1.ng 

fixed prob em. Ther,e a.re: 

PoSSible completions ·Of p, repr,esenting a l one to one unction from 

Since n ,,. B Iv I lvH 1-INwl) ,. we have a polynomial 
G 

number of fixed problems to solve. (Reca11 that lvHI and INHI are con-

stants) Therefore, the resulting algorithm for floating and partially 

specified pcoblems is of polynomial time i.f the algo.r1t.hm for the fixed 
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Figure III-1- 1 Con~ ruct~on when His a ~ree of depth l . 

H: 
(directed) 

( u.n<lirected) 

G undirected: 
(re _re-sent:ative 
edges shm,,"l'.I) 

. ~\l(r) 

✓ l~ l nodes a.nd 

\edges of G 

® 
V(l) 

l 

becomes H directed= 

becomes NG directed: T "(r) 
't u 

o: 
--- ~ 

/ (lk) 

•· t 

G) indicates that the image of the node nder v or the inverse image 
of the ode is specified . 
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p· gun: IIT 1 - 2 Qt.her prob ems solvab e using :1e work flm,.r. 

for H di:rec ed~ 

G directed b~cornes 
,(unit vertex and 
edge capacities) 

becomes source=-
0"(s) ~emove incoming edges in G 

nodes and edges of c; 

0 \I (t') becomes sink--
remove ou.tgoing edges in G 

H< Giff maximwn flow in NG is> n+l. Since al paths which consti­
--N 

tute the flow ust be of length~ 2 except possibly one path 

f"f ff undicected ~ then direct Has above 

and for G u d · rected ,. direct Gas for depth one tree problem. 

0 i:;;.o • cai:es chat: the image of the node under " or its inverse image 
is sceci:ied.. 
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problem is o polynomial tie, In pa;rticula:r, whenever h@ pa tern 

graph His a tree of depth one, we can solve the subgraph homeomorph.1sm 

problem in polynomial time. 

The above reduction g·eneralizes to any partially specified 

problem. lf we can solve a problem "-'"lth pattern graph !i and NH;!,0, 

we can solve any problem with pattern graph H and N~ C N8 • However f 

this reduction does not simplify H itself by removing nodes or edges. 

In Section III .. 2; we present two reductions which do s .i.mplify- the 

pat tern graph. 
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III.2 Reductions 

we shall present two special purpose reductions ~h ·_ch alter 

both the pattern graph, H, and th~ input. graph,- G. In both cases, 

v will be partially speci.fied. These reductions can be combined with 

the general reduction described in Section Ill.l to further expand 

the number of subgraph homeomorphism problems for which we have _poly­

nomial time algorithms~ The reductions will be presented in the 

dir-ected case, but completely analogous reductions exist for the 

undirected case. 

'i'he fu-st redu.ction is applicable when H contains a path of 

length k, k>l, fr,om a node ff'. H to a node BENH on which all interior 

nodes are not in NH and haveildeg~ee one and outdegree one. Call 

this path P
8

• Nodes~ and B need not:. be distinct. (In fact, B may 

be absent1 in which case the last node of the path is of in.degree 

one~ outde.gree zero, and is not in N
8

.) Any corresponding pat.h in 

G under a homeomorphism (\1 P.) m.ust be of length >k. Each of the 

interior· nodes on this path wi.11 not appear on any other path in 

a(EH). Therefore, we can assume that V maps the interior nodes 

of PH to the f'rst k-1 interior nodes in the path of G. Cor:res-

ponding y, ma.ps the first k-1 edges of PH to the ficst k-1 edges 

of the path in G and maps the last edge of PH to the remainder of 

the path in G·. Given his, we can use the followi.n.g reduction~ 

For any input graph G and partial specification p:N -i- v. generate a G 

all length k-1 paths from P(A) which contain no nodes in p (NH) other 

than p(A). Since k is a. constant, even the crudest methods of ex­

haustive enumerat on, taking OclvGjk) steps are st.ill executable in 
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time a polynomial in t:he size of G~ For each generated path P, we 

da the following. Extend p to n:,ap each inter io.r node on PH to the 

co .:responding node of the generated path.. construct H• by removing 

the first k-2 interior nodes on P
8 

and the edges associated with them. 

The ast interior node on P snow in 
B H' 

n G, remove the inter-

ior nodes of the path P and all edges associated with them, yield 09 

G'. Specification p• :NH 1 v is the restri.ct·on of the extended p 
G 

to nodes of NH,. Now sol e the subgraph homeomorphism prob em for 

pattern graph R• and inputs G' and p•. If this problem can be solved 

in polynomial time, the original problem can be solved in po,lynomial 

time by solving at !llOst ere IVG I k) instances of the problem for H" 

and G'. :Figure III .2-1 illustrates the construction for both directed 

and undirectea graphs. Figure I.II . .2-2 gives two pattern graphs H 

for which the subgraph homeomorphism problem can be solved sing 

this red ction. 

The second reduction sap licable when H contains a node A 

n NH which is adjacent. to k (k>l) nodes not 'n H' each of indegree 

one a:nd outdegr-ee zero .,. Label these nod.es · 1 , .•• ,lk:. Suppose (\l 1 Cl) 

is a homeomorphism from H to an input graph G consistent wi h partial 

specification p. If maps edge (A, l.) 1 for some i, to a path of 
l. 

l ,ength greater than one, say . , none of the nodes on this path will 
l. 

be on any other path in a{EH). We can alter v and so that (A, li) 

maps to the first edge of P. and 1. maps to the endpoint of this edge 
l. l. 

without changing any other values of v and~. The new mappings st 1 

constitute a homeomorphism consistent with p. Giv~n this, we con­

struct H' and G" as fo1lows. Consider all the nodes in VG-p( H) 
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Figure II.2 -1 The Fi st Reduction 

H directed containing: reduced t ,o H' directed contain'ng~ 

~ 
vk- B )R 

A 

a undirected containing: reduced to Hr undirected containing: 

~,-=---·---·-
A 

reduced to G' for path 1 conta ' ning: 

~ 
p'( A) •,:;,--,-... ~ 

w2 w3 

and to ,G.I for 

~ 
u2 u3 

• ) 

f1(A) 

path 2 

~ '"1c-1""P' (vk- ') 

..,., 

containing: 

'ic:-1 
~ 
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Figure III. 2-2: Proble lS sol vahle using the first reductio,n. 

a : 

0 
A 

Hl directed:. reduces to tr• . 
"'1· 

:I"' r ~ >0 
vl V 

2 vk- B 

H
1 

solved by removing p (A) in G I and solving @ ~ J® • 
vk-1 B 

Similarly, R
1 

undirected: is solved . 

©r----'l•-------
A 

2 V H Ao 1 
V 
k-1 ·• _. • v2 

V 

reduces to 

Similarly, H
2 

undirected: reduces to H2: 

" 2 

solvab e. 

solvable. 

Q indicates that the node is in 

Here, solvable means solvable by a polyno ial time algorithm. 
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adjacen to P(A) by edges from p(A). These are the candidates for 

images of the li under v. For ,each set of k of these nodes, we con­

struct G'' by removing the k nodes and all edges associated with them. 

These k nodes will be. the images of the l. under V; the actual cor-
l. 

respondence is arbitrary . Graph H' is constructed by removing 1., 

<i<k, and the edge from A to each. Then H< G if and o ly 'f for 
-N 

some G' so constructed, H '2NG 1
• 

(equal t.o 6'( I vGj k) ) d · fferent 

t (outdegree p (A) , 
We construct at mos k , 

graphs G', each construction execut-

able in at -;Ost ere I EG I) steps ( the time to add back -n or delete k 

nodes adjacent to p(A)). Therefore~ if the subgraph homeomorphism 

problem fo H' with V specified on N , -
H H 

is solvable in polynom 'al 

time, the subgraph homeomorphism. p:toblem .for H with v specified. on 

His solvab e in polynomial time We may extend this reduction to, 

include nodes adjacent to A with outdegree one and indegree zero. 

Then, tr,,o sets of nodes must be considet"e.d for p (.\}, those with edges 

t.o p(A) and those with edges from p(A). Figure III.2-3 illustrates 

the construction in the most gene al form . Figure rrr.2-4 gives two 

pattern graphs for which we can obtain polynomial time a.lgori runs 

using the reductio·n .. Note that the solution of R
2 

in Figure I!. 2-4 

implies that the subgraph homeomorphism problem fo:i::: any pa tarn graph 

which is a tree of depth twQ such that the leav·es are not in 

solvable · n :polynomial ti.me. 

is 
H 
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Figure II:I.2-3: The Second Reduction 

H di~ected conta"ning: 

H undirect:@d containin.g: 

For H directed above, 
G directed containing: 

:reduces to 

reduces to 

reduces to 

or 

or 

H'' directed contai ning: 

H'' ondi.rected con.taining .: 

A ,A -

G" containing: 

G '1 containing: 

G1 containing: 

a•~ t 
d • p (A) 

© indicates th.a. t the node is in NH or p ( R} 
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Figure lII.2 4 Problems solvable using the second reduction. 

11 

"1= 12 

v2 

1 
m 

solved using two ,applica ions of the reduct·on and then solving .: 

@>-----,y-------..;~-
A V V 

I 2 

-•)t--;:€) 
vk-1 B 

----.....--­
k nodes n 

n nodes 

solved using n appl icat.ions of the reduction and then solving: 

n nod,es 

(!:; indicates that the node is in N ... 
H 

Here so vable means solvable in polynomial time. 
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IU.3 Special!. cases 

we have found three subgraph homeomorphism problems which can 

be so!ved.il polynom ·a1 t.im~ without the assistance of ~he reductions 

described in Sections IIl.1 and III.2. The first is the floating 

subgraph homeomorphism problem when His an ndirected cycle containing 

exactly three nodes. n this case H~G if and only if G conta"ns 

a biconnected component: with at least three nodes. Definitions and 

and (.:n Ive l+ !EG]) time algoritmn for dete:r-mining the biconnected c:om­

p::ments of G can be found in [M, pp . 176-187] . A biconnected graph 

is an undirected graph in which, given any two nodes ,, there is a path 

between them, and give.n any two edges, there is a simple cycle con­

taining them . The biconnected components of G break up G into bicon­

nected subgraphs . 

w'ben His an undi ected cycle containing exactly fow- nodes, 

t he floating sub-graph homeomorphism problem can also be solved in 

e'(] VG I+ I EG I ) using biconnected components . 

C aim: Any biconnected graph containing at least four nodes 

has a cycle of length .::,_ 4 ... 

Proof: Suppose G is a biconnected graph containing at least 

four nodes but no cycles of length ~ 4 . Then all cycles are o,f 

length 3. COnside:r: any cycle <{A, B) (B ,C) (C •.. I\)> in G. Now consider 

a fourth node Din G. Suppose edge e is the first edge on a path 

from D o A Edge e and edge (A,B) must be on a simple cycle, and 

this cycle must be of length 3. Therefore ., this cycle can only be 

<(D,A)(A,B} (B,D)> . Butt.he <(D,A) (A,C) (C,B)(B,D)> is a cycle of 
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length 4 in G, ccritradic ing our assumption. 

Ci 
Therefore, H~G if and only if G contains a bioonnec ed compo­

nent with at least four nodes . 

When H (directed or undirected) consists of three nodes, A, B, 

and v, and two edges, (A,v} and (v,B), and p·{A,B} -► VG, we can solve 

the subgraph homeomorphism problem. by removing edge (P (A) , P {B)) 

from EG, if it is in EG' d looking for a path from P(A) to P{B) 

in G minus (p (A), p (B)) • This can be done ·n time fr( IV GI + IEG I) 
using a dep h first search of G rooted at P(A) (cf. (Ah, pp. 76-187)}. 

When His an undirected tree of depth one with exactly two 

leaves, and \J is specified, an alternate al.gorithm to the ne work 

flow algori hm discussed in Section .III .1 has been sugges ed by R. 

Rivest and A. Yao fti,]. The problem is viewed as find"ng as ' ple path 

in G from vc1
1

} to V(l2) containing v(r).(See F'gu e III.3-ld.) 

Using a depth first spanning tree of G [Ah, pp 176- 87], the prob­

lem i .s determined to be infeasible or is reduced to finding a simple 

path from n1E VG to nf VG containing n3E VG, where n1 , n2 , and 11 3 are 

in a biconnected component of G. A simple cycle containing n1 and n3 

and a path fro n
3 

to °:2 which does not conta · n n
1 

are then used o 

construct the desired pa h. The existence of both the cycle and the 

path is guaranteed by the properties of biconnected components 

Figure III. 3- 1 summar·zes the special cases discussed above. 



Figure III.3- l: Special Cases 

a) 

b) H: 

□ 
H: G-· -~•--· --0 

A v B 

d) H: 

44, 

G contains a bi.connected component 
with at least three nodes. 

G contains ,a biconnected component 
with at least four nodes. 

G' = <VG, E
0
-{ (p(.A) ,p(Br)}>contains 

a path from p(A) to p(B). 

G: fi?a. a path fro'? p(l1 ) o ~ (1 2 ) 
containing p {r) us1ng depth ht:st 
spanni.ng tree 

0 indicates that the node is in NH. 
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III-4 Conclusion 

Al though in Section I II .. 2, we have presented two very useful 

reductions for solving subgraph homeomorphism problems, our know­

ledge of how to solve these problems is still based on the solution 

of fixed problems when a is a tree of depth one. In Chapter IV, we 

extend this foundation for undirected graphs by presenting a 

line-ar time algorithm for the fixed subgraph homeomorphism oroblern 

when His a cycle containing exactly three nodes . In Chapter V, 

we discuss the fixed subgraph homeomorphism problem when H consists 

of two disjoint edges. This problem re.ma.ins open and proves to be 

a fundamental open problem for und'rected graphs. 

Turn·ng to directed graphs, we are not as for unate. The fixed 

subgraph homeomorphism problem for Ha tree of depth one is the only 

fixed subgraph homeomorphism problem for which we have a polynomial 

time algori hm. The three most basic problems to investigate are: 

i) H consists of wo disjoint edges. 

ii) H
2 

consists of three nodes, A, B~ and C, and two edges" 
(A,B} and. (B,C) 

iii) H3 consists of two nodes and both edges between them. 

In each of these proble s, the pattern graph has only two edges. 

Unfortunately, all of these problems are e;ruivalent, as illustrated 

in Figures III.4 - 1 through III.4- 3. In addition, if we can solve 

the fixed subgr:aph homeomorphism problem for H
1

, we ca.n certainly 

solve i when H consists of two undirected disjoint edges. Thus, 

the fixed problem for H consisting of two uncli.rected disjo -nt edges 

not only proves to be a fundamental problem -or undirected graphs, 
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but also promises to he the simplest of the ,open problenis discussed 

above. 
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Figu el .4-1 Reducing Rl to H2 

A C A 

B D s D 

by adding new node v ( s) to G and edges ,( v ( B) , " ( S}} and (\) ( 5) • v ( C) ) : 

0 
'\J(B) 

V{C) 
0 

0 
\l (D) 

becomes 
V(A) V(C) 0L 

~ \l(S) 

V(B) ✓ G U(D) 

Then any path fr.cm \I (A) to v ( S} must go through \I (B) and any pa th 
from \.I (S) to 1J {D) must go th.rough v (C) . 

Figure III .4-2 Reducing H
2 

to H
3 

reduces to H
3

: s 

B 

by adding new node v(s} to G and edges {v(.S) ,!J(A}) and {\l(C)i ,V(S)). 

in. G: 

0 
\I (B) 

becomes 

0 
V(B) V(C) 

Then any path from \) (S) to 'V (B) must c::onta.i.n V (A), and any path fro 
\J (B) t:o v ,(S) u.st c-ontai ,J (C) ~ 



48 

Figure III .4-3: a.educing H
3 

to Hl 

• • A reduces to 

. B 

- A 
l 

by breaking \.I (A) in G into tw-o nodes v ,(~) , whose edges are all the 
edges out of V(A}, and V(A2), whose edges are all the edges into V(A). 

bde {B} is broken into two nodes in a similar manner. 

becomes 

Then any path from v (A) to v(B) is equivalent bo a path frcm v (A
1

) 
to V(B2), and any pa h from V(B) to \l(A) is equivalent to a path 
from V(B1) to V(A

2
). 
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IV A Linear Time Algorithm 

1v.l Introduction 

In this chapte:c, we prese.ot a linear time a.lgoi:ithtn for 

dete · ining if the g:raph c
3 

shown in Figure IV.l~l is homeomorchic: 

t o a subgrap., o f G ..,._.hen v is specified . Both C and Gare undirected. 
3 

Let \I (a)=A, v (b) ""B~ and "(c)-C in G. Then~ we would like to find in 

Ga simple cycle containing A1 B,and. c. 

Several concepts are needed before the algorithm can be pr-e!­

sented.. In this discussion, G is always an undirected graph. Two 

nodes in a graph are connected if there is a path between them. 

A 9ra.ph G is connected if every pair of nodes in G is connected. 

A set, s, oJC nodes in G is a (vertex} cu set for two nodes, x and 

y~ in G if every path between x and y contains a node of s. Thus, 

r emoving the nod~s ins tand the edges incident on them) from G 

separates .x .from y. A set S of nodes in G is a (vertex} cuts et for 

G if tis a cut:set for some pair of nodes in G. The connectivity 

of nod.es x a.nd y in G, denoted K{x ,,yl, is the minimum nwnbEr of nodes 

l in. a cutset for x and y. In particular, two nodes~ x and y, are 

biconnected if K(x,y),>2; two nod.es a.re triconnect:ed if K(x,y) >3. 

The connectivi y of a graph G_. K(G), is defined to be min K (x,y) . 
x,ye::vG 

A graph is biconnec ed if K{G)~2, 2 a graph is tric:onnected if K(G).::_3 . 

1
Thi.s notation follows tha..t in [Ha 1Slr71, p •. 49]. 

2
Tb · h d h · e equ:i.valence of this definition fora biconnected g:ra.p an t · at 
given in Chapter !II is presented in [Ah~ pp. 179- 182]. 
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Menge.r's Theorem state. that if K (x, yl ~n for two ood@s, x and y, in 

G, then th.ere are at least n node disjoint paths between x and y 

[Ba 1971, p . 49]. 

suwnse we remove a am;et s from a ccnnec::ted graph G. Grap G sep­

a4ates into several connected subgraphs. Denote the connected sub-

graph containing a particular node ~ ev - s :by (G~Sl . Using (G-S} , 
G u u 

we will construct what we call the S-component of G containing u, 

denoted (G/S) . The notation 11 (G/Sl ' indicates t.hat the only paths 
u, u 

from u contained in (G/S} are those ..;hich ,e · ther do not contain u 

nodes of S or c-ontain nodes of S as endpoints. Thus, the nodes reach-

able .from u in (G/S) are restricted by s. To construct (G/Sl 1 u u 

we add to ,(G- S) u all nodes of S and any edges in EG which go from 

a node in (G-Sl to a node ins. Note tha we do not add edges bet­
u 

ween nodes ins. It may be the case that some nodes of s are iso-

late.din (G/ S) • This can only occur i£ some proper subset of Sis 
u 

also a cutse of G. Figure IV~l-2 illustrates the construc tion. 

We wil - use the following algorithms within our algorithm for 

c3 : ( l) An CJ'( Iv GI+ I EG ! ) time algorithm for finding the ciconnec ed 

components 0£ G. Th s algorithm is due t o Hopcroft. 

[Ah, pp. 176- 1871 [Ho 1973a] [Ta 1972] 

(2) The network flow algorithm discussed in section -u .1 • 

We use this algorithm to find paths in G a.nd cu·tsets for 

Fairs of nodesi Since we will need to find a flow of a 

most three usin.g his a.lgo,rithm, the time taken will be 

e--d vGI +I EGI ) ra her than erd vGI ' 12 , EGI ) for each appli­

cation. [Ta 1974 ] IEv 1975] 
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The use of 1he network flow algorithIT'I for finding cutse s of 

size two is present.e-d n the next section. 
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Figure IV.l-1 
a 

Figure rv .1-2 :Construction o,f (G/S} 
u 

S=h,2}:no of Sis a cutset. 

G: 

V u 

S ~ {1.2.3} ; {1} ·s also a cutset. 

G: X re.move S: 

(G/SJ : l (G/S) : u X 

u 2 

3 

remove 

{G/S) : 
u 

I 
• 
• 

(G-S) 
u 

X 

1 

2 

3 

• u 

(G-S )> = (G-S) 
V 3 

= (G-S) 
4 

l>· u 
2 

{G-S) 
~ X: )C 

(G/S) ~ 1 
w 

2 

3 

• w (Gr-S) w 

w 
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Iv.2 Fina· g cutsets of Size Two 

In this section, we outline a proced re for finding a cutset 

of size two ~eparat·ng sand t, the source and sink of a unit node 

and edge capacity network, , when the maximum flow from s tot is 

t\i,'O ., This procedur,e wi.11 .require en 1vN:1 +IE I} steps. The cut.points 

will hav,e properties which w' 11 be crucial in the algorithm for c3 . 

TO understand how we find cutsets using the network flaw algor­

ithm of Din· c, we 111ust have a basi,c understanding of the a.lgo ithm. 

OUr discussion is limited to networks with node and edge capac.·ties 

of one. ote that each noderv,w _th capacity one in a network.N, is 

represented by two nodes,BEAD v and TAIL v. All incoming edges of 

v go to HEAD v, all outgoing edges of v leave from TA L v, and there 

· s ,an edge from HEAD v to TA.IL v of capacity one. 'The algorithm uses 

the new network, N 1 
, created by this modifica.tion. 

Given a. flew from. s be t in the network, N 1 , the algorithm 

proceeds by finding an augmenting path 'n I along which flow can 

be increased while maintaining the edge capacity restrictions on the 

flow. This augmenting path can use edges no , used by the present 

flow and edges used by the present flow in the op:posite d. rection 

from that for the present flow. Using an edge in the opposite dir­

ection cancels the flow in the edge • .Note that the aug:m~nt·ng path 

in N corresponds to an augmenting path in which uses a node on 

a path of present flow o ly if a.e least o.ne edge , nc den on that 

node sea by th.e augmenting path is also used by a pa of present 

flow, in the opposite direction. Figure IV. 2-l i1 ustrat,es the use 

of an augmenting path. 
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Figure V.2- 1: An Augmenting Path 

s 

HEAD w 

TAI.L w 

HEAD u 
EEAD Z 

T.iUL u 
TAIL z 

-➔•I~) path cf flo~ of value 1 

-➔- -) augmenting path 

ao:r-respondence in N: 

V w 

u z: 

N' with new flow: s 

HEAD v 

TAIL v 

HEAD U 

TAIL u 

TAIL w 

t 
~ paths of 

flow of 
value 2 

N with new flow~ 

V 

u z 
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To find augmenting paths, modify N' so tnat each edge used by 

the present flow is replaced by an edge in the opposite direction. 

Ca.l the new network N. A .breadth first search of N, beginning with 

nodes~ is used to create a spanning; tree of N. This tr~e contains 

all nodes reachable from s by an augmenting path. If tis reachable 

from s, a. new augmenting path has been found. If not, the present 

tlo,w ln Nt is of lllaXi:nrum value. Details of the a,190:rithm ca.n be 

found in !Ta 1974)and !Hu, pp. 105-120] ., 

We now snow how to find a cutset of size two separating s from 

t when the maximum flow from s t:o t .is of value two. In the discus­

sioi:i below, ""1e assume that N is a network forllled :from an undirected 

graph G, containin.g s and t by replacin.q each edge of G by two directed 

edges and removing incoming (respectively outgoing) edges oc s{res­

pectively t). Consider the spanning tree, T. of N when the network 

flow algor·thm terminates. Let P
1 

and P
2 

be the pa.ths from s to t 

in G corresponding to the flow ·Of two in N' ,(and N)~ Let A1 be the 

close.st node tot on P1 such that HEAD A
1 

is in T. If A1- s, then, 

ins ead, let A1 be the node .adjacent. to son P1 • Define A2 on P2 

similarly. 

Lemma IV. 2 .1 The set h.
1 

,A
2

} is a. cuts et separating s from t 

in G •. 

Proo£· Suppose, to the contrary, that there is a path, Q, 

in G from s to t which dces not con ta.in A
1 

or A
2

• Let v be the node 

closest. to s" but not equal to s~ on Q which is also on P1 or P2 . 

This node must be on 7.[s:111.
1

] o P
2

[s~A.2], where P[u,v] denotes the 

portion of path P from node u to node v. Otherwise, Q[s,v] corresponds 
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to an a gmentiog path in N 1 to a node closer 0 t on Pl (or P2) 

than A1 br A2) • Note that since t is on p 1., P2, and Q, the nQde V 

always ex sts. Let w he the closest node to t en Q which is also 

on I\ [s ,A1 ] o .r P
2 

[s ,A2 l. The node w is at least as close o t as v 

on Q (i.e . w may equal v} • Therefore I wt-s. .Also, WA
1 

ana wh,2 by 

our asswnption that Q does not contain A1 or A2. Let z be the closest 

node to won Q{w, t] which is also on pl IA1,t] or P
2 

[A
2

1tJ . we know 

that ZFW, but z may egual t. Without loss of generality, ass e w 

is on P·
1 

Is, A
1

] • This implies that there is an a.ugmen.tiog path from 

s to A
1 

in 1 
1 since P

1 
Is,A1 J cannot consist of a single edge. 

consider the augmenting path const:r:ucted from the following segments 

by removing interior cycles: 

(i) 

(ii) 

(iii) 

the augmenting path from_s to HEAD A
1

. 
the path b I corresp0ndin9 to P

1 
!A1 ,w]. (Note that this 

is the opposite direction on P
1 

fL·om that used in t.he flow 
from s tot, and is therefore usable as an au~enting 
path.) 
the pa.th in N' cor responding 
path is node disjoint from P 

to Qlw,z]. (Note that this 
and P2 except at wand z.) 

T'hi s augmenting path goes fro s to H8AD z. Since z is on P 
1 

[i'\, t] or; 

P 2 [A2 ,tJ~ and z is distinct: from~ and A
2

; the existence of this 

augmenting path is contradictory to our definition of A
1 

,a.nd A
2

. 

Figure I V. 2 - 2 illustrates one possible configura. ti,o.n of v, w, and 2: 

Cl 
We would now like to prove an important property of A

1 
and ~2 -

This: property of A
1 

and A
2 

is crucial in the algoritm fo:r c
3

. Let 

Gl = (G/{Al.A))s,-
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.Fi,g,u.re I:V .2 - 2: ]I.. con.figuration of v ;'W ,a.nd z in the proof of 
Lemma Ir.2.1. 

in G: 

If: 

. 
' 

Otherwise: 

node disjoint 
P

1 
and P

2 
(exc 

sive of 
endpoints) 

Q : s 

from l.-. 
u ~ 

\v 

Q [ s. v] prov ides an augment illg path to v .. 

-- clos.er to t on P2 than A
2

• a contradiction. 

node disjoint 
from Pl [s.A1 ]: 
and P

2
[s 1 A2 

- - --- ~+ w (may =v) 
node dis- f 
joint front +· z (may =t)1 
P1 [A1 ,tl 

-ana -ii t 
P2 [A2 ,t] 

gives augmenting path in N' corresponding to +"+ •-It: 

augmenting path to~ 

but z closer t,o than 
A

1 
on.. P 

1
, conttadictioo .. 
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Le:rm a IV 2,2 f there is a,n augmenting pa.th to HEAD A
1 

in · 

upon termination of the network flow algorithm, then there are hree 

node disjoint paths in G1 , two from s to A
1

, and one from s to A2 • 

Proof: First observe tltat merging an augmenting path wi~h an 

,existing flow to obtain a new flow may cancel all flow through an 

interior node of the original flow. Howev,er ~ the a.mount of new flow 

into and out of endpoints of the flow can only increase. 

The ugme11tin9 pa h to HEAD A
1 

in t upon term·nation of the 

network flo algorithm uses no nodes of · 1 corresponding to nodes 

on P
1 

(A
1 
,t) ,or P

2 
[A

2 
,t]. There·fore~ we can regard HEAD t.

1 
and 

HEAD A2 as endpoints for the flow from sin N' without affecting 

the a.ugmen ing path. This flow of b'O merged with the augmenting 

pa.th yields a flow of tbree in N'. There is a fLow of two into 

HEAD 
1

, and a flow of on,e into HEAD A
2

• Therefore, this flow oo.r­

responds to t:hree node disjoint paths in G -- two from .s to A
1 

and 

one from s to A2 • OW: construct'on of G
1 

= (G/{A
1

,A
2
})s does not 

eliminate any simple paths from s to 11.1 or 11.
2

• Therefo:te, the three 

node disjoint pat:hs ace also in G
1

• 

Cl 
An analogous version of Lemma IV.2.2 exists with the roles of 

Ai and A2 interchanged. emma rv.2.2 upl·es that the~e is no set 

of h-o c · _points separating s fl:om t in. G such that the cutpoints 

are closer to s on P1 and P2 than 11.1 and Ar My such cut.points wo ld 

have to separates from A1 and A
2

, which is precluded by the augmenting 

paths to flEl!J) Al and HEAD A2 • 

TO conclude this section, we· discuss the time required to fine 
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The ffc. l VG I+ I EG I ) ne W'Ork fJ ow algor-

.i tnm terminates with , the breadth first search ree, constructed. 

We search T and create a table recording which nodes of G appear; in 

T. This akes ,::J ,( [ VG I ) operations. The network flow algorithm pro­

vides us with the flo,..: of two from s to t. We traverse the paths 

P
1 

and P
2 

in G corresponding to the network flew and ma k al!. nodes 

on P
1 

and P 
2 

in T using the table. This r::equires ef ( I EG]) operations. 

Pointers c::a.n be used to keep track of the candidate nodes for 1\l and 

A
2 

while traversing P
1 

and P
2

• Then, when the traversal is completed, 

Al and '112 a: e known. Thus, we can find A1 a:nd 11.::2 in (;f ( IVG I+ j EG I) 

operations. 

To construct a
1 

""' (G/b.
1

,A
2 

)) s, we :remove A1 and A2 from G. 

G:taph G is stored as a set of adjacency lists.
1 

Therefore, to remove 

A
1 

and A
2

, we must c:rea.te a. new set of adjacency lists, hich 

lC"equb:es C' ( IEG I} operations. After A
1 

and ~ have been removed, we 

2 
do a depth first sea.rch of G b,

1
• A

2
} startinq at s. This search. 

requires et I vc; I+ IEGI l ope~a.tions JAh, pp.I 76-179] and will produce 

{G-{A
1 

,A
2

}) 
5

• To add nodes '\. and A
2 

and edges from A
1 

and A
2 

to 

nodes of (G-[A
1

,A
2

}) 
5 

:requires at ITTOst G' ( !vGI) operations. There­

fore, we can construct {G/{A
1

,A
2

}} 5 in e'{ lvG l+IEGj) operat.ions. 

1 
The?E: is an adjacency list foi:- each node in V • The lis·t for a 
node conta_· ns all nodes adjacent to that noo~. Each edge is 
represented t:wice, on he adjacency list for each endpoint. 

2 
The notation G-S denotes graph G with the nodes ins~ a subset 
of VG, and their; incidan.t: edges removed. 
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IV 3 The Algorithm for c3 

We determine if c 3~G 'by att.empting to find a simple cycle 

containing nodes A, B, and c of G. We attack the problem by breaking 

G into component.sand looking for the paths which must exist in those 

components i f the desired cycle exists in G. We do this by looking 

for certain sets of node disjoint paths in G ox a component of G. 

If a set of node disjoint paths does not exist, we either know.• the 

cycle does not exist or ind cutpoints which we use to break up G 

further. If a set of node disjoint paths does exist, we add this 

·to our knowledge of G. We build up the number of sets of node d i s­

jo"nt paths known to be in G until we can piece together the desired 

cycle f:rom the paths . The algorithm is presented in a step by step 

fashion. 

A.l.gorithttl IV.3: Determining if C32NG 

Step l : If one of edges (A, B) ~ (A #C) ., or (C ,B) is an edge in 

G, we can find the cycle imrnediately~if it exists, as follows. With.­

out loss of generality. assume (A.B)eEG. Find a path from A to B 

containing c. This is an instance o f the fixed subgraph homeom.o,rphism 

probleJ111 when the patte.rn graph is a. tr,ee of depth one with exactly 

_ !..'O leaves, denoted K
1

, .
2

. The s ,olution of this problem has been 

pre sen ed in Chapter III. The path from A. to B containing C joined 

with the edge (A,B) forins a simple cycle containing A., B# and c. 

Step 2: Break G into biconnected components. If A1 B, and C 

are not n the same biconnected component, then no simple cycle con­

taining all three exists . If A, B, and Care in the same biconnected 

component, consider only this component. Any simple cycle c:onta i ni:i.g 
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A.. B. and C must. be in this component. Let this component be graph 

,G.. Graph G is now a bic:onnected qraph containing A, B, and c. None 

of edges (A ,B), (B,C), or (A,C) is an edge in G. 

Step 3: Detemine whether or not G contains three :-.~de disjoint 

paths, each with A a .s one endpoint and either B, or C as -=.l, e other 

endpoint. To do this, merge ·e and C into one node, denoted [BC) . 

Each edge (u, B) or (u, C) becomes edge (u, [BC)); duplicate edges 

are removed. Call the graph resulting from merging Band c, G(BC) . 

Determine i£ A and [BC] are triconnected in G(BC) by constructing 

a unit vertex and edge capacity nework, N(BC), from G(BC) wi h source 

[BC] and sink A. Nodes A. and [BC] are triconnected in G(BC) if and 

only if there is. a. flow of three from [BC] to A in N (BC) • If .A and 

[BC] are tric:onnected in G(BC), then the desired node disjoint paths 

exist in G. We apply Algorithm IV 4, described in Section IV.4, to 

find a cycle ' n G containing A, B, and c. 

If A and. [BC] are not tri,oonnected, test whether or not B and 

[AC] or C and [AB] are triconnected in G(AC) and G(l\B), respectively. 

If any of these pairings is triconnected, we U 'Se Algorithm IV .4 to 

find a cycle containing A, B; and c. If none of the pair ·ngs is 

triconnected, continue to Step 4. 

Step 4: At this point, we know t hat G is a biconnected gracih 

wh • ch does not contain edges (A ,B) , (A, C) , and ( B ,C) •. We also know 

that A and [BC] are not tr·connected in G(BC). 

Since G is biconnected. A and [BC] must be biconnected in G(BC). 

Therefore, when we used the network flow algorithm on N{BC) with [BC] 

as the source, the network flow algo.t·thm must have found a flow of 
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t~-o from [Bel to A in (BC). We can apply the procedure described 

in Section IV. 2 to find a cutset C,1 ;A:::, } separating [BC] from A in 

G (BC) . This cu tset separates A from B and C in G. If {ii\ , A
2

} al so 

separates from C in G, then a simple cycle in G conta.ining A, B, 

ana C does not exist.. Each portion of the cycle fro , A to B, 

from B to c, and from C to A - ·- '\,IOUld certain one of nodes A
1 

or A
2

, 

To determine if p,1 ,A2} separates B from C, we need only construct. 

lG-{ApA.2}) B and ask if C is a node in {G-p.1 , A2 }) B. If not, 

{A ,11 2 } separates B from C, and we· can halt. If (G-{A
1

,~}}
9 

contains c. then we continu~ to Steps. 

Step 5: We now have biconnected grraph G containing cutpoints 

A
1 

and A2 separating A from Band c. We also knotJ: 

(1) {A, B) , ( B ,, C) , ( C ,.A} £ EG. 

(2) (G-{A
1

,A
2

})
8 

~ (G-{A
1

,A
2

})C, 

(3) There is a. path in G from A
1 

to 1'
2 

containing A wh.:.ch 
contains no nodes in (G-{A

1
,A

2
})

8
• 

(4) Le:rnma rv.2,2 applies to (G(BC}/{Al,~2}) IBC] • 

Fact l follows directly from Step l. Fact 2 is a direct con­

s,equence of the definition of (G-{A
1 

,A2 ] )c, and the fact t.hat c is 

a node in {G-{A
1

1A
2

}) 8 • Fact 3 is guaranteed by the flow of two 

from [BC] to A in (.BC). The path defined by he flow segments from 

A
1 

to A and from A.
2 

to A ca.nnot contain any nodes in (G- {A
1 

,A
2

})B, 

since A
1 

and A
2 

separa.te A from B and c. Fact 4 follows from our 

applicaeion of the network flow algorithm with [BC] as the source. 

Given fact 3, we can complete our cycle in G containing A, B, 

A2 containing Band C (in either order). his follows from the fact 
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t.hat (G/ . A
1

, A
2
.) B ~ (G/{A1111.2 }) C and th.a._ (G/{A1 ,A)) B (res_ ectivcly 

(G/{;.
1

,A
2

}) C) contains a 11 simcle paths in G from A
1 

or ,-.
2 

to B 

(respectively C) . LeL- G
1 

= (G/fa
1

,A
2

})B. "l'e will now limit: our 

ote tha neither A
1 

or ~
2 

is 

ere are two node d · sjoint paths--f ro A1 to 

[BC] and from A
2 

co [BC]--L G(BC) . The.r,efore, G
1 

is connected. 

Consider (G-{A
1

,A
2

}) B. Are B and C biconnect,ed n (G-(A
1 

,A
2
}) B? 

If so, continue to Step 6. Otherwise, find any cutpoint x (ca.llea 

an articu1a~ion point) wh"ch separates B from C in (G-{A
1

,A2})B. 

In G
1

, {:i.
1

,. 
2

, x} is a cuts et separating B and C, since (G-{;,..
1 

, A
2

}) B 

is s.:.mply G
1 

w· h ;i.
1 

and A
2 

,(and their incident. edges) removed Let 

SB= (G
1
/{A

1
,A

2
,x})

8 
and SC - {G

1
/{A

1
,11.

2
,i-: )C. Note tha.t: {r'\

1
,x}, 

{A
2 

,. x} or b} nay be a cutset. of G
1

• 

_ ay be isolated in s
6 

or SC: • {See Figure IV. 3-1.} Any path in G
1 

from 
1 

t.o .:,,.
2 

con ta· ning B and C must be of the form: pat l in s
8 

from bl (or A
2

) to x, containing B but not containing A
2 

(or A
1

) ., 

fol owe:! by path 2 in SC from x to, A
2 

{,or Al), containing C hut not 

c:onta~ning A
1 

(or r.2). {See Figure IV.3-2.) The existence of hese 

2a·hs can h2 determined y solving the fixed subgraph homeo o~phism 

SB-f i\1 lSt/~1, 2 with V (r}""B, v { 1
1

} -A
2

1 \.d 2)=x and 

5c-fA2}~?1,2 with v(r)-c, \l (11 )-Al, \.I (1
2

) ~x 

or. SB-{A2}~l,2 with v(r)-B. v (ll) ==Al,. vCl
2

)"'x and 

Here, :S, , 
2 

is c:ne tree of depth one with root r and exactly tNO 

We n.ave presented an algori hm for this problem 

in. Cha?'.:er- I.iI. 
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Figure IV.3-2: Paths in SB and Sc· 
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Step 6: At this point we would like to find a path from A
1 

to 

A in G containing B and C ( in either order). We know the following 
2 1 

facts: 

(1) G is biconnected. 

(3) 11.
1 

and A2 separate A from Band C in G. 

(4) (G/{A.
1

,A
2

})
8 

~ {.G/{A.1,A))c"" G
1 

, a connected graph ., 

(51 Lemma IV,2.2 applies to (G(BC)/b,
1

,A2}) [BC]• 

(6) There are two node disjoint paths in G1 from B to C; 

neither of which contains A1 or A2 . 

Consider (G(BC)/{A1 ,11.2}) [Be]• Since there is a path from B 

to C in G1 which con ains neither Al or A2 , (G{BC)/{A1 ,A2}) [BC] = Gl (BC). 

That is, the same graph results if we merge Sand C in G and then take 

the {A
1

, A
2 

}-component of G (BC} containing [BC] ,. or if we take the 

{A A
2

}-component of G containing B (and C) and then merge nodes B 

and c. Lemina IV.2.2 applied to G
1

(BC) states that if there is a.n 

augm.ent'ng path to Ai ln N(BC) upon termination of the network flow 

algoritl'>.m, hen there are three node disjoint: paths in G
1 

(BC), two 

from 1\ to !BCJ, a.nd one from A
2 

to [BC]. The analogous result holds 

if there is an augmenting path to A
2 

in N(BC) upon termination of 

the network flow algo.:d thm, 

Determine if any two of edges (A
1

,B). (11
2

,B), (A
1

,c) and (A
2

,c) 

are in G
1

• If so, then1 without loss of generality, there are tru::ee 

distinc t cases. 

Case 1: Edges (A
1

,B) and (A
1

,c) a.re in G
1

. The desired path 

from ;i.
1 

o A
2 

containing B and C (in either order·} is in G
1 

if and 
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only if there is a path in G -b. } from A to B con ainiog c, o,r a l l 2 

pa.th in G
1

- {11.
1

} from A
2 

to C containing B. We ca,n deter.mine i;: 

either of these paths exists by solving t:he fixed subgraph homeomor­

ph.ism problem fo•r pa .. tern g:t"aph K
1 

• 
2

. If om of the paths exists r 

we add. to it the appropriate edge of {A ,B) or {1L ,C) ta get the 1 --i 

desired path in G1 • 

Case 2: Edges o,
1

• 8) and o,
2

• Bl are in G
1

• The desired pa t.h 

in G
1 

f:rom A
1 

to A
2 

exists .if and on.ly if a path from B to A
2 

con­

tain ·ng c is in G
1

-{1½_} or a path from B to A
1 

containing C is in 

G
1 

-{A
2

}. We det,ermine if these paths exist as fo~ case 1. 

Case 3: Edges {A ,Bl and. (A ,C) a.re in G. 
l 2 1 

By fact 6 above, 

there is a path in G
1 

from B to C containing neither A, nor A • 
,I, 2 

Adding edges (A ,B) and (A ,C.) to the ends of this path gives us the 
1 2 

des.ired pa th :in G • 
1 

If no two of edges (A .,B) , (A • B) , {A .c) • ana (A . ~c) a.re in 
l 2 1 2 

G
1

~ continue to Step 7. 

Step 7: Determine if there are augmenting paths in N(BC) to 

14.1 and A2 upOll termination of the network flow algorithm. At lea.st 

one of A1 and 11. 2 must have an augmenting pa.th to it+ Otherwise, the 

definition of Al a.nd A2 imp_lies t:hat both. (Al, (BC] ) and (A:2 1 (BC] } 

a.re edges in G
1 

(BC) , contradicting our findings in Step 6. If both 

'\ and 11.
2 

have au e ting: paths to them, applying Lemma IV +2 . 2, we 

know that there a e two sets of three node disjoint paths in G1 (BC) . 

ln the first set (respectively :second set), two paths go from A
1 

(respectively A2) to [BC]. a.nd one path goes from A
2 

(respectively 

~) to [EC]. We continue to Step 8. 
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SUppos.e -chere is no augmenting path to one of A or A . Wi t.h-
l 2 

out loss of generality, assume this node is ~
1

• This implies tlJ.1t 

t.here is no path from A
1 

to [BC] in G
1 

(BC) - A
2

} other than @dge 

o,
1

, [BC]). Ot:herwise, this path would define an augmenting path to 

A
1 

in (BC). To see this, note that any path from [BC]I to A
1 

which 

uses an interior node of the path defined by the flow from [BC] to 

A
2 

in N(BC:) can be conbin.ed. with the au9llllenting pa.th to A
2 

to form 

an augmenting path to l\. My path which does not.. use such an intc:r­

ior: aode automatically defines an augmenting path to~- We concluac 

that a pa.th in G1 from A1 to A2 containing Band C exists if and 

only if edge (~,['BC]) corresponds to edge (A
1 

,B) (respectively (A
1 

,C)) 

in G
1

, and a path fr,oro B (respectively C) to 11.
2 

containing C (res­

pectively B) exists in G
1

-{A
1

}. Sy Step 6, only one of (A
1

, B} and 

(A
1 

.c) is in G
1

. We determine if the path necessary ·to comp ete our 

desired pa h exists by using the algorithm. for the fixed subgraph 

homeQrnorphisrn problem with pattern graph K
1

, 
2 

.. 

Stec 8: At this point we know thia: following facts: 

(]) G is biconnected. 

(2) (A ,B), (B ,C) , (C,A) ¢ EG. 

(3) A1 and A2 separate A from B a.nd C in G. 

(4) (G/{A1 ,A2})B = (G/{A1 ,A2})C =: G1 , a connected graph. 

(S) Ther~ is a path in G from Al to A
2 

containing A which lies 
outside G

1
• 

(6) There are two node disjoin paths f :i:om B to c n G
1

, 
neither of which contains A

1 
or A

2 
.. 

(7) There is a set of three node disjoint paths in G (i?.C)--
l two paths from Al to [BC] and one path from A to (BC] • 

2 

(8) There is a set of three node disjoint paths in G {BC) --
1 
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two paths f om A2 to [BC] and one path from. A1 to [BC). 

(9) O two o edges {~ ,B), (A
2 

/B) , (Al ,C), (A
2 

,C) a.re in G
1

. 

Determine if G
1 

is biconnected. If c1is biconnected, continue 

to St:ep 9. If G
1
is not biconnected,then there is an articulation 

:&-0int, x, in Gr Recall that G is biconnected. Given this, articu­

lation point x must separate 11.
1 

from A
2 

in G
1

. Otherwise, xis also 

an articulation point of G, oontradicting the fact that G is bicon-

nected. ei t.her A
1 

nor .A
2 

can be an articulation point since G
1 

wa s f ormed from {G- {A11A2}) B, which is connected., and neither A
1 

nor 

A
2 

is isolated . 

Suppose xis not equal to B or c. By fact 8 above, there are 

two node disJoint path from 11.
2 

to [BC] in G1 (BC). Denote the path 

which does not contain x as P2 • Wit.hout loss of genera1·t.y, assume 

P2 goes to Bin G
1

• By fact 7 above, there are t-wo node disjoin 

paths rom A to [BC] in G (BC). Denote the path which does not con­

tain x as Pl. If P
1 

goes to B, then P
2 

join,ed with P
1

, w·th any sub­

cyc.les r ,emoved. is a pa.th from. A
2 

'to 11.
1 

which does not contain x. 

This contrad.icts the re.qu 'rement that articulation point x separa.te 

~ from. A2 . There .ore, assume P1 goes to c. By fact 6 above, there 

is a path in G
1 

f(iO B to C which contains none of A1 ,A2 , and x ... 

Call. this path Pee· The path composed cf P2 , Fae' c..nd 1 with sub 

cycles removed is a path from A2 o Al w ich does not contain :x. 

Again we have a contradiction. We conclude that x must equal one 

of 8 and C. F·gu~e IV.3-3a. illustrates the above argument. 

Without loss of generality, assume B s an articulation. point. 

Nod.e B cannot separate al three of A, A2 , and c fro ,each other, 
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Figure IV. 3-.3: Illustration for Step 8. 
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B 

b} / 
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I 

I 

~ 
P2 ,... r -1, Pl 

-:l (-\ 
PBC 
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since there must be a path .from C to A.
2 

not con'taining B in G, by 

the hiconnectivity of G. This path is either completely in G or 
l 

has an initia.l portion from C to A
1 

in G
1

• Without loss of generality, 

assume B does not separa.te C from A2 • Let s
1

"" (G1/bh ~ and 

s
2

= (G
1
/{B}} A • The desired path in G

1 
from 11.

1 
to A

2 
containing B 

2 
and C exists if and only if there is a path in s2 from B to A2 con-

taining C. (The path in s
1 

fro:m A
1 

t:o Bis guaranteed by the defin­

ition of s
1

.} We determine if this path in 5i exists by solving the 

subgraph honteomol::phism problem for- patt:ern graph K1 , 2 (Figure lV.3-Jb). 

Step 9. Consider he sets of three ncde disjoint paths in G
1 

(BC) 

guarant,eed by facts 1 and 8 o f Step 8 above. These paths correspond 

to three paths in G1 ~ Three cases are possible, as sho•..m. in Figure 

IV. 3 ~4il •• Case 3 is reduced to case 1 or case 2 by finding a. path from 

C to Ai in G
1 

which does not contain B. This path is guaranteed to 

exist by the biconnectivity of C\· Sonie initial portion of this path 

from C is node disjoint from the three paths in case 3 except at its 

endpoint. This path is pieced together with ·the appropriate path 

of case 3 to give case I or case 2 . (See Figure IV. 3-4bJ 

In case 1. we use Algorithm IV .4 to fi.nd a path in G1 from 

~ to A2 containing Band c. In case 2 1 we cont inue to Step 10. 

Step 10: Determine whether or not [A
1

B] and [11
2

c] a.re tricon­

nected or [A2B] and [A1c] are triconnected in the graphs obtained 

by approp~iately mod.ifying c1 ~ If neither pair of merged nodes is 

t.riconnected, then neither a. pa.th of the form <A
1

, ••• ~B, ••• ,c, ... ,A
2

> 

nor a path of the form. <11.
2

, •.• ,B, .•• Fc, ••• ,~> exists in G
1

, s·nce 

no two of edges u~1 , Bl , (A
1 

,C) ., (A
2 

,B) , (A.
2 

,C) , and: {8, C) exist in o
1 

~ 
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Figure I.V. 3-4 cases for Step 9 

a) 

Case b AY\ 1A2 case 2: 

)\ t2 
' I 

J 

Bv l 
• • ' 

C Bl '\le 

Case 3: 

In all cases, A
1 

and A
2 

are int,e.rchangeable, and B and C are inter­
changeable. 

b) AY\ A2 

or 

C 

Reduces to case l or case 2 under -··----
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Thi.s is illustrated in Figure IV .3 - • I f ei her pair of merged nodes 

is t:.ri,connected, continue to Step 1, 

Step 11 : Without loss O•f generality, assume t.he three node 

disjoint paths found fo Step 10 a.re from [Ai_ B] to, [A
2
c . We know 

the fo lowing faces. 

()) G is biconnected .. 

(2) (.l\,B), (B,C), (C,A} t EG. 

(3) A
1 

and A
2 

separate 111. from. B and C in G. 

(4) (G/{A
1 

,A
2

} l B ::::, {G/b
1

,A
2

}) c - G
1 

~ a biconnected graph. 

(5) There is a path in G from~ t:o A
2 

containing A which lies 
outside G

1
• 

(6) 

(7) 

lS} 

here are two node disjoint paths from B to C in G1 , 
nei her of which contains A

1 
or A

2
• 

There is a set of three node d1sjo.int pa.ths in G #with 
,one path from A. to B, one path from A

1 
bo C, and one 

oath from A to one of B or c. - 2 - . 

There is a set of three node a·sjoint paths in G ,with 
one path £rorn . A

2 
to B, one path from A

2 
to C, anO one 

path from A
1 

to -one of B or C. -

(9) No two of edges (A.l ,B) , (Al, C) , {A
2 

,B) , or (A.
3 

,C) are 
in G1 • 

Consider the two disjoint paths from l3 to c which are g _ar­

,anteed by fact: 6. Since [A
1

B] and [A
2
c] a1;e t:riconnected, there 

exists at ~ast one augmenting path in. a ne work const.ructed from G
1 

with f ow correspondi g to the two node disjoint paths he _wee.n Band 

c. This augmenting path results in three, node disj1oint paths, each 

from A or B to A
2 

or c in c.
1

• · ote that at least two of the paths 

must have Bas an endpoint and at least two must have C a.s an endpoint, 

since augmenting paths can only increase the flow into or out of 
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Figure IV. 3-S Il.1ustration fo:r: St,ep 10 

tf: 

o,r: 

p 
3 

thent 

e:x:ist with at least 
t wo of P

1
, P

2
, and 

P ,of length> 2 3 ~ - or: 
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endpoints of flew. The possible configurations of these paths are 

shown in Egure rv.3-6 Cases 1 1 2, and 3 are those which m:ust be 

examined. 

Cases 2 and J can be reduced to eiter case l or case 5 as 

follows. Recall that. G
1 

is biconnect,ed. Consider case 2. Find a 

path in G
1 

from. A2 to B which does not contain c. The existence of 

this path is guaranteed by the biconnectivity of G
1

• Some initial 

po:rtio.n of this path. say <A
2

, ... , v>,. is node disjoint from the paths 

P
1

, P
2

, and P
3 

s,hown in case 2 except at endpoint v. ate 

that v tnay equal Al or B, but not C If vis an interior node of 

path l\ or equal to A
1

, we have reduced case 2 t,o case l as shown 

in Figure rv.3-7a.. If vis an interior node on one of paths e
2 

or 

P 
3 

or ,equal to B, we have reduced case 2 to case S ,a.s shc'w'l'l in Figure 

IV.3 7b. case 3 is hand.led similarly. 

We now must d-='!al with case 1. Sy fact 7 above, we have three 

node disjoint: paths of the form : pa.th Q
1 

from 11.
1 

to, B; path Q
2 

from A1 to C; pa.th Q
3 

from A
2 

to C or from A
2 

to B. Without loss 

of g,e.ne.ral ity, we asswne tha Q
3 

goes from A
2 

to C. We will use 

these tlu-ee node disjoi.nt pa hs in conjunction with the three node 

disjoint paths of case l: P
1 

from AJL to A2 ; P
2 

from B to Cj 

P 
3 

ft:om B to C. {See Figure IV'. 3-SJ, 

et: P. be the vertex closest to "Al on Q. which is also on 
1 i 

P2 or P
3

, i = l or 2. Node pl may equal B; node p
2 

may 

equal C, but both p
1 

and p
2 

are distinct and different 

from A. 
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Figure v .J-6 Configurations for Step 11. 

1) Al 

Pl 

p2 

3) Al 

A 
2 

Reduces to 

5) 

A.2 

Desired pa.th 

B 

C 

(ll or 

C 

B 

2) '\ 

t) 
-3 

Reduces to 

4} 

PJ 

A2 

(5) Eliminated 

p3 

(1) or (5) 

l\ I 
f.?3 

at step 3 
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Figure IV.3-7: Reduction of cases 2 and 3 to 1 or S. 

a) Al reduces to~ 

Pl 
new p 

p3 pl V p3 

A2 ✓ 

(case l} 

b) Al reduces o: Al C 

pl 

p3 p 
3 -A.2.,,,,. A2 B 

V 

(case S) 

Al /4A2 ql 
PJ Q q3 

q2 3 

Pl q3 03 

A2 
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Let:~ be the vertex closest to 1i.
2 

on Q3 which is a.lso on P
2 

or P
3 

. Node p
3 

may equal c. 

Let: q- . be the vertex closest to c. on Q. [A- ,p. ] which is also 
l. - l. L . ~1 l. 

on P1, i ; 1 or 2. Nodes q
1 

and q2 may equal ~ .. 

Let: q
3 

be the verte.x closest to p
3 

on Q
3 

[A
2 

,p
3

] which is also 

o P 
1 

• Nod.e q
3 

may equal ~'2. 

Figure IV. 3- 8 shows one configuration for the pi '' s and q 1
1 .s. 

Noting tha:t two of p1 ,p2 , and p 3 p:iust both be on P2 or both 

be on P
3

, we have the following cases. Without loss of general ity, 

let pi and pj both be on P2 : let ~ be closer to A1 on P1 than qj. 

case a (Figure IV .3-9a) :We have p. #p . and q.;cq.. Also•, p. is 
l.] l.J l. 

closer to Bon P2 than pj. Then the path composed ,of: 

P [.r..
1

,q . ] ,Q. [q. ,p.] ,F~ [P. ,.B] ,P
3 

[B,C] ,J?
2 

[C , p.] ,Qj [p. ,q . ] ,P
1

[q . ,A
2

] 
J. l. 1 1 ~ -i ) . ] J J 

is a. simple path from A
1 

to A2 containing Band C. 

Ca.se b (Figure IV. 3-9b) : We have p
1
'/-p. and q. lq . , but P.j h 

J, J. J 

closer to B on P 
2 

than. pi . The pa th: 

P
1

'[A_ 1 q. ] ,Q. [Cl . ,p . ] ,P-:, [p . ,C) ,P
3 

[C,B] ,P
2

[B,p.] ,Q., [p . ,q . ] ,P
1 

[q , ,A
2

] 
11. li.1 ~1 ) JJ J J . 

is a simple path from A
1 

to A2 containing B and. C . 

case c (Figu.t'e IV . 3-9c): W,e have pf=pj" By our definition, 

Pi"'1j only if i:;;;3 and j=2 or i =2 and j=3, and p29)3"'c. I.n this case., 

p
1

;! p
3 

a.nd q 1# q
3

,since Q
1 

and Q3 have no nodes in common. Also p1 

and p
3 

a e both on P 
2 

or P 
3 

since p
3 

is on both P 
2 

and P 3,- hus, 

case c reduces to case a or case b. 

cased (Figure rv.3-9d) • We have q . =q , • By our definition, 
l. :J 

qi=qj only if i,,.l and j==2 ,or i=a2 and j=l, and q
1 
"'q

2
=A

1
. We know 

P1 P2 ,P1iP3, p31s, and q 3~A1 , by construction . Therefore, p 3 does 
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Fi9Ur:e IV.3-9~ Configurations of pi.' s and ,g:. 1 s, 
1. 

a) Al 
B 

qi#qj I 
PJ 

P-~P-q. 1 . J 
J. 

I p may equal 
qj - - - -P- ~ 

J~ p. equal ma.y 

A2 c , J 

Pl F2 qi may eq,ual 

q. 
J 

may equal 

b) 
B 

qi,i!'½ Al"• 

qJ p.• 
p.#p. 

J. .... _J J. J 
..... pi may equa.l ,... 

q. -
J I p.• pj may equal 

I l. 

A2'. qi may equal 

q. 
J 

may equal 

c) A 
11 

B 
Al , 

\. 
I 

I 
I r I I 

g:l - - -Pl \ I 

B 

C 

Al 

A.2 

C 

B 

Al 

A2 

Pr 
or q 

3 ✓ .... 
," ,, 

CJ:3 
/ 

t~ ,q .,, ... I 1 , 
• 

.... 
I 

..... I I 
A2 , ~ -'C==p2~P3 

A2 
I 

c;i:1 may equal A1 ; q3 may equal A2 ; p
1 

may equal B­

,, 

... 
-.. 

d) B 
p

3
#B or C 

pl;! B 

P2"! C 

indicates portions of Pi and Qi paths used. 

B 

.... 
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not equal C, since then p
1 

and p
3 

would both be on P
2 

and case a 

·would apply. Sim.ilarly,neit.her p
1

-==B nor p
2
""'c since then one of p

1 

or p
2 

and p
3 

wou!d be on P
3 

and case a or case b ,;,,,-ould apply. 

By f ct 8 above, there are two node disjoint paths from A
2 

to 

[BC) in Gl [BC]-f~}. Call these paths .Rl and R2 . Let ri be the 

closest vertex to A2 on Ri which is also on P2 ,P3 ,Q
1

[A1 ,p ], or 

let s. be the closest vertex to r. on :R. [A
2 
,r. 1 which 

l. i l 1 

(.See Figure IV 3-10.) Nodes~ ftla.Y equal 
l. 

A
2

; nodes r i may equal B or C .. The following cases can occur. 

Without loss of ,gener.ality. assume pl is c oser to B than p
2 

on P 
2 

.. 

Case (i): Fort"" l or 2., rt is on Q1 [A1 ,p1J or rt is on 

Q2 (Al ,p2]1. Then, path: 

pl [A2 ,st] ,Rt [st'rt] ,Ql !rt'pl] .,P2 [,pl ,Bl ,P3 [B,C] ,l:'2 [C,p2] ,Q2 [p2 ,Al] 

or path: 

pi [A2. st], Rt(st' rt] ,Q2 [rt ,p2J ,P2 [p2 ,C] ,P3 (C,B] ,P2 [B,,pl] ,Ql [pl ,Al] 

is a simple pat from Al to A2 cont aining Band c. (See Figure 

IV. 3-lli.} 

Case (ii) : For t,=,l or 2, rt i s on P2 • Then the path 

pl [A2, st) ,Rt [st'rt] ,Pirt ,c], P3 [C,B] .P2 [B ,pl] ,Ql [[:\ ,1\ 1 

(if rt is closer to c on P2 than p1 ) or pa.th: 

P l [A
2 

,.st] Rt [st'rt] 1 P 2 [r:t'BJP 3 [B,C] ,P 2 [C ,p1 ] ,Q1 [pl ,A1 ] 

(if :rt is closer to Bon ·p 2 than p1) is a simple path from A1 to A
2 

containing a and c. ,(see Figm-e IV .3-l ii.) 

Case (iii)! Both r 1 and r 2 are on P3 and only P3 {i.e. r 1 , 

and i:
2 

are not equal o B or C), and s 1;iis2 • Without loss o- gener­

ality, assume r .l · s closer to B than r
2 

on P 
3

• Then pa h.: 
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B 

indicates may contain r
1 

or r 2 • 
indicates may contain s

1 
or s

2
. 

Figure IV. J-11= Possible configurations of r 1, r 
2

., s
1

, and s
2

• 

------ indicates pa.th used. 

ii:.} E A1 -=ql. -q2 .. ... 
-;;: 

... .,,. 
~'t: 

p 

p2 
3 A2 C 

st may equal A2~ rt may eq0al B o:r c. 

i Fi:{~ ~q~aq~ 

B 

A:1~=:2-
B 

-. 
1 ·s - S1 ; 

: 2 
ii 

A2 C A2 

sl;s2~ s.2 m.ay equal A
2
;r

1
1'B or c~ r

2
.J B or C 

C 
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or path: 

is a simple path from A
1 

to A
2 

containing Band C. (See Figure 

lV.3-11 iii.) 

Case (iv): Both :i::-
1 

and r
2 

are on P
3 

and ,only P
3
, and s

1
=s

2
• 

Then we know r 11r2 (since r 1~~impl'es r
1
-r

2
=B or r

1
;r

2
=c),and 

S1""S2=A2· By definition of (G/{Al,A2})B - Gl I edge (Al,A2) is not 

in c.1 . Therefore path P
1 

is of length at least two. Choose any 

interior node v on !\. Sin.ce v is in (G-{~ ,A
2

}) B, the.re is a pa th 

from v o B which does not c ,ont.ain A
1 

or A
2

• Call this path P • 
V 

Let v
1 

be the closest vert.,ex to v on Pv which is also on 

are snown in Figure IV.3-12a.) Let v
2 

be the c: osest ·vertex to v
1 

on Pv[v,v] which is also on P1 • Note that v
2 

does not equal A 

or A
2

• Al possible po.sitions for v
1 

and v
2 

lead to one of the 

cases solved above, a.scan be. verified by examining Figure IV~3-12b. 

Therefo:r,e 1Jsing P v [,12 , v 1 ] , we can co,nsb:uct a simple path from A1 

to A
2 

containing Band c. 

This completes Algori thin IV. 3. All cases have been resolved .. 

If Step 11 is reached, a pa.th is found from A
1 

to A
2 

containing B 

and c (in either order) . 
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Figure IV.3-12: Final stage of step 11--case iv. 

a) lll node disjoint paths fOWld be.fore last stage of Step 11: 

A Cl 

l 
q1"" 
q 

2 

V 

A2""S1""S2 C 

p
1 

a:nd p
2 

not equal to B or Ci r
1 

and r
2 

not equal to B or c .. 

b) Possible positions for v
1 

V 

X indicates a possible position for vl" In addition, v
1 

may equal 

B, c~ p1 , p 2 ~ r
1

, or r
2

. 
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IV~4 Algorithm IV.4 

We now present Algorithm IV.4 which is used to find a pa h 

froin x
1 

to ~ containing y and ~ when the node disjo nt paths show:n 

in Figure IV .4-l. exist. Node xl may equal "2 · This algorithm is 

use.d in Step l of Algorithm IV63 for X "'X -X, 1 2 and some assigrunent 

A, B, and C to x. y, and z~ The algorithm is also used in Step 9, 

case l ,, of Algorithm IV.J for some assignm.e.nt of A
1 

and A
2 

to x
1 

and x
2

,and Band C toy and z. 

of 

In Sbep 3 of Algor thm IV .• 3, we initially know that there are 

thr,ee node disjoint paths from A to [BC] in G (BC) .. ~,e must shm,, 

that the exis ence of these paths in G(BC) implies that the paths 

shown in Figu:re IVA-1 exist in G. Suppose the three paths in GCBC) 

corresp:,-nd o three paths from A to B (or C) in G. Withou loss of 

generality, assume the three paths go to B. Since G is bic:onn,ected. 

there · s a path,, P, from C to A which does not contain B. Let. v be 

the closest node to Con P which is also o:n one of the three node 

disjoint paths, say P 1 
• The initial portion. P [C ,v] plus the subpath 

P' [v,A] yields a path from A t .o C node disjoin 

froni A to B. (See Figure IV .4-2.) 

We now present. Algorithm. IV.4. 

rorn the other paths 

Algorithm rv.4: n:put: Graph G, biconnected and nodes x
1

, x
2

, 

y, and z such that the node disjoint paths shown io Figure IV.4- ­

exist. It may be that x ""X£~x. If x1 is distinct from x2 , we are 

also guaranteed that a simple· cycle- contai · og y and z exists which 

does not. contain ll\ or x
2

. 
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Figure IV.4-1: Node disjoint paths for Algorithm IV.4~ 

y 

P2 
xy 

p 
xz 

or 

Pl. 
y:y 

Figure IV. 4-2: Construction to generate desired paths for Step 3 of 
Algot:.ithm lV.J. 

A A 

yields----> 

B C B C 

Node v may equal A~ but v not equal to B. 
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Outt:mt: A simple path from x
1 

ta x
2 

containing y and z. 

Let. paths Pl and P2 go from x
1 

toy and pa.th P go from 
xy xy xz 

x
2 

to z in Figure IV.4 1. Fi d! two node disjoint paths from z toy, 

Q
1 

and Q
2

, such that if x
1

;ix.
2
,, x

1 
is on .neit: er of these pa.t:hs. 

Let p. be the closest node: to z on. Q. which is also on Pl 
l 1 XY 

or P2xy' i"" l or 2. Both p1 and p
2 

may equal y. One of p
1 

or 

p
2 

may equal x, it x
1

,,.x
2

=x. 

Let q. be the closest node to x on P which is also on Q. [z,p.]. 
i .2 xz 1. l. 

Both q
1 

and q 2 may equal z; one of q
1 

o:r g:2 may equal x
2

. ote that 

p.=x implies that q.=x .. Without loss of generality, suppose tha 
1. i 

<"!'.., is closer to x.,_ on Px,.. than q1 • Then q ..tx._ and n ..tx if '"I -x 
~"' ,£ .,,. 1 r 2 , · z'l r , . ... - · 2- x 

the 

Without loss of genera ity, suppose p
1 

is on Plxy· Consider 

path P ~ P2xy[x
1

,y]Plxy{y , p1 ]Q
1

!p
1

,z)Q
2

[z,q
2

]Pxz[q
2

,x
2
J. 

'l'h.is path goes from x
1 

to x
2 

and contains y and z. 

Claim: Path Pis simple. 

Proof: We must verify that each segment of a P pa.th used 
UV 

is node disjoint from each segment of a Q. pa.th used. The P seg· 
1 UV 

fllents are node disjo "nt and the Q. segments are node disjoin by 
1 

construction. 

Compare P2 {x
1

,y]Pl ly.p11 and Q1 Ip1,zJ. 
xy ' XY _ . I 

Since p
1 

1 ,s the 

closest node to z on Q- which is a.lso on PlKY or P2xy' the s bpa.th 

P2 [x
1 

.y]Pl [y,p
1

)' is node disjoint fro.m Q
1 

[p
1 

,zJ except at p
1 

" 
xy xy -

where the two subpa ths join. If p
1 
=y, then Pl xy [ y, y] is a null pa.th . 

NOW compare P2xy {x
1 

,y] Plxy [y ,p
1

] with Q2 !z ,q
2

] •. The path 

Q
2

[z,q2J is a subpath of Q2 [z,p2]. Since p 2 is the closest vertex 
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to z on Q2 also on P2xy or Plxy' Q2 (z,p2] is node disjoint from 

P2 [x11 y]Pl [y,p
1

J except possibly at p
2

. However, q2r!p.onless 
xy xy ·~ 

q
2
-p

2
=x, for x

1 
=x

2
=x+ If q

2
;:;i,

2
:..x, then Q

2 
[z,.x] joins P2xy [x,y], 

to complete the desired cycle, and P {q2 ,x2] ""P (x,x] is a null xz . xz 

path. If a2,i!p2 , then Q
2

[z,q
2

] is node disjoint from P2xy[x ,y] 

Plxy[y,p
1
], including endpoi ts. 

Finally consider P xz {c;i:
2 

,x
2

] ~ This path · s a subpath of 

Pxz[g:
1

,x
2
]. It is a proper subpath unless q1=q2 • Note hat '!.1.""'12 

S · nee q
2
. is the closest node to x2 on P 

xz 

e~cept at q2 ,.where the two paths are intended to join. Since 

lz ,[q2 ,x2 ] is a subpath of P xz [q
1 

,x
2

], and q
1 

is the closes node to 

x2 on Pxzwhich ·s also on Q [z,p ], Pxz q 2 ,x2J and Q1 [z,p1] are node 

di.sjoint, includ'ng endpoints 

Q
2 

[z,q
2

] is a null path., and P xz [q
2 

,x
2

J and Q
1 

(p
1 

,z] join at z. to 

fo pat of the cycle. 

Cl 
Figure tv.4-J illustrates the p0:sitions of p1 • q1 and q

2
. 



88 

Figure IV .. 4-3: Posit o.ns ,of p
1

, g
1 

,. and q
2

1 and resulting path., 

p 
xz 

z 

X 
2 

Where we have: 

p ' 
2 

y 

P2 
xy 

indicates the desirE!d pa.th from x
1 

to x2 contain"ng y and z. 
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tv.5 Timing of the Algorit.h.ms 

The algorithms presented in Sections IV.3 and IV.4 rely heavily 

on Dinic 1 s network flow algo::ithm. Howev'll' 1 we never need to find 

tr0-re t:han a: flow of three between any two nodes in a network. In 

partic lar, to determine if two nodes are triconnected requires 

finding a flow of three, and solving the.subgraph homeomorphism 

problem for pattern graph 1'½.,
2 

requ·res finding a flow of two. Upon 

examination of the algorithm (Ta 974, Ev 1975], we note that this 

impl'es that we neea to find at most three augmenting paths in the . 
network, and the time taken is d ( IV ~ Is I ) ~ In Section IV. 2 , we 

G .G 

have shown how t-0 f' d two cutpoints in e'cjvGj+jEG!) opera ions. 

Note that the algorithm. for biconnected components due to aopcroft 

finds the: articulation po· nts of a graph a.n.d only takes ef (IVG~ ~GI ) 

operations. By appropriate book eepin9, we can find a.n arti -

cu ation point separating two given nodes while increasing the time 

ta.ken by th~ algorithm by only a constant actor. We first consider 

Algorithm lV.4. 

In Algorithm rv.4, we are given as input the three node dis­

joint paths from x
1 

and x
2 

(or x) toy and z TO find the two 

node disjoint paths from y to z takes <:f ( lvG l+IEGb operations .sing 

the network flow algorithm. To find p
1

, p2 , q
1

, and q
2 

requires 

comparing nodes on the two sets of path. Suppose we first tabulate 

which nodes are on which paths~ This will take ef (IVG [) steps. 

To fincl the closest node, u, to node won a path P which is also on 

a. set of pa.ths, S , we process each node on path P in order, starting 

with w, by looking up in our table whether the node is also on a 

path in S. Since the number of paths in Sis at most two, each ode 
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can be processed usinq at most two look ups. Thus, we can. £ind u in 

ti.me ef ( IVG J ) • Once P1 ,. P 2 , q 1 , and q2 are found in this manner , the 

construction of the desired path is immediate. We add pall the 

times a.bov,e to conclude that Algorithm IVA can be executed in 

(i,( !vGl+ IEG I ) operations. · 

TO determine tbe ti.roe taken by Algorithm IV.3, we will consider 

the algorithm step by step. We first note that each step is executed 

at most once . When the ti.me ta.ken by a step is ef ( IVG I I+ I EG • I ) . 
where G 1 is a subgraph of G'" we will use e' (IVG I+ j EG I ) as an upper 

bound. 

step l: The time to test if an edge is in EG depends on the 

representation of EG. Since the biconnected components and net.work 

flow algorithms require an adjacency list representation, we. will 

assume this representa:tion for EG. Then, to find an edge, we must 

search the adjacency list of one of the endpoints of the ed9e. 

This takes~ ( IVG I ) operations. To find a. ath from A to B containing 

C, we solve the subgraph homeomorphism problem for pattern graph 

~ ~ 2 .. This requires CJ ( IVG J + I E,G I) operations A Thus, Step l takes 

Oc!vGl+IEGI) operations . 

Step 2: Breaking G into biconnected components requires 

B' clvGI + IEG I) operation .s. The test of whether A, B, and c are in the 

same biconnected component can be incorpo~ated in the algorithm for 

finding biconnected components. The component containing A,B, and c, 

if it exists, will be part of the output of the algorithm. Tbus, 
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Step 3: Merging nodes B and C requires Ef CI EGI) operations 

to modify the adjacency lists. The network: flow algorithm on N(BC) 

:requires e:f ( lvGI+ IEGI) operations, sioce we need only find a flow 

of three. Since we ,execute these node merging ard flow algorithms 

at most t.hree times, this portion of Step 3 requires Ef ( IVG I+ I EG I) 
oc:ierations. If Algorithm IV .4 is then used, another ef ( lvGI + I EGI) 

opera ions are, required.. 

Step 4: Finding cutpoints A
1 

and A
2 

and constructing 

(G-{Al,A2})B each require eJ <lvGl+IEGl> operations. (See Section IV .2.) 

Determining if C is a. node in (G-{~,A2})B can be acco p ished 

while (G-b.
1

, A2 }) B is being constructed. Thus, Step 4 takes 

(:$ C IVG I+ i e:G I ) operations .• 

Step 5: Gl .,_ (G/{~,A
2

}) 8 is constructed from (G-{A1 ,A)) 8 

in ef ,( IVG I ) operations. We apply Hopcroft • s biconnected components 

algorithm to (G-{A
1 

,A
2
})

5
• This requires Cf ( jvGj+[EG I) operatio s. 

If B and C are not biconnected in (G-{A
1

1A
2

} )' 
5

, an articul.ation point, 

Xr separating Band C, is part of the output of the algorithm when. 

appropriate bookkeeping is added. constructing s
8 

and Sc requi.res 

CJ{ I VG I+ IEG I) ,operations. The fixed subgraph homeomorp ism problem 

with pattern graph K1 , 2 s solved at most four times, taking 

B'( I VG I+ IEG!) operations each time. Thus, Step 5 takes, e{ ( IVG I+ IEGI) 
operations,. 

Step 6: Determining if any two ,of edges (Al ,B)1
, (A ,C) I (A

2 
,Bl , 

and (.a.2 C) are in Gl requ es ef ( I EG _ I ) , which is alsoe'< IEGI}, 
l 

operations to search the adjacency lists. When two of these edges 

existr we solve at most two instances of the fixed subgraph 
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homeomorphism problem with pattern graph K
112

• This requires 

0( IVG [+I EG [ ) operations. Thus, Step 6 .requires at most 0 ( IVG I+ I EG j ), 

ope.rat.ions. 

Step 7 : Determining if there are augmenting pa.ths to A
1 

and 

A
2 

sho ld be do.ne by saving the information from Step 3, when the 

network flo\-1 algorithm is used on N'{BC). Which of the edges (A
1 

,B), 

,(A
1

, C) , (A
2

, B) , and (A
2

1c) , if any, ar~ in G
1 

can be saved from 

Step 6. we use the algorithm for the fixed. subgraph homeor:no phism 

pz::oble ""i th pattern. graph K
1

, 
2 

at most ,once. T'hus. Step 7 takes 

at most ff ( jvG]+\EGI) operations. 

Step 8: The biconnected components algoritm requires 

Be lvGJ+JEGJ) operations and will determine if either B or c is an 

articulation point io G
1 

... With appr:opI:iate boo•kkeeping, the bicon­

n,ect•ed components a.lgor · thm will also output s
1 

and s
2

, and the 

desired path in s
1

; if G
1 

is no,t biconnected. TO find the desired 

path in s2 , we use the algorithm for the: fixed subgraph homeomorphism 

proble- with patter 

ation.s Thus, Step 

11raph ~, 2 • This requirese'( I vGI+ IEG I l 
8 requires B<IV:G l-rlEGJ} operations 

oper . 

Step 9: Ea,ch set of node disjoint paths in G
1 

(BC) is defined 

by the flow from [BC] to A
1 

and A
2 

in N{BC) .merged with an augmenting 

path to A or A.
2

• The paths in G
1

(:sc) corresponding to the new flow 

in N (BC) can be found in fie IVG I+ I EG I ) op,~xations by tracing the 

paths of flow in G
1 

(BC). The paths io G
1 

can be found by det,erminin9 

the correspondence between edges from Band C in G
1 

and edges from 

[BC) in c
1 

(BC) used by the. paths. This requires c:f< Iv GI ) oper.a.tio.ns 

to search the adjacency lists of Band c. Once we know the paths 
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in G
1

, we can determine which of the cases occurs. If case 3 occurs, 

we find a pa.th from C to A.
2 

which does not. contain B, and use this 

path to reduce case 3 to case l or case 2 ~ This requires EJ ( IVG I+ I EG j l 

operations. If case l occurs, we use Al.gOll:-itron IV. 4, which requires 

another eJ (] vG I + IEG I } opecations. We conclude tha.t step 9 requires 

ej ( l vG I+ IEG I ) ,operations. 

step 10; Merging the nodes ~ .and B, A2 and C, A1 and C, 

a.nd A2 and B requires ef ( I EG f) Operations. Determining i the pairs 

of me:,;ged nodes are triconnected requires eJ ( IVG 1 + I EG I ) operations 

using the netwol':'k flow algorithm. Thus, Step 10 l'.'•equiz"es e'( I V'G I+ IEGI) 

operations. 

step ll: To find the two disjoint paths from B to c containing 

neitbe.r Al nor A.2 requues eh ! VG I+ I EG I ) operations. TO find he 

augme..'lting pa:t.h .requires e ( IVG 1 + I EG I> operations. Reducing cases 2 

and 3 to case 1 or 5 requires C:7( jvGl+I BG I ) operations to find a 

pat.h fro:1n A
2 

to B which does: not oont:ain c or a. path from A1 to c 

which does not contain B. The merging of this pa.th with the: set of 

node disjoint paths ca.n be done inEY( IVG I ) operations using the 

method described i.n our timing discussion of Algo.ri t.hm IV. 4 • Be:c-e, 

the set. s of disjoint paths contains three. paths. 

To process case 1~ we need the sets O·f three node disjoint 

paths examined in Step 9. We assume these paths have been saved. 

Ta find the p. • s and q. 's using the method described for Algorithm 
l. l. 

r.v. -4 then takes de j VG I ) operations. Finding the configuration 

of t.he pi' s and qi' s w 11 require er( IVG I) ope.:ra.tions if the proper 

bookkeeping is done so that we always know on which paths a given 



node appears. Similarly, nodes r
1 

r
2

, s
1

, and s
2 

can be fou nd and 

their posi tioos on various paths determined in er ( IVG j ) operations+ 

Finally, path Pv can be founa in6' {!vGl+!EGI> operations1 and 

v
1 

and v
2 

can be found in ffc tvG I l operations. We conclude tha.t in 

the worst case of Step 11, a path from A
1 

to A2 containing Band C 

(in either order} can be foW1d in 61 1vG l+JEGI) operations. 

TO compute an upper bound on the time taken by Algorithm :i::v.3, 

we add up the worst case times for each step. Since each s ep takes 

at most CJ l j VG I+ I EG I l operations, we conclude that Algorithm rv 3 

requir,es at most fJt !Vcl'+]EGP operations. We can ot expect any 

algorithm whicb finds a cycle containing A, B, a.nd C in G to, take 

ess than t;(: I vGI+ IEGI) operations in tbe worst case, since ·t takes 

ef clvGl-+l:c:Gj) operations just to examine G. Thus, the time taken 

by Algorithm IV .. J is linear in the :size of G. 
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IV.6 Conclusion 

In this; chapter, we have presented a linear time algorithm for 

the fixed subgraph homeomorphism problem when the patter:n graph H 

is an undirected cycle of length three. This problem and, the fixed 

subgraph homeomorphism problem when His a tree of depth one are the 

only fixed subgraph homeomox-phism problems wh'ch we know how to solve 

in polyno ial time . In Chapter V, we discuss the most basic open 

prob_em for undirected graphs-- the fixed subgraph hcmeomorpbis 

problem when H consists of tr,,,'O disjoint edges. We will show that 

this problem is fundatnental to all other fixed subgraph homeomorphis. 

proble s which we cannot solve in po,lynomial time. 
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V The TWO Disjoint Paths Problem 

V.l In roduction 

In this chapter, w-e discuss the fixed subgr-aph ho.meomorph · sm 

problem when the pa.ttern gra:ib H consist:s o two disjoin.t undirected 

edges. Th is problem is cal led the two d · sj ,oint paths p:r,oblem for 

undirected graphs since, in G, we are looking for two disjoi 

paths between given pairs of nodes. (See Figure V.1-L) It is 

easily seen that the two disjoint paths problem fo~ undirected gi;a.phs 

is reducible to th.e two disjoint paths problem for direc·ted graphs, 

If H is undirected, H=<{a,b,c ,d}, ( (a,c), (b.,d) }>, and undirected graph 

G is input, we form d rected graph Rd by making edges (a.,c) and (b,d) 

directed, We form directed graph Gd by replacing each undirected 

edge (u, v) by directed edges (v ,.u) ano (u, v} • ''!'hen H~G if and only 

if Hd~Gd, since each path in Gd corresponds to a path in G containing 

the· same nodes, and each path in G co re.spends to two paths in Gd, 

one in each directio I containing the same nodes .. 

Recall that in Chapter Ill we showed that the two disjoint 

paths problem for directed graphs is equivalent to the two other 

basic ~pen probems for directed graphs. :rn each problem, t.he pattern 

graph contains exactly two edges, and the mapping vis specified. 

These three open problems represent the only fixed subgraph homeo­

morphism prob ems for directed graphs which we cannot solve in 

polynomial ei.me when the pattern graph contains o ·nly two edges. 

The fac that the wo disjoint path problem is reducible to these 

problems implies that; at worst., it is as hard to solve as these 
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Figure V.1-1: The Two Disjoint Paths Problem 

pattern graph H: 

in input graph G: 

a 

paths 
exist? 

b 

d 

• V (d), 

Q indicates a node whose image under v or inverse image is specified. 
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_problems. It is also possible that t.h12 two disj,oint paths problem 

for undirected graphs is much easier to solve than the problems for 

directed g.raphs. Therefore, we suggest that the two disjoint paths 

problem for undirected graphs holds the most promise for solution. 

The relationships between the open prob ems discussed above are 

swnm.arized in Figure V.l-2. 

The f.act that the two disjoint paths problem promises to be 

the· "si plest•~ open problem: to solve is not the only reason we focus 

on it. · his problem is also the most, f ndamental of the open prob­

lems which are fixed subgraph homeomorphism problems for undirected 

graphs, as shown by the following lemma.. 

Lemma v.l.l My fixed subgraph hoD1eomo:rphisrn problem foi: undir­

ected graphs either 

(a) has as pattern graph a tree of depth one or a cycle con­

taining exactly three nodes ,once isolated nodes are removed 

or ,( b) contains the two disjoint paths p:c-oblem as a subproblem. 

Proof: A fixed subgraph homeomorphism problem contains the 

two disjoint: paths problem as a subp:c-oblem if the set o.(EH) must con­

tain two paths which are node disjoint including their endpoints. 

The problems which contain the two disjoin.t paths p:r:oblent as a sub­

problem a.re exactly those problems whose pattern. graphs contain wo 

edges with no c:ommon endpoints ( two disjo · nt edges) . We ne,ed to 

prove that any pattern graph; Hi wh'ch does not contain two disjoint 

edges is a tree of depth one or a cycle containing exactly three 

nodes after isolated nodes have been rem.oved. Wnen I EHi is one or 

two, the result is inmiediately obtained by enwnerating all possible 
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gi:aphs (.up to is,omo:rphisrn) with one or two edges and no isola t ed 

nodes. (See Figure V.l-3J~ 

Co,nside.r any undi:rectecl graph H such that IEH l>3, and H con­

tains no isolated nodes. Suppose H does not contain two d'sjoint 

edges. Choose any edge (u,v) in EH . Now consider another e ge. in 

H. Since H does not contain two disjoint edges, this edge must 

have either or v as an ,endpciint. Without loss of generality~ 

assume u is the common endpoint. The second edge is (u,w). ow 

con.sider a third edge. This edge must have u as an endpoint or both 

v and was endpoints. bus, the three edges either form a c ycle of 

length three Oit" a tree ,of depth one roo,ted at u . suppose the edge.s 

form a. cycle of length three: < (u, v) , (v, w) , (w, u) >. If H has a 

fourth edge, this edge cannot have a common endpoint wi -h all three 

edges of the cycle. Thus, H has only three edges . Now suppose the 

three edges form a tree of depth one rooted at u. If H has a fourth 

edge, this edge can have a common ,endpoint with each of the other 

three edges only if u is one of its endpo,int:s .. Thus H remains a 

tree ·Of depth one. {See Figure V .1- 4.) Continuing thi.s reason · ng, 

we can prove by in.du.ct ion that if R has four or more ,edges, no two 

of which are di.sjoint,. then H is a tre.e of depth one. 

C l 
We see that any fixed subgraph home.omorphism problem for undir­

ected gra.phs which we do not know how to solve in polynomial t ime 
I 

contains the b,-o disjoint paths problem as ,a subproblem • . If we can 

solve any other open probl,em, we can solve the two disjoint paths 

pt"oblem by adding to G and H corresp0nd.ing nodes and edges until we 
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Figure v.1-2:Relationships between ,open problems. 

The ri.xea subg·raph homeomorphism problem with pattern graph: 

undirected 
Hl: @ 

' 

• 

.. 

red ci.ble to 

H_2: 

equivalent to 
~-----➔ 

0 indicates that the node is in NH. 

equivalent to 
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Figure v.1-3: Enumeration for the proof o:f Le!ffltla V.1.1. 

H: 

I a. tree of depth one. 

or H: 

a tree of depth one two disjoint edges 

Figure. v.l-4: Inductive argument for the proof o.f Lemma v.l.l. 

u 

u 

w 

add an edge - --)"" 
or 

add a.n edge 

V 

can add no mor,e edges with­
out producing disjo.int: edges 

V w 



102 

ha.ve a.n instance of the problem we can solve. 

The wo disjoint paths problem takes on 'further importance as 

an open problem due to the result by Even, Itai , and Shamir [Ev 1976] 

that the two commodity in·tegral flow problem is NP-complete foe both 

directed and undirected networks, with unit capacities on the edges 

cf the network. The t1,,-o colllltlOdity integral flow problem is a net-

wo,rk flow problem in which we have two sources, s 1 a.nd s 2 , two sinks, 

t
1 

and t 21 and non-negative integer valued flows, £
1 

and f
2

• from 

s
1 

to t
1 

and from s
2 

to t
2
,respectively. We modify our definition 

of a neh'Ork, N, to, allow s
1 

a.nd s
2 

to have incoming edges a,nd t 1 

and t
2 

to have outgoing edges. We require tha.t: 

!: f . (w,u} for each ue::VN {s. rt. }and i-1 or 2. 
WEI/ ·r/ . .t l. 

The value cf fl.., v (f~), is i: f. (s. ~wl I: f. {w~s.). Even, Itai, and 
~ l 1 1 i 

WEV wEV 
N 

Shamir show that1given as input a neb,,ork 'N with unit edge capacities 

and t1;,-o non-negative int~ger.s, k
1 

and k
2

, determining if there exist 

non-negative integer-val ed flows f
1 

and f
2 

such that v(f )-k and 
l l 

v ·( f 
2 

) -k 
2 

is NP--comple t.e _ 

The diE:ected two disjoint paths problem can be viewed as an 

integral two commodity network. flow p!:Oblein by first reduci.ng the 

nod,e disjoint homeomorphism to an edge disjoin.t homeomorphis:m ( see 

Chapter II),and then assigning each edge capacity one. Asking if 

thece exist disjoint paths from a to c and b to d i ,s equiva.lent: t.o 

asking if there e.xist flows f
1 

and f
2 

such that v (f
1
)-l and v·(f2 ) "-l, 

for s
1 

corresponding to a., s
2 

c:orresponding to b, t
1 

corresponding 
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to c, and t
2 

corresponding to d. Since the un.directed two disjoint 

pa.tbs problem is reducible to the directed two disjoint p ths prob­

lem, it is also ireducihle to the · nte-gra.l two commodity ne.twork flow 

problem. We would like ·to know if the two, disjoint pa hs problem 

is also sufficiently difficult to, be NP co plete . If NP ~ P, it is 

also possible that the two disjoint paths problem nei the.r as, a 

polynomial time algorithm nor is NP-co plete [Lad] . Since p1;ovin9 

this c,ondit · on is equivalent bo proving NP "I P, we are not op im.ist · c 

,a.bout establishing such a result. If the two disjoint paths problem 

does prove to hav,e a polynomial time algorithm, we can ask for what 

k,if any, does the k disjoint paths problem become NP-complete, and 

fo:c- wha.t k, if any, does the integral two commodity flow problem for 

v,(f
1

) and v(f
4

) no larger thank become NP - complete when the algo-r­

ithm is allowed to depend on k. 

We have shown in the discussion above that the two disjoint 

paths problem not only has a key role in the quest for algorithms 

to solve fixed subgr,a.ph ho eo o phism problems, but also has impor­

tance in our understanding of the hierarchy of complexities of prob 

lems. :rn the ne.xt section, we discuss the. progress which has been 

ma.de in finding polynom ' al time algo~ithms to solve the problem. 
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V.2 Attempts at Sol~tion 

Attcm?ts to sole the t.wo disjoint paths problem have resulted 

in poljmorn · al ti e algo.::: th.-ns to solve the proble when the input 

graph G has cert:ain properties. Perl and Shiloach [Perl] h;3.ve sho,.m 

that when G is a triconnected planar graph, the two disjoint paths 

pt"oblam can be solve by an algorithm requ.:.ring efc IEG!) s eps. In 

fa.ct, the algorithm presented for triconnected planar gi:aphs is 

applicable for a planar graph G whenever nodes a and care trir.:onnected 

and nodes band dare triconnected, where disjoint paths from a to 

c and b to a are desired. Perl and Shiloach also show that in a. 

l triconnected chordal graph, there are two disjoint paths between 

any two pairs of nodes in the graph. T'ne paths cun be found using 

CJ<IEG]) operations. hey claim that A. Itai can solve the two 

disjoi t paths problem for planar or chordal graphs whi:::'h are not 

triconnected in fJ ( I EGI} operations by using the algorithm of Hopcroft 

a.-i.c. Ta:r-ja.n to separate G into triconnected components [Ho 1973b); and 

solving ins';.'..anc..!S of u.~ problem witr.in U,&,:!,Se t:lconue<.:ted c.::m1p::ments. 

The paper by Pe:c:l ad Shiloach also discusses the two disjoint. 

paths proble for directed graphs and for edge disjoint, rather than 

node disjoint, paths. -hey present methods of reducing the two edge 

disjoint pa hs problem for undirected {or directed) gra.phs o the 

1 
A chordal graph is an undirected graph, C, such that for any cycle 

of length greater than three in G, there is an edge in G, calle· a. 
chord, connecting two nodes which are on the cycle,b t not adjace 
on th':! cycle. 
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two node disjoint pa,ths problem for undirected (or directed) g:raphs. 

These ethods of :reduction are specific to the two disjoint paths 

problem and si.mplier than our general methods of Chapter II. It is 

shown that if an undirected gra.ph is th::r:ee-edge-connec.ted (L ,e. any 

set of edges whose removal separates the graph is of si~e at least 

three}, then there a.re two edge disjoint. paths between any two pa·rs 

of nodes in the graph. rul algori th.I'll executable in ff ( IVG j,I E GI ) steps 

is _presented to solve the two lnode} disjoint paths problem for acyc­

lic directed graphs. 

Several of the results. by Perl and Shiloach discussed ahoive 

give· properties of G ...,~ich guarantee the ru:istence of two dis joint 

,paths in G between any two pairs of nodes. Larman and Mani [ LarJ 

an.d Watkins [Wal also address this question. Reca l from Chapter IV 

that t • · iconnect • vity of G was sufficient to guarantee the existence 

o:f a cycle containing a.ny three given nodes of G. We would like a. 

sirailar connectivity result for the two disjoint paths problem. 

However r Wat:kins i l lustra.tes that 5-connectiv ity of G does not 

guarantee the existence of two disjoint paths between any two pairs 

of nodes in G. Figure v.2'-1 is the counterexample used. lThis graph 

also appears in l[Lar}.) I.arm.an and Mani do prove that if' G is 

6x2 15-connect:ed, then there exist two disjoint paths between any 

two pa.irs of nodes in G. However, the size of the connectivity is 

so large as to be unusable for practical algor · t.hrns,. Watkins shows 

that if the connectivity of G is at least fow:~and K~G. where 

K.5 is the complete graph on five nodes, then there exist two disjoint 
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pans be..:ween any two pairs of nodes in G. Note that 1:<
5 

~G irn9lies 

tha.t G is not planar, by Kura:towski 1 .s result. It is conj ,ectured 

by Watkins that if the connectivity of G is at east four and 

K
3 1 3

~p r where K.
3 

, 
3 

is the compl et. e bipartite graph on b.10 sets of 

three nodes, then there exist two disjoint paths between a.ny two 

pairs of nodes in G. f this conjecture is true, then any non-

planar graph whos,e connectivity is at least four con ta.ins two dlis­

j ,oint paths between any two pai:rs of nodes. The proof of t.his con­

jecture. reina !lS an open problem. The minimum connectivity· of a.n 

arbitrary graph I G. which guarantees the eJ-;istence o .f t....-o disjoint 

paths between any two pairs of nodes in G is also an open question 

[Perl]. 

Consider again the exis-tence of two disjoint pa.th:s f:torn a to c: 

and froin b to d, when a,b,.c~a.nd d are fcur known nodes in the graph 

G. Figure v . 2-2 illustrates that no particular connectivity between 

a and c orb and d guarantees that the two disjoint paths exist. 

The particular graph shown in .Figure V .2-2 is planar. and the algor­

it.mn of Perl a.nd Shiloa.ch can be used. Howev,er. this algorithm 

uses Theorem V.2.1 below to decide whether the disjoint paths rom 

a to c and b to d exist. 

Theorem v.2.1 (Theorem 4. of [Perl]) Let G be a planar 

gra.ph. If there is a.n ilnbe.dding of Gin the plane such that nodes 

a,b,c,and d a.re on one face of Gin that cyclic order, the two dis­

jo:in.t paths--;me from a t.o c and one from b to d-- do not exist in G. 

When an arbitrary graph G is considered, we have not found 

criteria which will allow u:s to decide i ·f the two disjoint paths 
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Figur,e V.2-l: Counterexample to 5- connectivity guarantee ng two node 
disjoint paths between any two pairs of nodes . 

a b 

d C 

There are no disjoint pat.hs from a. to c and b bod. 

Figure V. 2-.2: Counterexample to any connectivity of a and c and b and 
d guaranteeing two node disjoint paths from a to c and 
b to d. 

a and ck-connected 

n,o node disjoint 
path.s f:rom !F---+---4-

a to c and 
b ·to d 

b 

,a, 
band d k-connected 

k nodes 

d 
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exist. our attempts to devis e an algorit hm simil ar in methodology 

to Algorithm IV.3 have not been successfui. 

Another approach which we have pursued. to solve the two dis­

joint paths problem for an arbi.trary graph G is that of building up 

sets of pairs of nodes in G for ,..,.hich we know disjoint paths exist. 

Suppose we know that for any choice of t wo pairs of endpoints rrom 

among the set ([x rYl, .[y ,z], [u , ••d. [w, v:]}, there are two disjoint paths 

(excluding endpoints) in G. We would like to conclude that there 

are two node disjoint paths in G with endpoints [x,z] and [u,v). 

However, Figure V. 2-3 shows a g;r;aph G which provides a counterexampl e 

to this conclusion. The problem is that different paths may be used 

between the same end.points when testing for different sets of dis­

joint paths. Keeping track of al the paths used leads to an algor­

ithm which is essentially exha.ustive search and requires exponential 

time in the size of G. we may attempt to be more clever and attempt 

to use the following criterion; 

We conclude that there are two disjoint paths in G between u 
and v and x and z of lengths m and n, respectively,(denot:ed 
fx, zl ) only i.f for each i and j , O< i <n, o <;<rn, such that lE-,1:Jn,m -- ~-
no two of i, j ,n-i, and m-j. are simul ta.neou·sly equal to zero, there 
e:Kist nodes ~ a:nd l; such that fx , fl. -, rL il . . ~,El. '. 

· 1.E,{jl-,J L.:..t;;.!tn-ll,m-J, t1,!_p,m-J 
and fr: , il . . . - -

l.ll, ~ n-l., J 

However, the graph in Fig·ure v. 2-3 also provides a counterexample 

when we attempt to conclude I!:~ J, 2 . Again. we must keep track of 

act1.1a paths used, lea.ding to a n algo rithm taking a.n exponential 

nwnber of steps in. the size of G. There may be. a polynomial time 

algorithm based on pat:h me.rging of this type . However, we have not 
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Figure v. 2-3: Counterexample for path-j,oini.ng criteria. 

For: 

<x,y> disjoint from < _,w> 

<x,y> disjoint from <w,v> 

<x,y> disjoint rom <y,w,z> 

<y,v,z> disjoint from <u,w> 

<y,u,z> disjoint from <w,v> 

·<u1 w> disjoint from <w, v> 

u 

V 

However, there a e no node di.~oint paths from x to z and u t.o v. 
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found a criterion which allows us to do this. 

In this sect.ion we have a.ttempted to present the understanding 

oft.he t."1.'0 disjoint c,aths problem which we. have developed during, our 

attempts ta solve it. Given the results of Perl1 Shiloaah, and Itai 

for planar graphs, the most promising area of investigation appears 

to be: based on the conjecture of Watkins that if G is ,4:-connected 

and not planar1 then there exist t~o a·sjoint paths between any two 

pairs of nodes in G. •This concludes our discussion of so ut.ions to 

subgraph homeomorphism. pl:"oblems. Ch.apter vr summarizes our results 

and presents some general open problems related to subgraph homeo­

morphism. 
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VI Conclu.sion 

VI l Summary 

In this thesis we have presented definitions of the subgraph 

homeoinorphism problem for node disjoint homeomorphism, edge disjoint 

h.omeomorphism, directed graphs, and undirected graphs. After observing 

that the most general subgraph homeomorphism problem--when both graphs 

H and G are input- -is NP-comple"ter we concentrated on finding a.lgor­

ithms which depend. on th!ll: pattern graph H and are of p0lynomial time 

in the .siz,e of the input graph G. We sho..red that in all cases, an edge 

disjoint subgraph homeomorphism problem could be solved by solving 

a node disjoint subgraph homeomorphism. proble.m. However, only in 

the fixed, directed case could we find a reduction allowing us to 

solve a node disjoint homeomorphism problem by solving an ,edge dis­

j:oint homeomorphism p.roblem. 

The· algorithms we have present,ed to solve subgraph homeomorphism 

problems rely heavily on the polynomial time network flow alqocithm 

discussed in Chapter III. Our algorithm for finding a cycle in graph 

G con.taining three given nodes in G, presented in Chapter V, combines 

this network flow algorithm (to find node disjoint paths in G) with 

a gor·_thlhs to break G into components. We are able, through splitting 

G into components and "cutting and pasting 11 nod.e disjoint paths of 

G~ to determine if the cycle exists and, if so, to construct it in 

time in the size of G. This algorithm and the algorithm 

for solving the theed subgraph homeomor-phi.sm problem when the pattern 

graph is a tree of depth one are the on y polynomial time algorithms 
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for fixed subgrapll homeomorphism problems which we know of. Combining 

these algorithms with the three reductions presented in. Chapter III 

allows us to solve a number of px-oblems when the node apping \I is 

partially specified or; unspecified 
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VI.2 Topics :or Ft:rc.her Investigation 

We ha •e spent Chapter V discussing what we believe to be the 

most allu1-ing subgraph horneo!iiOrphis problem fer w ich no polynomial 

·time a.lgorit:'lm is known--the two disjoint. paths pr:oblem. Th• s p:::ob-

lem not. o:'l · l' ap?ears to be the simpliest open problem but also is 

a fundamental proble fot: all open fixed s\l]J-graph ho eomo:rphism prob-

lems There are, however, othe:t areas of research which do not 

invo_ve- so1v.::"?.g a particular subgraph homeomorphism problem~ 

SU?f>Oae we can solve the subgraph homeomorphism problem for 

e. ~ould li_ e t:o know if we c:an solve 

the s ,\.-:;rap:1 ho .. eomorphisrn problem if we add an erlge • to H oc delete 

an ~cg-2 !ro:::i H, kee;>ing NH constant. It ,;,.-ould be informative to 

characterize the situations in which we can solve the new problem 

for H 

For e xa.,1,p le, if u and v are in N ~ then we can solve the subgraph 
H 

hom.~mor.~hLsm problem for H.- in a straightforward manner by adding 

and solving the s ubgraph ho"'!eomorphisrn problem for H with the mod-

ified grap G as inpu=. · If nodes u and v are not in H' it .is not 

clear how to use the solution fo:r H to find a solution f:o:r H , 

s inc2 ...,.e: c:.o not know 1,;hat. nodes in G s:tould corr:espond to u and v. 

g,.ren ess is ';(no,,,,n about. the solution of the subgraoh homeor.t-Qrphism 

For example, it is easy to solve th~ r-xed subgraph 

hon~or.,o ... p; ..'..s'.':1 ~rob le.. whe. H cons is ts of four nodes, a, b, c, and d, 

and or.e ~d1-2, (ii!! ,b). v1e delete the: nodes v (c) and \I (d) fro G and 



114 

edge (c ,d) o H, we get the two disjoint paths problem, hicb has 

so far defied solution. 

Si:mi.1ar questions ca.n be asked about the set In Section 

II I. l, we showed that ~e can always remov,e nodes from NH and solve 

the resul -ing p:i:-oblem in polynomial time if the original problem was 

solvable in polynomial time., W:e would like to know when we can add 

nodes of v
9 

to N
8 

and b~ able to solve the: problem. For ,e.xample, 

we can solve the slJbi:iraph homeomorphisll!l problem for H a tr,ee of 

depth ·two in :polynomial time when the leaves 0£ H a:re not in NH. 

'How do we solve th@ problem in polynomial t.ime when we add leaves 

to~? Note that we can always add or delete ~solated nodes from 

VH and add isolated node.s to NH. f we have deleted ,a node from. 

VH, we simply add the node back into v
8

, add an isolated node to the 

input graph, and solve :the original problem. If we have added a 

node to v
8

, we solve the old problem or each graph resulting from 

del,eting a node from the input graph. If we have added an isolated 

node to NH, we delete this node from H' delete the corresponding 

node from the input graph, add an iso ated node to the input graph, 

and solve the old problem. Given that we can add isolated nodes in 

this fashion, a generally app icable method for solving H+~G once 

a _polynomial time algorithm for H~G is known would provide us with 

a · eafis of solving H~G, for any graph a, in polynomia time. We 

would begin with a simple pattern graph for wh.:.ch a polyno:mia.l time 

algo~ithm is known and add nodes to VH and -Hand edges to EH un il 

the desi.red graph is constructed .. 
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Another li..ne of investigation which may be pursued is: 

nGiven pat.tern gxaph H and specifi,ed node set NH, what properti,es 

of the inp t graph G guarantee that H2NG (or H~G) for a.ny partia.l 

specifi cation P? .. We discussed this question in Chapter V in con­

junct on wi th the two disjoint paths problem. An example of the type 

of r;esults we wota.ld like is the theorem .by Perl and shiloach [Perl]: 

Any tr·connected chordal gra:ph ,contains two node disjoint paths 

be·tw,een any two, pairs of .nodes •. In this case, the properties of 

G guaranteeing two disjoint paths are t.riconnectivity and chordality. 

Watkins [WaJ and Larman and Mani [tar] have investigated this ques­

tion for the n d:is,joint paths problem. Larman and Mani have also 

investigated thi.s question for pattern graphs Kn (the complet,e und r-

ected graph on n nodes) and K {the complete undirected bipartite 
n,n 

graph on two sets of n nodes). They consider the question for both 

NH = iJ and H "" V H. Similarly, we may ask, ''What properties of G 

and p ( H) guarante·e that H~G (or H~G) for a given par ial speci­

fication, P?" ro,r example, we know that thece is a cycle conta · ning 

three given nodes •O·f G wheneve-r there are three disjoint pilths from 

one of these nodes to the other two . 

The ultimate goal of this research is to answer the question, 

Is there a polyoomia.l time algorithm fo:c- every subgraph bomeo orph · sm 

problem when the .algorithm is allowed to depend on the pattern graph. 

H. and the pa:ctial specification set, N ?" Hunt and Sz.ymanski [Hunt] e· 

have asked this question for floatin.g subgraph homeomorphism proble1DS 

in conjunction w:E.th the·r research on progratnm.ing schema. The cesults 

presented in this thesis represent our present knowleoge of the answer 



6 

to this question. The research problems proposed in this section 

are designed to further our knowledg,e of the subgra,pn hon,eomor;phisl'I') 

problem with this ultimate goal. 
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