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## ABSTRACT


#### Abstract

A set, $V$, of points in the plane is triangulated by a subset, $T$, of the straight line segments whose endpoints are in $V$, if $T$ is a maximal subset such that the iine segments in $T$ intersect only at their endpoints. The weight of any triangulation is the sum or the Euclidean lengths of the line segments in the triangulation. We examine two problems involving triangulations. We discuss several aspects of the problem of finding a minimum weight triangulation among all triangulations of a set of points and give counterexamples to two published solutions to this problem. Secondly, we show that the problem of determining the existence of a triangulation in a given subset of the straight line segments whose endpoints are in V is NP-Complete.
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## Chapter 1 - Introduction

### 1.1 Geometric Complexity

Computational geometry problems frequently arise in many real-world and theoretical circumstances. Solutions to many of these problems have been known for centuries. Only recently, however, have the tine and space complexities of geometric problems begun to be examined. A large portion of this work has been done by M. Shamos $[12,13,14]$, who has given efficient algorithms for a number of the fundamental geometric problems.

The complexity of geometric problems is important not only because of the real nature of many of the problems, but also because of the insights provided on the intrinsic nature of computation, For instance, consider the problem of finding the minimum weight spanning tree of a set of points in the Euclidean plane and the corresponding graph-theoretic problem of finding a minimum weight spanning tree in an arbitrary graph. It has been shown that the geometric problem, for $n$ points in the plane, can be solved in time $\sigma(n \log n)$, whereas the best algorithm presently known for the graph-theoretic version requires time $\sigma\left(n^{2}\right)$ for a graph with $n$ vertices $[1,12]$. This suggests that the algebraic and geometric versions of a problem may have substantially different complexities. In contrast, we note that both the algebraic and geometric versions of the Traveling Salesperson Problem and the Steiner Tree Problem have been shown to be NP-Complete $[7,8,9,11]$. At this time there remains a large anount of mystery about what geometry contributes to a problem in terms of its complexity. Due to the recent emergence of the field there is a large class of problems which remain open. The primary concern of this thesis
will be with several related problens in geometric complexity.

### 1.2 The Triangulation Concept

The concept of a set of points in the plane being triangulated may be formulated as follows: Let $V$ be a set of $n$ distinct points in the plane. We assume that these points are not all collinear and that $n \geq 3$. The points in $V$ will be called vertices. Let $L$ be the set of $\binom{n}{2}$ straight line segments between vertices in $V$. The elements of $L$ are edges. Two edges, $e_{1}$ and $e_{2}$ properly intersect if $e_{1}$ is not equal to $e_{2}$ and if $e_{1}$ and $e_{2}$ intersect at a point which is not an endpoint of both $e_{1}$ and $e_{2}$. A triangulation of $V$ is a maximal subset, $T$, of $I$ such that no two edges of T properly intersect. There are several useful properties of triangulations which follow directly from this definition:

1. Each edge in the convex hull of $V$ is in $T$.
2. Each interior face of the straight-line planar graph, as determined by $V$ and $T$, is a triangle.
3. Each edge in $L$ is either in $T$ or properly intersects an edge in $T$.
4. If $y_{1} y_{2}$ is an edge in $T$ with endpoints $y_{1}$ and $y_{2}$ in $V$ and $y_{1} y_{2}$ is not an edge on the convex hull of $V$, then in each half-plane as determined by a line passing through $y_{1}$ and $y_{2}$, there must exist a vertex H in V such that edges $\mathrm{y}_{1} \mathrm{~W}$ and $\mathrm{y}_{2} \mathrm{~W}$ are in T and there does not exist a fourth vertex $u$ in $V$ which lies on, or interior to, triangle $y_{1} y_{2}{ }^{W}$.

We will make use of these properties throughout this paper.
Triangulations have an application in the approximation of function values for a function of two variables when the value of the function is
known at some number of arbitrary points. One method involves finding a triangulation of the set of points where the function values are known [5]. To approximate the value of the function at another point, say $p$, we find the triangle in which p lies with respect to the triangulation and then approximate the function value at p by linear interpolation of the function values at the vertices of the triangle in which $p$ lies.

The remaining two sections of this chapter describe the two problems concerning triangulations in which we are interested.

### 1.3 The Minimum Weight Triangulation Problem

The minimum weight triangulation problem is as follows: Given a set of points in the plane, $V$, and the set of edges, $L$, whose endpoints are in $V$, a weight can be assigned to each edge in $I$, the weight of an edge being equal to the Euclidean distance between its endpoints. The weight of a triangulation, $T$, is then defined to be the sum of the weights of all of the edges in T. We are interested in discovering an efficient algorithm for finding a triangulation of minimum weight among all of the triangulations of $V$. This problem will be referred to as MWT throughout this paper.

An example is shown in Figure 1. There are five vertices to be triangulated. The three triangulations shown are the only triangulations of those vertices. The minjmum weight triangulation is given in la, because $|A C|+|A D|<|B D|+|A D|$ and $|A C|+|A D|<|B D|+|B E|$, and the three triangulations agree on all other edges.

Figure 1: Three triangulations of a set of points in the plane.

(a)

(b)

(c)

The minimum weight triangulation problem has been studied previously by Duppe and Gottschalk [6] and Shamos and Hoey [12]. We note that other criteria for the "goodness" of a triangulation might be better suited to certain applications and may be easier to find. Criteria concerning the size of the maximum or minimum angles in a triangulation and how they apply to the finite element method are discussed by Babuska and Aziz [2] and Bramble and Zlamal [4].

In chapter 3 we present counterexamples to two algorithms proposed for solving NWT and give counterexamples to several conjectures concerning minimum weight triangulations. A discussion of a dynamic progranning approach to this problem is also presented.

### 1.4 The Triangulation Existence Problem

In this problem we are concerned with determining when a triangulation of $V$ exists in some given subset of $L$. That is, given a set of vertices, $V$, and a subset $E$ of $L$, does there exist a subset $T$ of $E$ such that $T$ is a triangulation of $V$ ? This problem will be referred to as TRI,

An efficient algorithm for solving this problem might be useful in attacking other problems involving triangulations. For instance, in our work on MWT, we considered a matroid approach to the problem. A desirable property was to be able to tell efficiently if a subset of $L$ contained a triangulation of $V$. It appears reasonable that other applications of triangulations may also have cause to use such an algorithm.

In chapter 4, we show that TRI is NP-Complete, hence it is probable that it is not possible to find an efficient algorithm for determining triangulation existence.

## Chapter 2 -Preliminaries

### 2.1 NP-Completeness

A recurring theme throughout this paper is the notion of a problem being NP-Complete. We will give an informal discussion of this subject here and refer the reader to Aho, Hoperoft and Ullman [I] for specifics.

The set $N P$ is defined to consist of all languages which can be recognized by a nondeterministic Turing machine of polynomial time complexity. Similarly, the set $P$ consists of all languages which can be recognized by a deterministic Turing machine of polynomial time complexity. It is not presently known if $P$ is properly contained in NP.

A language $M_{o}$ in $N P$ is defined to be NP-Complete if the following condition is satisfied: If we have a deterministic algorithm for recognizing $M_{0}$ of time complexity $T(n) \geq n$, then for each language $M$ in MP , we can effectively find a deterministic algorithm for recognizing $M$ of time complexity $T(p(n))$ where $p$ is a polynomial depending on $M$ [l]. Thus, if any NP-Complete language is in $P$ then the sets $P$ and NP are equal.

A language $M$ over alphabet $\Delta$ is polynomially reducible to a language $M_{0}$ over alphabet $\Sigma$ if there is a deterministic algorithm which, when given a string w over $\Delta$ produces a string $w_{0}$ over $\Sigma$ in time polynonial in the length of $w$ such that $w$ is in $M$ if and only if $w_{0}$ is in $M_{0}$.

The method that we will use to show that a language $M_{0}$ is NP-Complete is to show that:

1. $M_{0}$ is in $N P$
2. There exists a language $M$ which is NP-Complete which is polynomially reducible to $\mathrm{M}_{0}$.

A language for which the second condition can be shown, but not necessarily the first, is said to be NP-Hard. A large number of combinatorial and optimization problems have been shown to be NP-Complete $[1,8]$.

### 2.2 Definitions

A brief description of Voronoi diagrams is given here. The interested reader is directed to Shamos $[12,13,14]$ and Rogers [10] for formal definitions and results. Consider a finite set of vertices, V, in the plane. Surrounding each vertex, $w$, there is a maximal convex polygon called the Voronoi polygon associated with $w$. This polygon is defined to consist of each point, $p$, in the plane such that no vertex of $V$ is closer to $p$ than is H . The Voronoi polygons for each vertex in $V$ partition the plane, forming a netrork of convex polygons called the Vorono1 diagram of $V$. The straight-line dual of the Voronoi diagram of $V$ is a planar graph with vertices $V$, where a line segment (an edge) exists between two vertices if and only if the Voronol polygons of those two vertices share an edge. We will refer to these concepts in chapter 3.

There are several other useful definitions.
Suppose $V$ is a set of vertices and $T$ is a set of edges whose endpoints are in $V$. A path $Q$ in $T$ is defined to be a list of vertices of $V$, $\left(p_{1}, p_{2}, \ldots, p_{k}\right)$ such that each edge $p_{1} p_{i+1}$ of the path, for $l \leq i \leq k-1$, is in $T$. A circuit is a path in which $k>3$ and $p_{1}$ and $p_{k}$ are the same. An elementary circuit is a circuit in which each of the vertices $p_{1}, p_{2}, \ldots, p_{k-1}$ is distinct.

### 2.3 Notations

Throughout this paper either of the notations $A B$ or $[A, B]$ will be used to refer to an edge whose endpoints are vertices $A$ and $B$. Which notation is used will depend upon which is clearer in the given situation. The coordinates of a point in the plane will be enclosed in parentheses. For example, the origin is $(0,0)$. When applicable a set of edges between vertices of $V$ will be denoted as follows: If $Q$ and $R$ are sets of vertices of $V$, then $Q \times R$ represents the set of all edges $[q, r]$ such that $q$ is in $Q$ and $I$ is in $R$. The symbol $V$ denotes a set of vertices to be triangulated throughout this paper.

## Chapter 3 - The MWT Problen

This chapter provides counterexamples to two algorithms conjectured to solve MWT. These lead to several observations about MWT. A dynamic programming approach to MWT is discussed. Throughout this chapter L is the set of all edges whose endpoints are in $V$.
3.1 The Duppe-Gottschalk Algorithm

The first of the algorithms purported to solve MWT was published by Duppe and Gottschalk [6]. Unfortunately, their paper was written in a very informal manner and the explanation they give of their algorithm is ambiguous. For these reasons we have two different versions of their algorithm. The first version is as follows:
I. Set $I_{0} \leftarrow L, T_{0} \leftarrow \phi$ and $i \leftarrow 0$.
2. While $L_{i} \neq \phi$ do
21. Let $w$ be an edge of least weight in $L_{1}$
22. $T_{1+1}+T_{i} \cup\{N\}$
23. $L_{i+1}+L_{i}-\{w\}-\left\{m \in L_{i} \mid m\right.$ and $w$ properly intersect $\}$
24. $1+1+1$
3. $T \leftarrow T_{1}$

The claim is that $T$ is a minimum weight triangulation of $V$. In Figure 2 we give a set of vertices which shows that the triangulation produced is not necessarily a minimum weight triangulation. In that example, we are concerned only with the edges not on the convex hull of the vertices since the convex hull is in every triangulation. The edges not on the convex hull in the triangulation produced by this algorithm are $B D$ and $B E$ which have a combined weight over 187 units. However, the interior edges in the

Figure 2: Counterexample to the Duppe-Gottschalk Algorithm.


Edge lengths of interior edges (relative to the given coordinates)
Edge BD: 75 units
Edge CE: < 86 units Edge AC: < 86 units Edge BE : > 112 units Edge $A D_{1}>127$ units

Figure 3: Counterexample to the Shamos-Hoey algorithm,

minimum weight triangulation are $C E$ and $A C$ which have a combined weight of under 172 units. This algorithm was independently proposed by R. Rivest.

The second version of their algorithm is simply a modification of the first version. The following statements are added to the algorithm given above between statements 23 and 24 :
231. Let $y$ be an edge of least weight in $X_{i+1}$ which has a common endpoint with W . If no such y exists then jump to step 24. 232. $L_{i+1}+L_{i+1}-\left\{m \in L_{i+1} \mid m\right.$ and $y$ properly intersect and the weight of $m$ exceeds the weight of $y$ \}

The example in Figure 2 is also a counterexample to this version. In that example the version two algorithm produces the same triangulation as the first version. It may be that the two versions are equivalent, which would remove much of the ambiguity from the Duppe-Gottschalk paper. However, such an equivalence was not apparent to us. In any case, neither version of the algorithm always produces a minimum weight triangulation.

### 3.2 The Shamos-Hoey Algorithm

The second algorithm purported to find minimum weight triangulations was published by Shamos and Hoey [12]. Their algorithm is as follows:

1. Construct the Voronoi diagram for the set of vertices $V$.
2. Let $T$ consist of the edges in the straight-line dual of the Voronoi diagram.

They claim that $T$ is a minimum weight triangulation of $V$. We note that If more than three Voronoi edges meet in a single point then the dual of the Voronoi diagram is not a triangulation, but only a network of convex polygons which must then be triangulated by another method. Ignoring
this detail, we note the correctness of this algorithm, as far as producing a minimum weight triangulation is concerned, is partially based on the work of Duppe and Gottschalk. That this algorithm does not always produce a minimum weight triangulation is shown in Figure 3. The minimum weight triangulation is shown in 3 a and the triangulation produced by the Shamos-Hoey algorithm is given in 3b. The Voronoi edges are given as broken Iines in 3b. This example also shows that the Shamos-Hoey algorithm is not equivalent to the Duppe-Gottschalk algorithm since, in this example, the Duppe-Gottschalk algorithm does produce the minimum weight triangulation. Such an equivalence was implied in the paper by Shamos and Hoey [12].

As an interesting observation, we note that Shamos and Hoey give an $\theta(n \log n)$ lower bound for finding any triangulation of a set of $n$ points in the plane [12]. This bound follows from the reduction of a onedimensional sorting problem to the problem of finding any triangulation of a given set of points. The Shamos-Hoey algorithm, slightly modified to handle the case of greater than three Voronoi edges neeting at a single point, achieves this lower bound.

### 3.3 Observations about NHT

There are several observations about minimum weight triangulations Which follor from the counterexamples for the two proposed algorithms. The first observation is that the shortest edge not on the convex hull of $V$ is not always in a minimum weight triangulation of $V$. The counterexample to the Duppe-Gottschalk algorithm shows this. In that
example - Figure 2 - edge $B D$ is the shortest edge not on the convex hull and it is not in the minimum weight triangulation.

A second observation is that a minimum weight triangulation does not always contain a minimum weight spanning tree. The example in Figure 4 illustrates this. The minimum weight triangulation of the four vertices is given in $4 a$ and the minimum weight spanning tree is given in 4 b . We note that this observation alone is sufficient to show that the ShamosHoey algorithm does not always produce a minimum weight triangulation since a minimum weight spanning tree of a set of vertices is always a subgraph in the dual of the Voronoi diagram of those vertices [12].

In addition to these observations we had conjectured that every triangulation contains a Hamiltonian circuit and in fact, that every minimum weight triangulation contains a minimum weight Hamiltonian circuit. However, in Figure 5, we give a minimum weight triangulation which does not even include a Hamiltonian circuit, much less one of minimum weight.

### 3.4 The Dynamic Programminy Approach

One possible algorithmic approach to finding minimum weight triangulations is dynamic programing [3]. We have examined this possibility in some detail. This section discusses such an approach and what we perceive to be the major difficulty with it in terms of obtaining a polynomial time algorithm.

Before proceeding, we need to develop the notion of a restricted minimum weight triangulation. Consider a planar region, $R$, which is bordered by an elementary circuit whose edges are in $L$. We require that no two edges of this circuit properly intersect. $R$ need not be a convex

Figure 4: The minimum weight spanning tree is not always in the minimum weight triangulation.

(a)

$$
\begin{equation*}
|\mathrm{BD}|<|\mathrm{AC}|<|\mathrm{BC}|=|\mathrm{DC}| \tag{b}
\end{equation*}
$$

Figure 5: The minimum weight triangulation does not always contain a Hamiltonian circuit.

region. Let $V_{R}$ be the set of vertices of $V$ that lie in $R$ and let $I_{R}$ be the set of edges of $L$ which lie entirely in $R$. A restricted triangulation of $V$ is defined to be a maximal subset, $T_{R}$, of $I_{R}$ such that no two edges of $T_{R}$ properly intersect. A restricted minimum weight triangulation of $V_{R}$ is the restricted triangulation of $V_{R}$ of least weight. We note that if $R$ is a convex region then the definitions of minimum weight triangulation and restricted minimum weight triangulation coincide for $V_{R}$.

We may now formulate a dynamic programing approach to the problem as follows. We know that the convex hull of $V$ must be included in any triangulation of $V$. Define $R$ to be the planar region interior to (and including) the convex hull of $V$. Now consider paths of the form ( $p_{1}, p_{2}, \ldots, p_{k}$ ) with $k \geq 2$, where the following five conditions hold:

1. Each $p_{1}$ is in $V$.
2. $p_{1}$ and $p_{k}$ lie on the convex hull of $V$.
3. Each $p_{i}$, except $p_{1}$ and $p_{k}$, is not on the convex hull of $V$.
4. The path does not intersect itself in any way.
5. If $k=2$ then $p_{1}$ and $p_{k}$ are not adjacent vertices on the convex hull of $V$.

We will call such a path a splitting path of $R$ because it splits $R$ into two strictly smaller, although not necessarily convex, regions. Now, let $T$ be a minimum weight triangulation of $V$. As long as $|V| \geq 3$, there exists at least one splitting path $Q$ whose edges are in T. If we knew $Q$ then the minimum weight triangulation of $V$ could be calculated from the restricted minimum weight triangulations of the two subsets of vertices of $V$ in each of the regions that $Q$ breaks $R$ into. These restricted minimum weight triangulations could be found recursively in a similar
manner. The difficulty lies in finding a splitting path $Q$ whose edges are in T.

One possibility is to consider each possible path which splits R into two strictly smaller regions. However, with $\sigma(|V|)$ vertices interior to the convex hull of $V$, this would mean examining $\sigma(|V|!)$ sequences of vertices of $V$ to find each possible splitting path. Hence, in order to obtain a polynomial time algorithm using this approach the number of splitting paths that need to be considered must be limited.

Let us examine splitting paths in $T$ more closely. Let $z$ be the vertex in $V$ with smallest $x$-coordinate. Note that $z$ is on the convex hull of $V$. There are two cases to consider:

Case 1: The only edges in T with $z$ as an endpoint are the edges connecting $z$ to the vertices adjacent to it on the convex hull. Let $w_{1}$ and $w_{2}$ be the vertices adjacent to $z$ on the convex hull. Then, by the definition of a triangulation, edge $H_{1} H_{2}$ must be in $T$ and path $Q=\left(H_{1}, H_{2}\right)$ is a splitting path of R.

Case 2: There is an edge $\mathrm{zy}_{1}$ in T such that $\mathrm{y}_{1}$ is not $\mathrm{H}_{1}$ or $\mathrm{W}_{2}$. If $y_{1}$ lies on the convex hull of $V$ then $Q=\left(z, y_{1}\right)$ is a splitting path of $R$ as desired. Hence, suppose $y_{l}$ does not lie on the convex hull of $V$, The $x$-coordinate of $y_{1}$ is larger than the $x$-coordinate of $z$. Since $T$ is a triangulation of $V$ there is an edge $y_{1} y_{2}$ in $T$ where the $x$-coordinate of $y_{2}$ is larger than the $x$-coordinate of $y_{1}$. And so on. Thus, there is a splitting path $Q=\left(z, y_{1}, y_{2}, \ldots, y_{k}\right)$ in $T$ where the $x$-coordinate of $y_{i}$ is less than the

```
x-coordinate of }\mp@subsup{\textrm{y}}{1+1}{}\mathrm{ for each 1, l }\leqi\leqk-1
```

Putting cases 1 and 2 together we find that it is sufficient to consider splitting paths of the following forms:

1. $Q=\left(N_{1}, W_{2}\right)$ where $w_{1}$ and $H_{2}$ are the vertices adjacent to $z$ on the convex hull of V .
2. $Q=\left(z, y_{1}, y_{2}, \ldots, y_{k}\right)$ where for each $1, l \leq i \leq k-1$, the $x$-coordinate of $y_{i}$ is less than the $x$-coordinate of $y_{i+1}$. Using the above observation, if there are $\sigma(|V|)$ vertices not on the convex hull of $V$, then only $\theta\left(2^{|V|}\right)$ splitting paths for $R$ need to be considered. While this is cextainly an improvement over $\sigma$ (|V|!), it is still exponential as opposed to polynomial.

Unfortunately, we have not been able to further reduce the number of splitting paths that need to be considered. The major obstacle is a lack of specific knowledge about the structure of minimum weight triangulations. We have had little success in discovering specific properties of minimum weight triangulations. Without such properties providing a good characterization of minimum weight triangulations the dynamic programing approach appears limited as far as obtaining a polynomial time algorithm is concerned.

## Chapter 4 - TRI is NP-Complete

In this chapter we show that TRI is NP-Complete. The major portion of the chapter is devoted to shouing that the problem of conjunctive normal form satisfiability (CNF-Satisfiability) is polynomially reducible to TRI. CNP-Satisfiability is an NP-Complete problem [I].

### 4.1 Intuition and Overvieh

Assume that we have an instance of the CNF-Satisfiability problem, That is, we have clauses $C_{1}, C_{2}, \ldots, C_{k}$ each of which is a sum of literals dram from the variables $x_{1}, x_{2}, \ldots, x_{n}$. The problem is to determine if there is a truth assignment to the $n$ variables such that each clause is satisfied. From the $k$ clauses we will construct a set of vertices, $V$, and a set of edges, $E$, whose endpoints are in $V$ such that there is a subset $T$ of $E$ triangulating $V$ if and only if the set of clauses is satisfiable. Throughout this chapter a triangulation of $V$ will refer to a subset $T$ of $E$ whose edges are a triangulation of $V$.

The building block in our construction will be a set of vertices and edges which we will refer to as a switch. A rectangular array of these switches will be employed, with one switch for each variable-clause pair. This array of switches will also be referred to as the network. We let $S_{i j}$ represent the switch for varlable $x_{1}$ and clause $C_{j}$. Switch $S_{1 j}$ will be one of three types depending on whether $x_{1}$ is in $C_{j}$ or $\bar{x}_{1}$ is in $C_{j}$ or neither is in $C_{j}$. We note that the switches are numbered in an $x-y$ fashion as opposed to standard matrix numbering. That is, switch $\mathrm{S}_{i j}$ is
is in the $i^{\text {th }}$ column of switches going from left to right and in the $j^{\text {th }}$ row of switches going from bottom to top.

In any triangulation of this array of switches we may regard two streams of information to be flowing through each switch, one strean flowing vertically and the other from left to right horizontally. The vertical strean of information flowing through $S_{1 j}$ carries a truth value for variable $x_{i}$. For each variable, $x_{1}$, the same truth value must be flowing vertically through each switch $S_{i j}$, where $1 \leq j \leq k$. The horizontal stream of information leaving switch $S_{i j}$ on the right indicates whether or not clause $C_{j}$ is satisfied by the assignment of the truth values (as determined by vertically flowing information for each variable) to the variables $x_{1}, x_{2}, \ldots, x_{1}$. This information may then flow into the left side of switch $S_{i+1, j}$. Our construction forces the information flowing into the left side of each switch $S_{1 j}$ to be "not satisfied" and the information flowing out of the right side of each switch $\mathrm{S}_{\mathrm{nj}}$ to be "satisfied". What information is flowing through a switch depends on how the switch is triangulated.

Now consider a truth assignment, $H$, to the variables such that each clause is satisfied. Then, there exists a triangulation of the switches such that the vertical flowing information supports H and, for each clause $C_{j}$, there is a switch, $S_{i j}$, such that the truth assignment to $x_{i}$ satisfies $C_{j}$, causing the horizontal flowing information about $C_{j}$ to change from "not satisfied" to "satisfied".

Conversely, consider a truth assignment, $H$, which does not satisfy every clause. Then there is no triangulation of the switches such that the vertical flowing information supports $H$ and yet for each clause $c_{j}$
the horizontal flowing information changes from "not satisfied" to "satisfied" in some switch $S_{1 j}$.

The construction is such that the array of switches may be triangulated if and only if there is a truth assignment to the variables which satisfies each of the clauses,

### 4.2 Description of a Shitch

Before giving a formal specification of the sets $V$ and $E$ we will describe the structure of a switch. Each switch will consist of the vertices and edges given in Figure 6. Note that the coordinates of the vertices are given relative to $\mathrm{E}_{1}$ as the origin. In Figure 7 is a pictorial representation of a switch. An enlarged view of the center portion of a switch is shom in Figure 8.

Various vertices of each shitch are classified as follows:
Frane vertices: $E_{1}, E_{2}, E_{3}, E_{4}, F, G, H, I, J, L, M, N, P, Q, R, S$
Terminals: $\mathrm{A}_{7}, \mathrm{~A}_{2}, \mathrm{~B}_{1}, \mathrm{~B}_{2}, \mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{D}_{1}, \mathrm{D}_{2}$
Matched pair of terminals: $A_{1}$ and $A_{2}, B_{1}$ and $B_{2}, C_{1}$ and $C_{2}$, $D_{1}$ and $D_{2}$

When it is appropriate we will superscript the vertices of a switch. For example, $\mathbb{N}^{i j}$ is vertex $N$ in switch $S_{i j}$. Note that each switch is symmetric in structure with respect to the lines $\mathrm{x}=50$ and $\mathrm{y}=50$ (the Ines relative to $\mathrm{E}_{1}$ ).

## Figure 6: Switch Specifications

Each switch consists of the following vertices. The coordinates of each vertex are given relative to $E_{1}$.

| $\begin{gathered} E_{4} \\ (0,100) \end{gathered}$ | $\begin{gathered} \mathrm{L} \\ (37,100) \end{gathered}$ |  |  |  | $\begin{gathered} \mathrm{J} \\ (63,100) \end{gathered}$ | $\begin{gathered} E_{3} \\ (100,100) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} M \\ (0,63) \end{gathered}$ | $\begin{gathered} s \\ (37,63) \end{gathered}$ |  |  |  | $\begin{gathered} R \\ (63,63) \end{gathered}$ | $\begin{gathered} I \\ (100,63) \end{gathered}$ |
|  |  | $\begin{gathered} A_{2} \\ (47,57) \end{gathered}$ | $\begin{gathered} D_{1} \\ (53,57) \end{gathered}$ |  |  |  |
|  | $\begin{gathered} \mathrm{B}_{2} \\ (43,53) \end{gathered}$ |  |  | $\begin{gathered} C_{1} \\ (57,53) \end{gathered}$ |  |  |
|  | $\begin{gathered} \mathrm{c}_{2} \\ (43,47) \end{gathered}$ |  |  | $\begin{gathered} B_{1} \\ (57,47) \end{gathered}$ |  |  |
|  |  | $\begin{gathered} D_{2} \\ (47,43) \end{gathered}$ | $\begin{gathered} \mathrm{A}_{1} \\ (53,43) \end{gathered}$ |  |  |  |
| $\stackrel{N}{(0,37)}$ | $\begin{gathered} \mathrm{P} \\ (37,37) \end{gathered}$ |  |  | $\alpha$ | $\begin{gathered} Q \\ (63,37) \end{gathered}$ | $\begin{gathered} \mathrm{H} \\ (100,37) \end{gathered}$ |
| $\begin{gathered} E_{I} \\ (0,0) \end{gathered}$ | $\begin{gathered} F \\ (37,0) \end{gathered}$ |  |  |  | $\begin{gathered} G \\ (63,0) \end{gathered}$ | $\begin{gathered} E_{2} \\ (100,0) \end{gathered}$ |

Each switch consists of the following edges:
Frame Edges: $\mathrm{E}_{1} \mathrm{~F}, \mathrm{E}_{1} \mathrm{~N}, \mathrm{FP}, \mathrm{FN}, \mathrm{NP}, \mathrm{E}_{2} \mathrm{G}, \mathrm{E}_{2} \mathrm{H}, \mathrm{GH}, \mathrm{GQ}, \mathrm{HQ}, \mathrm{E}_{3} \mathrm{I}, \mathrm{E}_{3} \mathrm{~J}$, $I J, I R, J R, E_{4} L, E_{4} M, L M, L S, M S$

Non-frame Edges: $F R$, GS, HM, HS, IN, IP, JP, IQ, MQ, NR, $A_{1} G, A_{1} Q, A_{1} H, A_{1} I, A_{1} C_{1}, A_{1} A_{2}, A_{1} S, A_{1} B_{2}, A_{1} C_{2}, A_{1} D_{2}, A_{1} P, A_{1} F$, $B_{1} G, B_{1} Q, B_{1} H, B_{1} I, B_{1} R, B_{1} L, B_{1} D_{1}, B_{1} A_{2}, B_{1} M, B_{1} C_{2}, B_{1} N, B_{1} D_{2}, B_{1} P, B_{1} F$, $C_{1} Q, C_{1} H, C_{1} I, C_{1} R, C_{1} J, C_{1} L, C_{1} S, C_{1} A_{2}, C_{1} M, C_{1} B_{2}, C_{1} N, C_{1} D_{2}, C_{1} F$, $D_{1} H, D_{1} I, D_{1} R, D_{1} J, D_{1} L, D_{1} S, D_{1} A_{2}, D_{1} B_{2}, D_{1} C_{2}, D_{1} P, D_{1} D_{2}$, $\mathrm{A}_{2} \mathrm{Q}, \mathrm{A}_{2} \mathrm{R}, \mathrm{A}_{2} \mathrm{~J}, \mathrm{~A}_{2} \mathrm{~L}, \mathrm{~A}_{2}^{\mathrm{S}}, \mathrm{A}_{2} \mathrm{~N}, \mathrm{~A}_{2} \mathrm{~N}, \mathrm{~A}_{2} \mathrm{C}_{2}$, $\mathrm{B}_{2}^{\mathrm{H}}, \mathrm{B}_{2} \mathrm{I}, \mathrm{B}_{2}^{\mathrm{R}}, \mathrm{B}_{2^{\mathrm{J}}}, \mathrm{B}_{2} \mathrm{~L}, \mathrm{~B}_{2} \mathrm{~S}, \mathrm{~B}_{2} \mathrm{M}, \mathrm{B}_{2} \mathrm{~N}, \mathrm{~B}_{2} \mathrm{P}, \mathrm{B}_{2}^{\mathrm{G}}, \mathrm{B}_{2}{ }_{2}$, $\mathrm{C}_{2} \mathrm{Q}, \mathrm{C}_{2} \mathrm{H}, \mathrm{C}_{2} \mathrm{I}, \mathrm{C}_{2}^{\mathrm{J}}, \mathrm{C}_{2} \mathrm{~S}, \mathrm{C}_{2} \mathrm{M}, \mathrm{C}_{2}{ }^{\mathrm{N}}, \mathrm{C}_{2} \mathrm{P}, \mathrm{C}_{2}^{\mathrm{F}}, \mathrm{C}_{2}^{\mathrm{G}}$, $D_{2} \mathrm{G}, \mathrm{D}_{2} \mathrm{Q}, \mathrm{D}_{2} \mathrm{R}, \mathrm{D}_{2} \mathrm{M}, \mathrm{D}_{2} \mathrm{H}, \mathrm{D}_{2} \mathrm{P}, \mathrm{D}_{2} \mathrm{~F}$

Figure 7: A Switch


The eight uniabeled vertices in the conter portion of the switch are the tecminals. Pigures 6 and 8 shov the labels of these vertioes.

## Figare 8: An onlarged view of the conter portion of a suitch



### 4.3 Specification of $V$ and $E$

### 4.3.1 The Basics

As previously stated our construction consists of a rectangular array of switches with one suitch $S_{1 j}$ for each variable $x_{1}$, clause $C_{j}$ pair. Adjacent switches in this network will coincide on appropriate frame vertices, Such frame vertices will thus have two labels. For instance, $E_{2}^{11}$ and $E_{1}^{21}$ refer to the same vertex. Vertex $E_{1}$ of switch $S_{1 j}$ will have coordinates ( $100 \cdot(1-1), 100 \cdot(j-1)$ ).

To fulfill the definition of a triangulation we need to modify the switches in the outermost rows and columns of the network. These switches will be identical to regular switches except they will have one additional vertex (called a special vertex) and several additional edges. These special switches are specified as follows:

1. Each switch $S_{1 j}$, for $I \leq j \leq k$, contains a special vertex, $T^{I j}$, with coordinates $(0,100 \cdot(j-1)+50)$ and the edges

$$
\left\{\mathrm{T}^{l j}\right\} \times\left\{\mathrm{M}^{l j}, \mathbb{N}^{l j}, A_{2}^{l j}, B_{2}^{l j}\right\}
$$

2. Each switch $S_{i l}$, for $l \leq i \leq n$, contains a special vertex, $U^{i l}$, with coordinates $(100 \cdot(1-1)+50,0)$ and the edges

$$
\left\{U^{i 1}\right\} \times\left\{F^{i 1}, G^{i 1}, A_{1}^{i 1}, B_{1}^{i 1}, C_{2}^{11}, D_{2}^{i 1}\right\}
$$

3. Each switch $S_{n j}$, for $l \leq j \leq k$, contains a special vertex, $V^{n j}$, With coordinates $(100 \cdot n, 100 \cdot(j-1)+50)$ and the edges $\left\{V^{n j}\right\} \times\left\{H^{n j}, I^{n j}, C_{1}^{n j}, D_{1}^{n j}\right\}$
4. Each switch $S_{i k}$, for $l \leq 1 \leq n$, contains a special vertex, $W^{1 k}$, With coordinates $(100 \cdot(i-1)+50,100 \cdot k)$ and the edges $\left\{W^{i k}\right\} \times\left\{J^{i k}, L^{i k}, A_{2}^{1 k}, B_{2}^{i k}, C_{I}^{i k}, D_{I}^{i k}\right\}$

The frame is defined to be a set consisting of the frame edges of each switch in the network and each edge of the network which has a frame vertex as one endpoint and a special vertex as the other endpoint. We note that no edge with a terminal as an endpoint is included in the frame.

### 4.3.2 The Interswitch Edges

In addition to the edges within each switch there need to be edges in E whose endpoints lie in different switches. These edges will be called interswitch edges. Only terminals will be endpoints of interswitch edges and these edges will lie only between adjacent switches. It will be shown later that between any (horizontally or vertically) adjacent pair of switches, exactly one interswitch edge will be present in any triangulation. Intuitively, the chosen edge will carry information from one switch to the other.

Vertical interswitnh edges may be specified as follows:
For each $i$ and $j$ pair, with $l \leq i \leq n$ and $l \leq j<k$, the following edges are placed in E:
$\left\{A_{2}^{\frac{1}{2}}, C_{1}^{1 j}\right\} \times\left\{A_{1}^{\frac{1}{1}, j+1}, C_{2}^{i},{ }^{j+1}\right\}$ and $\left\{B_{2}^{\frac{1}{j}}, D_{1}^{\frac{1}{j}}\right\} \times\left\{B_{1}^{i}, j+1, D_{2}^{i}, j+1\right\}$
Intuitively, these edges will carry the vertical flowing information about the truth values of the variables, with the A-C edges carrying "false" and the B-D edges carrying "true".

The horizontal interswitch edges between two adjacent switches $S_{i j}$ and $S_{1+1, j}$ will vary depending on the nature of switch $S_{i j}$. For this reason we classify each switch as being one of three possible types:

A switch $S_{i j}$ is a neutral switch if and only if $x_{1} \notin C_{j}$ and $\bar{x}_{1} \$ C_{j}$
A switch $S_{1 j}$ is a positive shitch if and only if $x_{1} \in C_{j}$
A switch $S_{1 j}$ is a negative switch if and only if $\overline{x_{1}} \in C_{j}$ Horizontal interswitch edges may be specified as follows:

1. For each $i$ and $j$ pair, with $l \leq i<n$ and $l \leq j \leq k$, such that switch
$S_{i j}$ is a neutral switch the following edges are placed in $E:$ $\left\{A_{1}^{i j}, B_{1}^{i j}\right\} \times\left\{A_{2}^{i+1}, j, B_{2}^{i+1}, j\right\}$ and $\left\{C_{1}^{i j}, D_{1}^{i j}\right\} \times\left\{C_{2}^{i+1}, j, D_{2}^{i+1}, j_{j}\right.$ We define terminals $A_{1}$ and $B_{1}$ to be clause-false and terminals $C_{1}$ and $D_{1}$ to be Clause-true in a neutral switch. Intuitively, these interswitch edges and those specified in $2,3,4$ and 5 , will carry the horizontal flowing information about the clauses, with edges with a Clause-false endpoint carrying "not satisfied" and edges with a Clause-true endpoint carrying "satisfied".
2. For each i and $j$ pair, with $l \leq i<n$ and $l \leq j \leq k$, such that switch $S_{i j}$ is a positive switch the following edges are placed in E: $\left\{A_{1}^{i j}\right\} \times\left\{A_{2}^{i+1}, j, B_{2}^{i+1}, j_{j}\right\}$ and $\left\{B_{1}^{i j}, C_{1}^{i j}, D_{1}^{i j}\right\} \times\left\{G_{2}^{i+1}, j, D_{2}^{i+1}, j\right\}$ We lefine terminal $A_{1}$ to be Clause-false and terminais $D_{1}, C_{1}$ a.id $D_{1}$ to be Clause-true in a positive switch.
3. For each $i$ and $j$ pair, with $l \leq i<n$ and $l \leq j \leq k$, such that switch $S_{1 j}$ is a negative switch the following edges are placed in $E$ : $\left\{B_{1}^{i j}\right\} \times\left\{A_{2}^{i+1, j}, B_{2}^{i+1, j_{j}}\right\}$ and $\left\{A_{1}^{1 j}, C_{1}^{i j}, D_{1}^{i j}\right\} \times\left\{C_{2}^{i+1}, j, D_{2}^{i+1}, j_{j}\right.$ We define terminal $B_{1}$ to be Clause-false and terminals $A_{1}, C_{1}$ and $D_{1}$ to be Clause-true in a negative switch.
4. For each $j$ with $I \leq j \leq k$, such that switch $S_{n j}$ is a positive switch, edge $\left[V^{n j}, B_{1}^{n j}\right]$ is placed in $E$.
5. For each $j$ with $1 \leq j \leq k$, such that switch $S_{n j}$ is a negative switch, edge $\left[V^{n j}, A_{1}^{n j}\right]$ is placed in $E$.

### 4.3.3 The Sets $V$ and E

Set $V$ contains all frame vertices, terminals and special vertices of each switch in the network.

Set $E$ contains all of the edges of each switch in the network, as well as the interswitch edges as specified in the previous section. We note that the frame is included in $E$ and that no edge in $E$ properly intersects any edge of the frame. This means that any triangulation of $V$ must contain all of the edges in the frame.

Finally, we note that the construction can be done in time polynomial In n and k . There are $\mathrm{n} \cdot \mathrm{k}$ switches in the network. Each switch may be constructed in a constant amount of time. Interswitch edges exist only between adjacent pairs of switches. There are $\sigma(n \cdot k)$ such pairs. The vertical interswitch edges are the same for each adjacent pair of switches, hence, they can be constructed in constant time for any given pair. The horizontal interswitch edges for any pair of adjacent switches depend only on the type of the left switch in the pair and, hence, can be constructed in constant time for any given pair of switches. Thus, the sets $V$ and $E$ can be constructed in time $\theta(n \cdot k)$.
4.4 Proof that a solution to TRI yields a solution to CNF-Satisfiability

In this section we assume that $T$ is a subset of $E$ and is a triangulation of V . He show that there is a truth assignment to the variables $x_{1}, \ldots, x_{n}$ such that each clause $C_{1}, \ldots, C_{k}$ is satisfied. This truth assignment will be obtained from $T$.

### 4.4.1 Preliminaries

As stated earlier the frame must be included in $T$. This means that the non-frame edges in $T$ must:

1. Complete the triangulation of each switch in the network.
2. Connect the switches together in a manner which yields a triangulation of $V$.

As we shall show, the triangulation $T$ must fulfill these conditions with a very particular structure.

A terminal, $\alpha$, in switch $S_{i j}$ is defined to be East-connected in triangulation $T$ if and only if there exists an edge $\alpha \beta$ in $T$ such that $\alpha \beta$ properly intersects edge $\left[I^{i j}, H^{i j}\right]$. Now consider edge $\left[I^{i j}, H^{i j}\right]$. Since this edge is not in $T$ there must be an edge in $T$ which properly intersects $\left[I^{i j}, H^{i j}\right]$. By our construction, each such edge has a terminal of $S_{1 j}$ as an endpoint. This means that there must be at least one East-connected terminal per switch in any triangulation of V. Similarly, we can define and imply the existence of at least one West-connected, one North-connected and one South-connected terminal per switch in any triangulation of $V$. A connected terminal is a terminal that is at least one of East-connected, West-connected, North-connected or South-connected.

In chapter 1 we stated the following property of triangulations: If edge $y_{1} \mathrm{y}_{2}$ is in triangulation T and is not on the convex hull of V , then in each half-plane, as determined by a line passing through $\mathrm{y}_{1}$ and $y_{2}$, there must exist a vertex w in $V$ such that edges $y_{1} H$ and $y_{2} W$ are in $T$ and there does not exist a fourth vertex in $V$ which lies on, or interior to, triangle $\mathrm{y}_{1} \mathrm{y}_{2} \mathrm{H}$. That is, $\mathrm{y}_{1} \mathrm{y}_{2}$ is an edge in the boundary of two of the triangular faces of the straight-line planar graph determined by V and $T$ (one face in each half-plane as determined by the line through $y_{l}$ and $\mathrm{y}_{2}$ ).

This property will be used in the following proof as follows: In general, there will be an edge $y_{1} y_{2}$ in $T$ and a specified half-plane. Consider the set of vertices, $P$, such that for each vertex w in $P$ :

1. k lies in the specified half-plane.
2. Edges $y_{1^{W}}$ and $\mathrm{y}_{2} \mathrm{~W}$ are in E .
3. No other vertex of $V$ lies on, or interior to, triangle $y_{1} y_{2^{W}}$. If there is only one vertex $w$ in $P$, then edge $y_{1} y_{2}$ in $T$ forces edges $\mathrm{y}_{1}{ }^{W}$ and $\mathrm{y}_{2} \mathrm{H}$ to be in T by the property of triangulations stated above, This is denoted by $\mathrm{y}_{1} \mathrm{y}_{2} \longrightarrow \mathrm{y}_{1} \mathrm{y}_{2^{\mathrm{w}}}$. If there are two vertices, $z_{1}$ and $z_{2}$, in $P$ then we will use the following notation: $\quad y_{1} y_{2} \longrightarrow$ choice


Typically, the first choice of $y_{1} y_{2} z_{1}$ will lead to a situation where an edge $I$ is forced to be in $T$ and yet there is already an edge $s$ in $T$ such
that $r$ and sproperly intersect, Such a contradiction will be denoted " \# to s". In the proof in the next section an edge is said to be finally enumerated if it doesn't lead to a contradiction if placed in $T$. It may be that $|P| \geq 2$ and no vertex in $P$ leads to a contradiction, but, that there exists a vertex $y_{3}$ in $V$ such that for each $w$ in $P, y_{1} w \longrightarrow y_{1} W_{3}{ }^{\circ}$ Intuitively, edge $y_{1} y_{2}$ in $T$ forces edge $y_{1} y_{3}$ into $T$ but the "force" requires two steps. In this case we write $y_{1} y_{2} \xrightarrow{2} y_{1} y_{3}$. A typical example is that edge $\left[A_{2}^{1 j}, N^{i j}\right]$ is in $T$. Then $P \subset\left\{A_{1}^{i-1, j}, B_{1}^{i-1, j}, C_{1}^{i-1, j}, D_{1}^{i-1, j_{j}}\right.$ if $i>1$ or $P=\left\{T^{l j}\right\}$ if $i=1$. In either case, for any $w$ in $P$, edge $\left[A_{2}^{\frac{1}{2}}, w\right]$ in $T$ forces edge $\left[A_{2}^{1 j}, M^{i j}\right]$ to be in $T$. Hence, we write $A_{2}{ }^{N} \xrightarrow{2} A_{2} M$.

### 4.4.2 The Switch Triangulation Theorem

Theoren 1: Given any triangulation of $V$ there are exactly two connected terminals in each switch and, furthermore, for each switch those two terminals are a matched pair of terminals.

## Proof

Consider any triangulation $T$ of $V$ and any switch $S_{1 j}$ in the network. At least one terminal of $S_{1 j}$ is East-connected. Only terminals $A_{1}, B_{1}, C_{1}$ and $D_{1}$ in $S_{1 j}$ may be East-connected.
Case 1: Suppose terminal $A_{1}$ is East-connected in $S_{i j}$. Then there is a vertex $Z$ in $V$ such that $A_{1} Z$ is in $T$ and $A_{1} Z$ properly intersects line segment IH of $S_{i j}$. Because of our construction $Z$ is one of $A_{2}^{i+1, j}$, $B_{2}^{i+1, j}, C_{2}^{i+1, j}$ or $D_{2}^{i+1, j}$ if $1<n$ or is $V^{n j}$ if $i=n$. Then, in $S_{i j}$, $\mathrm{A}_{1} \mathrm{Z} \longrightarrow \mathrm{A}_{1} \mathrm{ZH}$
$\mathrm{A}_{2} \mathrm{H} \longrightarrow \mathrm{A}_{2} \mathrm{HQ}$
$\mathrm{A}_{1} \mathrm{Z} \longrightarrow \mathrm{A}_{1} \mathrm{ZI}$

$$
\begin{aligned}
& A_{1} I \longrightarrow A_{1} I P \\
& \mathrm{~A}_{2} \mathrm{P} \longrightarrow \mathrm{~A}_{1} \mathrm{PF} \\
& A_{1} Q \text { and } A_{1} F \text { force } A_{1} G \\
& \text { IP } \longrightarrow \mathrm{IPB}_{1} \\
& \mathrm{~PB}_{1} \longrightarrow \mathrm{~PB}_{1} \mathrm{D}_{2} \\
& \mathrm{IB}_{1} \longrightarrow \text { choice } \\
& \text { 1. } I B_{1} R \\
& \mathrm{~B}_{1} \mathrm{R} \longrightarrow \mathrm{~B}_{2} \mathrm{PF} \quad \text { \# to } \mathrm{PB}_{1} \\
& \text { 2. } \mathrm{IB}_{1} \mathrm{C}_{2} \\
& \mathrm{~B}_{1} \mathrm{C}_{2} \longrightarrow \text { choice } \\
& \text { 1. } \mathrm{B}_{1} \mathrm{C}_{2} \mathrm{H} \text { \# to } \mathrm{PB}_{1} \\
& \text { 2. } \mathrm{B}_{1} \mathrm{C}_{2} \mathrm{~N} \\
& \mathrm{~B}_{1} \mathrm{~N} \longrightarrow \mathrm{~B}_{1} \mathrm{ND}_{2} \\
& \mathrm{ND}_{2} \rightarrow \mathrm{ND}_{2} \mathrm{P} \\
& \mathrm{IC}_{2} \rightarrow I C_{2}{ }^{\mathrm{N}} \\
& \text { IN } \longrightarrow \mathrm{INC}_{1} \\
& \mathrm{NC}_{1} \longrightarrow \mathrm{NC}_{1} \mathrm{~B}_{2} \\
& \mathrm{C}_{2} \mathrm{~B}_{2} \longrightarrow \text { choice } \\
& \text { 1. } \mathrm{C}_{1} \mathrm{~B}_{2}^{\mathrm{M}} \\
& \mathrm{C}_{1} \mathrm{M} \longrightarrow \mathrm{C}_{2} \mathrm{MA}_{2} \\
& \mathrm{C}_{1} \mathrm{~A}_{2} \longrightarrow \mathrm{C}_{1} \mathrm{~A}_{2} \mathrm{~S} \\
& \mathrm{C}_{1} \mathrm{~S} \rightarrow \mathrm{C}_{1} \mathrm{SH} \quad \# \text { to } \mathrm{A}_{1} \mathrm{I} \\
& \text { 2. } \mathrm{C}_{1} \mathrm{~B}_{2} \mathrm{I} \\
& \mathrm{~B}_{2} \mathrm{I} \rightarrow \mathrm{~B}_{2} \mathrm{ID}_{1} \\
& \mathrm{~B}_{2} \mathrm{D}_{1} \longrightarrow \mathrm{~B}_{2} \mathrm{D}_{2} \mathrm{R} \\
& \mathrm{~B}_{2} \mathrm{R} \rightarrow \mathrm{~B}_{2} \mathrm{RN}
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{RN} \longrightarrow \mathrm{RNA}_{2} \\
& \mathrm{RA}_{2} \longrightarrow \mathrm{RA}_{2} \mathrm{~J} \\
& \mathrm{~A}_{2} \mathrm{~N} \xrightarrow{2} \mathrm{~A}_{2} \mathrm{M} \\
& \mathrm{~A}_{2} \mathrm{M} \longrightarrow \mathrm{~A}_{2} \mathrm{MS} \\
& \mathrm{~A}_{2} \mathrm{~S} \text { and } \mathrm{A}_{2} \mathrm{~J} \text { force } \mathrm{A}_{2} \mathrm{~L}
\end{aligned}
$$

$\therefore$ If $A_{1}$ is East-connected then $A_{1}$ is South-connected and $A_{2}$ is North-connected and West-connected.

Because of the symmetries of the switch нө also have:

1. If $D_{1}$ is East-connected then $D_{1}$ is North-connected and $D_{2}$ is South-connected and West-connected.
2. If $A_{2}$ is West-connected then $A_{2}$ is North-connected and $A_{1}$ is South-connected and East-connected.
3. If $D_{2}$ is West-connected then $D_{2}$ is South-connected and $D_{1}$ is North-connected and East-connected.

In the above proof the non-interswitch edges which are finally enumerated (along with the frame edges of $S_{i j}$ ) constitute a triangulation of $S_{i j}$. This triangulation is called an A-triangulation and is pictured in Figure 9. In an A-triangulation we say that terminal $A_{1}$ is East-exposed and South-exposed and terminal $A_{2}$ is West-exposed and North-exposed. Analogously, corresponding to $D_{1}$ and $D_{2}$ being the connected terminals of $S_{i j}$, there is a set of non-interswitch edges called a D-triangulation. This triangulation is shown in Figure 10. In a $D$-triangulation terminal $D_{1}$ is East-exposed and North-exposed and terminal $D_{2}$ is West-exposed and South-exposed.
Case 2: Suppose terminal $B_{1}$ is East-connected in $S_{1 j}$. Then there is a vertex $Z$ in $V$ such that $B_{1} Z$ is in $T$ and $B_{1} Z$ properly intersects line

## Pigure 9: The A-triangulation



The following odges are in an A-triangulations
Bach frane odge,
$A_{1} P, A_{2} F, A_{1} G, A_{1} Q, A_{2} H, A_{1} I, B_{1} I, B_{1} C_{2}, B_{1} N, B_{1} D_{2}, B_{1} P$,
$C_{1} I, C_{1} B_{2}, C_{1}{ }^{N}, D_{1} I, D_{1} R, D_{1} B_{2}, A_{2} R, A_{2} J, A_{2}, A_{2} S, A_{2}{ }^{N}, A_{2}{ }^{N}$,
$\mathrm{B}_{2} \mathrm{R}, \mathrm{B}_{2} \mathrm{~N}, \mathrm{~B}_{2} \mathrm{I}, \mathrm{C}_{2} \mathrm{I}, \mathrm{C}_{2} \mathrm{~N}, \mathrm{D}_{2} \mathrm{~N}, \mathrm{D}_{2} \mathrm{P}, \mathrm{IP}, \mathrm{KR}$, IN.

Figure 10: The D-triangulation


The following edges are in a D-triangulation:
Bach frame edge,
$A_{1} Q, A_{1} H, A_{1} C_{2}, B_{1} H, B_{2} K, B_{1} C_{2}, C_{1} H, C_{1} S, C_{2} H_{,} C_{1} A_{2}, C_{2} B_{2}$,

$\mathrm{C}_{2} \mathrm{M}, \mathrm{C}_{2} \mathrm{Q}, \mathrm{C}_{2} \mathrm{H}, \mathrm{D}_{2} \mathrm{M}, \mathrm{D}_{2} \mathrm{~N}, \mathrm{D}_{2} \mathrm{P}, \mathrm{D}_{2} \mathrm{~F}, \mathrm{D}_{2} \mathrm{G}, \mathrm{D}_{2} \mathrm{Q}, \mathrm{HS}, \mathrm{MQ}, \mathrm{HN}$.
segment IH in $S_{i j}$. Because of our construction $Z$ is one of $A_{2}^{i+1, j}$, $B_{2}^{i+1}, j, C_{2}^{i+1, j}$ or $D_{2}^{i+1, j}$ unless $1=n$ in which case $Z$ is $V^{n j}$. Then, in switch $S_{i j}, B_{1} Z \longrightarrow B_{1} Z I$.
Consider which terminal is West-connected in $S_{1 j}$. From case 1 , since $B_{1}$ is East-connected $\boldsymbol{H e}$ know that it is not $A_{2}$ or $D_{2}$. Hence, suppose it is $\mathrm{C}_{2}$. Then $\mathrm{C}_{2} \mathrm{M}$ and $\mathrm{C}_{2} \mathrm{~N}$ must be in T . Then,
$\mathrm{C}_{2} \mathrm{M} \longrightarrow$ choice

1. $\mathrm{C}_{2} \mathrm{MB}_{1}$
$\mathrm{MB}_{1} \rightarrow \mathrm{MB}_{1} \mathrm{H} \quad \#$ to $\mathrm{B}_{1} \mathrm{I}$
2. $\mathrm{C}_{2} \mathrm{MS}$
$\mathrm{C}_{2} \mathrm{~S} \rightarrow \mathrm{C}_{2} \mathrm{SG}$
$\mathrm{B}_{1} \mathrm{I} \longrightarrow$ choice
3. $\mathrm{B}_{1} \mathrm{IC}_{2}$

$$
I C_{2} \rightarrow I C_{2} N \quad \# \text { to } C_{2} \mathrm{M}
$$

2. $B_{1}$ IR

$$
\mathrm{B}_{1} \mathrm{R} \longrightarrow \mathrm{~B}_{1} \mathrm{RF} \quad \# \text { to } \mathrm{SG}
$$

$\therefore \mathrm{C}_{2}$ is not West-connected, hence, $\mathrm{B}_{2}$ is West-connected.
Now, in switch $S_{i j}$,
$\mathrm{B}_{1} Z \longrightarrow \mathrm{~B}_{1} \mathrm{ZI}$
$\mathrm{B}_{1} \mathrm{Z} \longrightarrow \mathrm{B}_{1} \mathrm{ZH}$
$\mathrm{B}_{1} \mathrm{H} \longrightarrow \mathrm{B}_{1} \mathrm{HQ}$
$\mathrm{B}_{1} \mathrm{I} \longrightarrow$ choice

1. $\mathrm{B}_{1} \mathrm{IC}_{2}$

$$
I C_{2} \rightarrow I C_{2} N
$$

$$
\mathrm{C}_{2} \mathrm{~N} \longrightarrow \text { choice }
$$

1. $\mathrm{C}_{2} \mathrm{NP}$

$$
\mathrm{C}_{2} \mathrm{P} \longrightarrow \text { choice }
$$

1. $C_{2} \mathrm{PD}_{1}$ \# to $I C_{2}$
2. $\mathrm{C}_{2} \mathrm{PF}$

$$
\mathrm{C}_{2} \mathrm{~F} \xrightarrow{2} \mathrm{C}_{2} \mathrm{G}
$$

$$
\mathrm{C}_{2} \mathrm{G} \longrightarrow \mathrm{C}_{2} G S \quad \# \text { to } I C_{2}
$$

2. $\mathrm{C}_{2} \mathrm{NB}_{1}$

$$
\mathrm{NB}_{1} \longrightarrow \mathrm{NB}_{1} \mathrm{D}_{2}
$$

$$
B_{1} D_{2} \longrightarrow B_{1} D_{2} P
$$

$$
B_{1} P \longrightarrow B_{1} P I \quad \# \text { to } B_{1} H
$$

2. $B_{1} I R$

$$
\mathrm{B}_{1} \mathrm{R} \longrightarrow \mathrm{~B}_{1} \mathrm{RF}
$$

$$
B_{1} Q \text { and } B_{1} F \text { force } B_{1} G
$$

$\therefore B_{1}$ is the only East-connected and the only South-connected terminal.
Furthermore, since $B_{2}$ is West-connected, by the symmetries of the switch, analogously to the above, we can show that $B_{2}$ is the only West-connected and the only North-connected terminal. This shows that non-frame edges $\mathrm{B}_{2} \mathrm{M}, \mathrm{B}_{2} \mathrm{~S}, \mathrm{~B}_{2}^{\mathrm{L}}, \mathrm{B}_{2} \mathrm{~J}, \mathrm{~B}_{2} \mathrm{~N}, \mathrm{~B}_{2} \mathrm{P}$ and PJ are all in T . All that remains is to show that the region bordered by the vertices $P, J, R$ and $F$ can indeed be triangulated. This can be done with edges $J R, J C_{2}, C_{2} P, C_{2} A_{2}, A_{2}, A_{2} D_{1}, D_{1} J, D_{1} R, D_{1} D_{2}, D_{2}^{R}, D_{2} C_{1}, C_{1} R, C_{1} F$, $C_{1} A_{1}, A_{1} F, A_{1} D_{2}, D_{2} F, P F, D_{2} P, D_{1} P$ and $C_{2} D_{1}$,
$\therefore$ If $B_{1}$ is East-connected then $B_{1}$ is South-connected and $B_{2}$ is North-connected and West-connected.

Because of the symmetries of the switch we also have:

If $C_{1}$ is East-connected then $C_{1}$ is North-connected and $C_{2}$ is South-connected and West-connected,

In the above proof the non-intersuitch edges which are finally enumerated (along with the frame edges of $S_{1 j}$ ) constitute a triangulation of $S_{1 j^{*}}$ This triangulation is called a B-triangulation and is pictured in Figure 11. In a B-triangulation terminal $B_{1}$ is East-exposed and South-exposed and terminal $\mathrm{B}_{2}$ is West-exposed. and North-exposed. Analogously, corresponding to $C_{1}$ and $C_{2}$ being the connected terminals of $S_{1 j}$, there is a set of non-interswitch edges called a C-triangulation. This triangulation is shown in Figure 12. In a C-triangulation terminal $C_{1}$ is East-exposed and North-exposed and terminal $C_{2}$ is West-exposed and South-exposed. $\therefore$ Given any triangulation of $V$ there are exactly two connected terminals per switch and they are a matched pair of terminals.

The following corollary follows immediately from the above theorem and our earlier remarks about the non-frame edges in T : Corollary 1: If $S_{1}$ and $S_{2}$ are adjacent switches in the network and $T$ is a triangulation of $V$, then there is exactly one interswitch edge in $T$ whose endpoints are a terminal in $S_{1}$ and a terminal in $S_{2}$.

### 4.4.3 The Main Result

In the specifications of interswitch edges we defined various terminals to be Clause-true and Clause-false. For convenience, those definitions are restated here:


The following edges are in a B-triangulation:
Bach frame edge,
$A_{1} F, A_{1} C_{1}, A_{1} D_{2}, B_{1} F, B_{1} G, B_{1} Q_{,} B_{1} H, B_{1} I, B_{1} R$,
$C_{1} F, C_{1} R, C_{1} D_{2}, D_{1} R, D_{1} J, D_{1} A_{2}, D_{1} C_{2}, D_{1} P, D_{1} D_{2}, A_{2}, A_{2} C_{2}$,
$\mathrm{B}_{2} \mathrm{~J}, \mathrm{~B}_{2} \mathrm{~L}, \mathrm{~B}_{2} \mathrm{~S}, \mathrm{~B}_{2} \mathrm{H}, \mathrm{B}_{2} \mathrm{H}, \mathrm{B}_{2} \mathrm{P}, \mathrm{C}_{2} \mathrm{~J}, \mathrm{C}_{2} \mathrm{P}, \mathrm{D}_{2} \mathrm{R}, \mathrm{D}_{2} \mathrm{P}, \mathrm{D}_{2} \mathrm{~F}, \mathrm{FR}, \mathrm{JP}$.


The following edges are in a C-triangulationt

## Bach frame edge.

$$
\begin{aligned}
& A_{1} G, A_{1} Q, A_{1} A_{2}, A_{1} S, A_{1} B_{2}, A_{1} D_{2}, B_{1} Q, B_{1} L, B_{1} D_{1}, B_{1} A_{2}, \\
& C_{1} Q, C_{1} H, C_{1} I, C_{1} B_{0}, C_{1} J_{1} C_{1} L, D_{1} L, D_{1} A_{2}, A_{2} L, A_{2} S, A_{2} Q_{0} \\
& B_{2} S, B_{2} G, B_{2} D_{2}, C_{2} S, C_{2} N, C_{2} N, C_{2} P, C_{2}, C_{2} G, D_{2} G, \text { GS, IQ. }
\end{aligned}
$$

In a neutral switch, terminals $A_{1}$ and $B_{1}$ are Clause-false and terminals $C_{1}$ and $D_{1}$ are Clause-true.

In a positive switch, terminal $A_{1}$ is Clause-false and terminals $B_{1}, C_{1}$ and $D_{1}$ are Clause-true.
In a negative switch, terminal $B_{1}$ is Clause-false and terminals $A_{1}, C_{1}$ and $D_{1}$ are Clause-true.
The following three lemas are useful in proving the main result:
Lemma 1: In any given triangulation of $V$, for each 1 , $l \leq i \leq n$, either the connected terminals are $\mathrm{B}^{\prime} \mathrm{s}$ and $D^{\prime} s$ for all $S_{i j}$, or the connected terminals are $A$ 's or C's for all $S_{i j}, l \leq j \leq k$.

## Proof

The result follows immediately from our construction of vertical interswitch edges, theorem 1 and corollary 1.

Lemma 2: In any given triangulation of $V$, the West-connected terminal in each switch $S_{l j}$ is $A_{2}^{1 j}$ or $B_{2}^{1 j}$ and the East-connected terminal in each switch $S_{n j}$ is Clause-true, for $l \leq j \leq k$.

## Proof

The result follows immediately from our construction of special switches and intersuitch edges.

Lemma 3: In any given triangulation of $V$, for each $j, l \leq j \leq k$, there exists an i, with $I \leq i \leq n$, such that the East-connected terminal of $S_{1 j}$ is either $A_{1}$ or $B_{1}$ and it is Clause-true.

## Proof

Consider any $j$ such that $I \leq j \leq k$, and suppose the lemma doesn't hold. By lema 2, the West-connected terminal in $S_{1 j}$ is $A_{2}$ or $B_{2}$. Then the East-connected terminal is $A_{1}$ or $B_{1}$. By assumption it is Clause-false.

Then, by our construction and corollary 1 , the West-connected terminal in $S_{2 j}$ is $A_{2}$ or $B_{2}$. Inductively then, the East-connected terminal in $S_{n j}$ is either $A_{1}$ or $B_{1}$. By assumption, it is Clause-false. This contradicts 1emma 2.

Now consider the following truth assignments to the variables $x_{1}, \ldots, x_{n}$ : $x_{1}$ is true if the South-connected terminal in $S_{i l}$ is $B_{1}$ or $D_{2}$. $x_{i}$ is false if the South-connected terminal in $S_{i l}$ is $A_{1}$ or $C_{2}$.

Theorem 2: For each $j, l \leq j \leq k$, the clause $C_{j}$ is satisfied by this truth assignment to the variables.

## Proof

Consider any $j$ such that $l \leq j \leq k$. By leman 3, there is an i such that the East-connected terminal of $S_{1 j}$ is either $A_{1}$ or $B_{1}$ and it is Clause-true. Case 1: The connected terminal is $B_{1}$. Since it is Clause-true this must be a positive switch, so $x_{1}$ is in $C_{j}$. But then $B_{1}$ is the Southconnected terminal and by lemma 1 , the South-connected terminal of $S_{11}$ is $B_{1}$ or $D_{2}$. Then, by our assignment $X_{i}$ is true and $C_{j}$ is satisfied.

Case 2: The connected terminal is $\mathrm{A}_{1}$. Since it is Clause-true this must be a negative switch, so $\bar{x}_{1}$ is in $C_{j}$. But then $A_{1}$ is the Southconnected terminal and by lemaa 1 , the South-connected terminal of $S_{11}$ is $A_{1}$ or $C_{2}$. Then, by our assignment $X_{1}$ is false and $C_{j}$ is satisfied.

Therefore, from a triangulation $T$ of $V$, with $T$ a subset of $E$, we have obtained a truth assignment to the variables $x_{1}, \ldots, x_{n}$ such that each of the clauses $C_{1}, \ldots, C_{k}$ is satisfied.

### 4.5 Proof that a solution to CNF-Satisfiability yields a solution to TRI

Assume that $H_{1}, \ldots, H_{n}$ is a truth assignment to $x_{1}, \ldots, x_{n}$ such that each of the clauses $C_{1}, \ldots, C_{k}$ is satisfied. We will show that there is a subset, $T$, of $E$, such that the edges in $T$ triangulate $V$. Initially we note that a set, $T$, consisting of edges meeting the following requirements will suffice as a triangulation of $V$. It is clear that $T$ need only include:

1. The edges in the frame.
2. The edges in a triangulation of each switch in the network, That is, for each switch, the edges in either an $A, B, C$ or $D-t r i a n g u-$ lation.
3. For each adjacent pair of switches an edge whose endpoints are the appropriate exposed terminals of those switches. (The exposed terminals having been determined by the triangulations specified in 2.)
4. For each special vertex in $V$, an edge whose endpoints are the special vertex and the appropriate exposed terminal of the suitch in which the special vertex is located. The remainder of this section is devoted to specifying a set of edges which meets the above requirements. Initially we place the frame in $T$ and again note that no edge in $E$ properly intersects any edge in the frame. The frame edges thus present no further difficulty.

### 4.5.1 The Triangulation of Each Switch

For each clause, $C_{j}$, we define $W_{j}$ to be the least $i$ such that $x_{i}$ is in $C_{j}$ or $\overline{x_{1}}$ is in $C_{j}$ and the truth assignment of $H_{i}$ to $x_{i}$ causes $C_{j}$ to be
satisfied. Then, switch $S_{i j}$ is triangulated in $T$ as follows:
For $i \leq W_{j}$, if $H_{i}$ is true then $S_{i j}$ is B-triangulated else $S_{i j}$ is A-triangulated.
For i> $W_{j}$, if $H_{i}$ is true then $S_{i j}$ is D-triangulated else $S_{1 j}$ is C-triangulated.
The exposed terminals of each switch are determined by the triangulation specified for each switch.

### 4.5.2 Interswitch Edges in T

Theorem 3: For each 1 and $j$ pair, with $I \leq i \leq n$ and $l \leq j \leq k-1$, there is an edge in $E$ whose endpoints are the North-exposed terminal of $S_{i j}$ and the South-exposed terminal of $S_{i, j+1}$.

## Proof

Consider any $i$ and $j$ pair such that $l \leq i \leq n$ and $l \leq j \leq k-1$.
Case 1: The North-exposed terminal of $S_{1 j}$ is $B_{2}^{1} j$ or $D_{1}^{1 j}$. This implies that $H_{i}$ is true, hence, the South-exposed terminal of $S_{i, j+1}$ is $B_{1}^{1}, j+1$ or $D \frac{1}{2}, j+1$. But, by our interswitch edge specifications, each of the four edges: $\left[B_{2}^{\frac{1}{2}}, B_{1}^{i}, j+1\right],\left[B \frac{1}{2} j, D \frac{1}{2}, j+1\right]$, $\left[D \frac{1}{1} j, B_{1}^{\frac{1}{2}}, j^{j+1}\right]$, and $\left[D \frac{1}{1} j, D \frac{1}{2}, j+1\right]$ is in $E$.
Case 2: The North-exposed terminal of $S_{i j}$ is $A \frac{i}{2} j$ or $C_{1}^{i j}$. The proof is completely analogous to the one for case 1.

Theorem 4: For each $i$ and $j$ pair, with $l \leq i \leq n-l$ and $l \leq j \leq k$, there is an edge in $E$ whose endpoints are the East-exposed terminal of $S_{i j}$ and the West-exposed terminal of $s_{i+1, j}$.

## Proof

Consider any 1 and $j$ pair such that $l \leq i \leq n-1$ and $l \leq j \leq k$.
Case 1: $\quad i>H_{j}$
Because $i>W_{j}$, the East-exposed terminal of $S_{i j}$ is either $C_{l}^{i j}$ or $D_{1}^{1 j}$ and the West-exposed terminal of $S_{1+1, j}$ is either $C_{2}^{i+1, j}$ or $D_{2}^{i+1}, j$. But, by our interswitch edge specifications each of the four edges: $\left[c_{1}^{i j}, c_{2}^{1+1, j}\right],\left[c_{1}^{i j}, D_{2}^{i+1}, j\right],\left[D_{1}^{i j}, c_{2}^{1+1, j}\right]$, and $\left[D_{1}^{\frac{1}{j}}, D_{2}^{\frac{1}{2}}+j\right]$ is in $E$.

## Case 2: $\quad i=W_{j}$

Subcase 1: The East-exposed terminal of $S_{i j}$ is $B_{1}^{i j}$. By the definition of $W_{j}$ this switch is either a positive or negative switch. Assume that it is a negative switch, hence $\bar{x}_{1}$ is in $C_{j}$. But since $B_{1}^{1 j}$ is the East-exposed terminal, $H_{1}$ is true. But this contradicts the definition of $W_{j}$. Therefore, this is a positive switch. Since $1+1>W_{j}$ the West-exposed terminal of $S_{i+1, j}$ is either $C_{2}^{i+1, j}$ or $D_{2}^{i+1, j}$. But, by our interswitch edge specifications both of the edges $\left[B_{1}^{i j}, C_{2}^{i+1}, j\right]$ and $\left[B_{1}^{i j}, D_{2}^{i+1}, j\right]$ are in $E$.
Subcase 2: The East-exposed terminal of $S_{i j}$ is $A_{1}^{i j}$. Similarly to subcase $I$ we can show that this is a negative switch and that the desired edge exists in $E$.

## Case 3: $i<W_{j}$

Subcase 1: The East-exposed terminal of $S_{1 j}$ is $B_{1}^{1 j}$.
Subcase a: Switch $S_{i j}$ is a neutral switch. Because $1+1 \leq W_{j}$, the West-exposed terminal of $S_{1+1, j}$ is either $A_{2}^{i+1}, j$ or $B_{2}^{1+1}, j$. By the interswitch specifications both of the edges $\left[B_{1}^{i j}, A_{2}^{i+1}, j\right]$ and $\left[\mathrm{B}_{1}^{1 j}, \mathrm{~B}_{2}^{i+1, j}\right]$ are in E .

Subcase b: Switch $S_{i j}$ is a positive switch. This means that $x_{1}$ is in $C_{j}$. Because $B_{1}^{1 j}$ is the East-exposed terminal of $S_{1 j}$, the truth value of $H_{i}$ is true. But this means that $C_{j}$ is satisfied by the assignment of $H_{i}$ to $x_{i}$. This is a contradiction of the definition of $W_{j}$. Hence, $S_{i j}$ is not a positive switch.

Subcase c: Switch $S_{i j}$ is a negative switch. Because $i+1 \leq W_{j}$, the West-exposed terminal of $S_{i+1, j}$ is either $A_{2}^{i+1}, j$ or $B_{2}^{i+1}, j$, But, by our interswitch edge specifications for $S_{i j}$, a negative switch, each of the edges: $\left[B_{1}^{\frac{1}{1}}, A_{2}^{i+1}, j\right],\left[B_{1}^{1 j}, B_{2}^{i+1}, j\right]$ is in $E$.
Subcase 2: The East-9xposed terminal of $S_{1 j}$ is $A_{1}^{1 j}$.
The proof is analogous to that for subcase 1, with the roles of subcases $b$ and $c$ reversed.

Hence, for each pair of adjacent switches there is an edge in E whose endpoints are the appropriate exposed terminals of those switches. Each of these edges is placed into $T$.

### 4.5.3 Additional Special Switch Edges in T

Theorem 5: For each special vertex in $V$ there is an edge in $\mathbb{E}$ whose endpoints are the special vertex and the appropriate exposed terminal of the switch in which the special vertex is located.

## Proof

Case l: The special vertex is $U^{i l}$ with $l \leq i \leq n$. By our basic specifications of special switches each of the edges $\left[U^{i l}, A_{1}^{i l}\right],\left[U^{i l}, B_{l}^{i 1}\right]$, $\left[U^{i l}, C_{2}^{i l}\right]$ and $\left[U^{i l}, D_{2}^{i l}\right]$ is in $E$. Thus, whichever terminal is exposed in $S_{i l}$ the desired edge is in $E$.

Gase 2: The special vertex is $W^{1 k} w i t h ~ l \leq i \leq n$. By our basic specifications of special switches each of the edges $\left[W^{i k}, A_{2}^{i k}\right]$, $\left[W^{i k}, B_{2}^{i k}\right],\left[W^{i k}, C_{I}^{i k}\right]$ and $\left[W^{i k}, D_{I}^{i k}\right]$ is in $E$. Thus, whichever terminal is exposed in $S_{i k}$ the desired edge is in $E$.
Case 3: The special vertex is $\mathrm{T}^{\text {lj }}$ with $I \leq j \leq k$. Because $I \leq W_{j}$, the West-exposed terminal is either $A_{2}^{\frac{1 j}{j}}$ or $B_{2}^{\frac{1}{j}}$. But, by our basic specifications of special switches, both of the edges $\left[T^{1 j}, A_{2}^{1 j}\right]$, and $\left[T^{l j}, B_{2}^{1 j}\right]$ are in $E$. Thus, whichever terminal is exposed in $S_{1 j}$ the desired edge is in $E$.
Case 4: The special vertex is $V^{n j}$ with $I \leq j \leq k$.
Subcase 1: $n>W_{j}$
Because $n>W_{j}$, the East-exposed terminal of $S_{n j}$ is either $C_{l}^{n j}$ or $D_{1}^{n j}$. By our basic specifications of special switches each of the edges $\left[V^{n j}, c_{l}^{n j}\right]$ and $\left[V^{n j}, D_{1}^{n j}\right]$ is in $E$. Thus, whichever terminal is exposed in $S_{n j}$ the desired edge is in $E$,

## Subcase 2: $n=W_{j}$

Subcase a: The East-exposed terminal of switch $\mathrm{S}_{\mathrm{n} j}$ is $\mathrm{B}_{1}^{\mathrm{nj}}$. Then, from case 2 of the proof of theorem 4, this is a positive shitch. But by our interswitch edge specifications (part 4) the edge $\left[V^{n j}, B_{1}^{n j}\right]$ is in $E$.
Subcase b: The East-exposed terminal of switch $S_{n j}$ is $A_{1}^{n j}$. Then, from case 2 of the proof of theorem 4, this is a negative switch, But by our interswitch edge specifications (part 5) the edge $\left[V^{n j}, A_{1}^{n j}\right]$ is in $E$.

Hence, for each special vertex in $V$ there is an edge in $E$ whose endpoints
are the special vertex and the appropriate exposed terminal of the switch that the special vertex is a part of. Each of these edges is placed in $T$.

We have now specified a set of edges $T$ which is a subset of $E$ and which satisfies the four requirements given as being sufficient for a triangulation of $V$. Hence, the set $T$ is a triangulation of $V$.

This completes the proof that CNP-Satisfiability is polynomially reducible to TRI.

### 4.6 Finishing Up

Theoren 6: TRI is NP-Complete.
Proof
In the first five sections of this chapter we have shown that CNF-Satisfiability, a known NP-Complete problem, is polynomially reducible to TRI. All that remains is to show that TRI is in NP. Consider an instance of TRI as specified by the sets V and E. We know that a set $T$ is a triangulation of $V$ if and only if the following two properties hold for $T$ :

1. No two edges in $T$ properly intersect.
2. For every edge, $e$, whose endpoints are vertices of $V$, either $e$ is in $T$ or e properly intersects some edge in $T$.

Hence, given the sets $V$ and $E$, we nondeterministically choose the set $T$ and then verify that these two properties hold. To test for property 1 requires time $\theta\left(|T|^{2}\right)$ and testing for property 2 may be done in time $\theta\left(|V|^{2} \cdot|T|\right)$. Therefore, TRI is in NP and hence, TRI is NP-Complete.

## Chapter 5 - Conclusion

### 5.1 Sunmary

This thesis has examined two problems involving triangulations of a set of points in the plane: the problem of finding a minimum weight triangulation given all of the edges between the points and the problem of determining the existence of a triangulation in a given subset of the edges. We discussed several aspects of the MWT problem and gave counterexamples to two published algorithms for it. We have shown that TRI is NP-Complete. We conjecture that MWT is also NP-Complete. This is based on a comparison of these two triangulation problems with the corresponding Hamiltonian circuit problems and the corresponding spanning tree problems. Both of the corresponding Hamiltonian circuit problems (that is, the problem of existence given some of the edges and the problem of minimum weight given all of the edges) are NP-Complete. In comparison, there are efficient algorithms for both of the spanning tree problems. Therefore, because TRI is NP-Complete, we would find it very surprising if MWT was not also NP-Complete.

He should note that as we have stated it, we would expect only that MhT be NP-Hard. However, we can change the problem slightly to ask if there is a triangulation of $V$ with weight $\leq m$. We would then expect that this problem is NP-Complete. The difficulty with the original version of MWT which is not present in the new version lies in showing that the problem is in NP. The same comment can of course be made about the Hamiltonian circuit problems mentioned above.

### 5.2 Open Problems

In addition to the need to resolve the status of MWT there are several other open problems involving minimum weight triangulations.

The first of these problems is to show that a shortest edge between points in $V$ is in a minimum weight triangulation of $V$. If a shortest edge lies on the convex hull of $V$ then it is in each minimun weight triangulation by the definition of a triangulation. But what if a shortest edge does not lie on the conyex hull? We conjecture that in this case also a shortest edge must be in a minimum weight triangulation. This problem should not be confused with the example given earlier which showed that the shortest edge not on the convex hull was not necessarily in a minimum weight triangulation. In that example the shortest edge among all of the edges was on the convex hull.

A second problem is to bound the weights of the triangulations produced by the Duppe-Gottschalk and Shamos-Hoey algorithms with respect to a minimum weight triangulation. We know that for arbitrary triangulations this ratio may be as large as $\sigma(|V|)$. A further problem is to determine under what conditions either of the two algorithms does produce a minimum weight triangulation. These questions will be especially important if MWT is indeed NP-Complete.

Another problem would be to determine the accuracy of the functional approximations which are obtained from a minimum weight triangulation as opposed to other triangulations. For instance, the Shamos-Hoey algorithm produces a triangulation with the property that the circumcircle of each
triangle contains no points of $V$ except the vertices of that triangle. We would like to know if this property makes the triangulation produced by their algorithm especially good for approximations.
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