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~bstract: 

There ar,e languages which can be recognized by a deterministic (k+l) - headed 

one-way fin te automaton but which cannot be recognized by a k-headed one-way 

(deterministic or non- determi istic) finite automaton. Furthermore., there 

is a language accepted by a 2-headed no•ndeterministic finite automaton w ich 

is accepted by no k-headed deterministic fiaite automaton. 
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1 . It oduction and Definitions 

We cons"der the class of an uages recognized by k-headed one-way 

inite automata (k-FA's). These devices consist of a finite-sta e control, 

a single read-o ly input tape ~ith an endmarker $ and k o e-way reading 

heads which begin on the fir~ square oft e input tap and independent} 

move owa s he endmarker nder the finite-state control. The language 

accepted b: a k-FA is precisely the set of words x such that there is so e 

computation of the k-FA beginning with x$ on the input ape ending w·th 

_he k- A ha ting in a[l accept 'ng state. The dete minis tic varie y of 

k-PA's will be denoted as k-DFA's. The notion of a mu tihead fi ite 

automaton ~as apparently first described by Piatkowski [6] and was soon 

thereafter exte sively studied by Rosenberg [1,7]. 

ea sume that he finite contro cannot detect co·ncidence of the heads. 

Such a capahil ty increases the class of languages rec~gnized b_• mul t · -

head automata SOme\vha. For example, the 1ang age ro" I n ~ 1) can be 

recognized by a 3-DF which can detect coinc dence (this was pointed out to 

the authors by A.R. !eyer), but cannot be recognized by any k FA without this 

capabilit_· (3 • As it urns out, however, our proof that k+ hea s are more 

po e -ul hank eads hold even "f the devices are allowed to detect 
coincidence. 

Le ~ (respective!:~) denote the class of language recognized by 

k•fA's (respectively1 k-D A's). It is well-known that R
1 

- R~. and easy to see 
D * tha R ~ R2 (consider the anguage (x2x I x € [0,1} ]). Rosenberg [11 

D D 
claimed tha ~, ~l fork~ 1~ bu Floyd [2] pointed o t hat Rosenberg's 

i nformal proof was incomplete. ubsequently Sudborough [3,4 J and later 

I bar a and Kim [ 5] , proved rha.t R2 'j; R3 and R~ ~ R~ The main result of this 

paper i that ~ - ~+l and ~ 7 '+l (actually, that ~
1

-1¾c I,; (6) for all 

k ~ L T ai:: is, we show that "k+l heads a e better than k11 in the sense that 

there is for each , a language L which can be recognized by a (k+l) - DFA 

which can be recognized by no k- FA (even if the k FA can detect coincidence). 

Our proof uses a counting argumen aTid some observations due to Ros enberg 

about possible seque ce of head mov,ements . 

We also show that R~ ~ ~ for k ;;;: 2· adding nonde e minism to multihead 

finite automata strictly increases the class of languages they can recognize. 



We actually shm,,, that 
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there is a language. recognized by a 2· FA but by no k-DFA. 

2.. T'he. Hie·rarchy Theor,em 

Consider the language ~, def· ned for po.sitive integers b over 

the alphabet (O,l,*} : 

, or l ~ i 

Theorem L The language ¾, is rec,ognizable by a k-FA if and o ly 

k if b s (
2
). 

2b} . 

Proof: Rosenberg has demonstrated this in the "if" direct· on· as the first 

head traverses w2b+Z-k, ••• ,w2b the t'emaining k-1 heads can be used to 

compare these wo,rds with wk- l' ••• , l.7
1

, res pee ti vely. These k - 1 heads can 1::hen 

be positioned at the beginning of wk .and the same procedure used inductively 

to verify that wk*·· • ~ 2b+l-k is in Lb+l-k~ Note th.at this procedure is 

deterministic. 

To prove the theorem in. the other dit'ect:ion, we derive a contradiction 

by assuming that a k-FA 9J? accepts every wo d in 1:.n for b > (k ) and n sufficiently 
n o 2 large, where Lb is the language 

n I n 
Lb"' {wl'i'w2•· ·•~2b (""1'i e: ( O,l} ) /\ (wi - w2b+l-i) for l ~ i ~ 2b) . 

S peci fica.l y ~ l.Te sho"Cil that if !JR accepts every word in ~ then 111 a.ccep t .s 

some word not in ~. Since Lb ;i U r.:, the contradict:ion follows. 
n 

A configuration o f t.he k-FA !r1l is a (k+l) tuple (s.>pp. • , pk) whe.re s is 

the state of the finite control and pi is the position of the ich head (where 

the left-most tape square is position number 1). The ~ of a co f·guration 

(s,p1 , •.. pk) is the k-tuple ( f p1 /(n+l , ... ~f pk/(o+l)l ); the i_ili. element q
1 

of the type specifies that the ith head of !l"P is on w or its following 
qi n delimi er in this configurat·on when scanning a word in ~· 

Let c 1 (x) ,c2 (x),, ••• ~c .e. (x) be he sequence of configura ions of the k- A 
X 

!fQ during an (arbi rarily s ,elec ed} accept"ng computation of a word x e: L~. 

Re:re tx is the length o f this computation. Let d
1

(x), ••• ,d,, ( x) be the 

X 
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subsequence. obtained by selecting c
1

(x) and. all subsequent ci(x) such that 

type (ci (x )) r/ type(ci- l (x)). Call d1 (x) ... ,d 
1

, (x) the 1>attern of x .• {While 
X 

the pattern of x depends on which accepting ,computation of x was selected 

this does not matter to our proof; we require only that each word x € L~ 

be associated with one pattern in this fashion). The pattern of x describes 

the ,compu ation of :Dl on input li: in a rough fashion - we select only t:hose 

configurations where some head has just moved to the first cha.ract:er of some 

subword w. of x. Using. the act that V s: k• (2b-l)+l> we see that the numbe 
i ~ 

P of ·possible patte ns is less than 

wh,ere s is the number of stat es in 'Ill's fini c:e .. state contra l. 

NOY \1e classify the words in L~ according t,o their patterns. Ihere must 

ex• st a pattern ,al, •• .,~1 whic.h corresponds to a set s
0 

of at least 2bn /P 
words . 

k 
Rosenberg obse ved that if b > (

2
) then for any computatio of ~ on an 

x ~ L: ther,e exists an ind,ex i such that wi * and w2b+l-i * (or Y72b$ if i - 1) 

are never being read simultaneously. ( f a pair of he.ads is reading such a 

ma ched pair of subwords at some oint during the computation, then at no 

other time during the computation could t:hat I pair of heads read some othe~ 

atched pair o f sub.words The observation ollo¥'1s since the.re are only (~ pairs 

of heads to ~onsider.) The possible values for i are de.t,ermine.d entirely by 

the. pattern of the computation . Let i
O 

be such a value for the pa t ern 
A JI 
dp ... , dt. 

Partit'on the words in s
0 

into classes according to the string 

of characters they contain, exclusive of the matched pair of subwords w1 
0 

d L S b h . b · · lea~t is 1/2n(b-l)' 2n/p.· an · 2b+ _ , • et 
1 

e a c ass w 1c ,contains at .. 
0

1 c. 

- io 
l-10rrls., and assume n is large enough so that 1s

1
J ~ 2. 



Let x :; x
1 
~

2 
*"_.. RX

2
b and y ~ y 

1
1"'.. 1.-y 

2
b be two dis tine t words in S 1 • 

By assumption., then 

~e c_aim at Che word 

Z = z * *z • • ., 2b 

obtained by replacing Yzb+l- i 
- 0 

fo x in x,, will be accepted by -
2b+l-i

0 

To p1:ove that . accepts z we use a "cutting and pasting" argument on the 

sequence ,of coufiguratfons ,c
1 

(x) ~.. and ,c
1 

(y) >. > to obtain a. sequence of 

configurations for ~ on z such that _ accepts z. By construction. both 

c
1 

(x), •• and c
1 

(y), •• contain the pattern ~l" ... ,11 as a subsequence.. Divide 

the sequences c
1 
(x),... and c

1 
(y) ~.,.. into 1 bloc.ks each by begirming a new 

b ock with ea.ch occurrence of an element ai, as in the fol owing figure .• 

( c.(x)J"" 
J. 

( C •. (y)) C 

J.. 

block 1 

~ 
block 1 

block 2 

..... , 

block 2 

C • II (y) > • •• • 
] 

\.:2,. ' ~ 
block t 

'By defi:ni tion of al, .. _ , the subw,ords of x or y being read change only at the 

interblock transitions; during any block the :remain. fixed, and si _ce 

[ c. (x) and ( c. (y) have the same pattern during the itb block th,e heads are 
]. ]. 

t"eading corresponding subwords o,f x and y. 
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We construct an accepting computation for ~ of z by select ·n:g successive 

blocks from f ci (x)) - except when du ing that block wou d be reading 

le2 b+1_
10 

<'# z2b+l-i
0
), in which cas•e we select the co,rresponding block fa:om 

{ci (y)} (since y2b+l- i 
0 

This sequenc,e fono.s a valid co putation 

for z since the last configuration in block i for e.ither ( c
1 

(x)] or 

( ci (y) ) yields !i+l as the next c:onfigut"ation o,f !D1, and by construction !IJl 

is never reading suhw,ords i
0 

a: d 2b+l-i
0 

simultaneouslyt so that as far as _ 

is conceirn.ed at any instant it cannot distinguish betw,een z and one of x or y. 

!n sunmary, the pr,eceding theorem states that 

3. Consequences of t_he Hierarchy Theorem. 

We present several results which follow more or less directly from the 

Hierarchy theorem. 

Theorem 2,. 

by no k-DFA. 

or every k ~ l, ther,e is a language 1(. rec,ognized by a 2-FA but 

Proof. 
k 

Let t-\ = ¾, for b = ( 2)+1~ wher,e ~ denotes the complement o Lb. 

By theorem 1 1c is recognized by no k-DFA since~ is closed under coillplementatio . 

However, a 2- FA can recognize ~ by guessing whi.ch matched pair of subwords 

wiJwlb+l-i are ne.qual and t en verifying this. 

Let 



Theorem 3. The language ! ·s recognizable by a 3- FA but: by no k DFA. 

Proof To recognize t send heads o,ne and l:wo to the: beginning of some 

(nondeterministically chosen) subword w . . Using head one t .o count 
l. 

the number of words between i and the ,endma.rke , simu taneously position 

head three at the beginning of w2b+l-i Use heads ~o and thr,ee. 

now to check that wi I w2b+l- i. 

On the other hand, if M 
D 

then for fixed h, the language. 
£ ~ ' 

any 

I 
-!-

¾ - M (wl " •• l\1'2b (w. e (0, 1) for 1 ~ i 2b)) 
1 

uould b,e in ~ as well. since. this only involves counting up to 2b in add · tion. 

But then for any b t.he language ~ of Theorem 1 ,;,,-ou d be · n R~~ s ·nee ~ is 

just t.he co p,lemen o f I\ with respect to the regular s ,et b\*• ,, .~:w2bl (wi ~ (0,l 't * or 

l s:: i s: 2b) contradicting T beorem L f7 

The theorem ca.n in fact be strengthened as fol lows: 

Theorem 4, There is a · anguage L which can be recognized by a 2- FA but by 
D 

no k-DFA~ for any k. That is J (R 2- lf1c.) 1 ~-

Proof: We just present the main id,ea here and leave the details to the eader~ 

a-s ithey are quite s m.ilar to those of the proof of T heor,em 1. 

Let e:. (w1 ~ 2* ... -.tw2b I ((Yi, 1 s: i 2b) 

* * (w . .; (0,1] ,/. ( O~l )) A [(:!!:i~j)(wi = x ,,/. y A wj - x ,J z A y ,/ z) 1 
for any b ~ 11 ., 

That is, each w. consists of a 
1 

tag' 1 field w~ and a 'value" field l,,'1'
11 so that 1 i ~ 

- T ~." A -d * 1.11. - l>l'i ~ w. •. wor w
1
~ • • • • 

J. 1 
is in L iff there is a. pair of words with the 

same t .ag· field fields. Clearly L e R2• 

To :show L 
but different value 

I:, I~, consider the 
k 

subset of L such that the ag field of w. is 
l. 

the binary r e-presentation of min(i.,. .2bt-l-i). As in the proof of Theorem ~ tbere 

can be constructed a word in this s11bset of L which the k - DFA will reject, 

using the fact that there are many words having this tag structure su.ch tha.t 

w1 ""w2b+l-i for 1 ~ i S: b (and thus not in L). n 
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