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Abstract

The Internet infrastructure is critical for the security and reliability of online daily
life. The Border Gateway Protocol (BGP), the defacto global routing protocol, was
not designed to cope with untrustworthy parties, making BGP vulnerable to mis-
configurations and attacks from anywhere in the network. Recently, unintended
large-scale misconfigurations caused significant amount of Internet traffic towards
major providers to be dropped for hours, and through BGP attacks, perpetrators
have stolen millions in fraudulent transactions. Nonetheless, little has changed in
operational environments despite the many proposals to increase security by the re-
search, standardization and industry communities. The problem space is complex:
it involves multiple stakeholders, with different interests and available resources, and
increasingly, geopolitical challenges. Yet, these stakeholders ultimately need to co-
operate and coordinate their efforts to improve security. This dissertation proposes
a holistic approach to study routing security. It includes the assessment of barriers
of adoption of technical proposals to secure BGP, the empirical analysis of exploita-
tions and misconfiguration due to BGP design flaws, as well as the empirical study of
the mitigation strategies deployment and benefits. This analysis reveals the extent of
misbehavior and misconfiguration in the use of BGP, and the benefit that operational
security practices provide. It also discusses this new evidence in the context of trade-
off that have prevented the adoption of routing security. Finally, it provides a set of
actions, which could be orchestrated by a bottom-up industry effort or top-down by
governments, and directions for future technical work that would encourage collective
adoption of security in BGP.
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Chapter 1

Introduction

The Internet is made of interconnected networks that allows computers or other
devices in one network to communicate with computers and devices in other networks
by exchanging data packets. These packets travel according to the Internet Protocol
(IP) suite. When the computer devices wanting to communicate are not in the same
network, packets need to travel through a path of different networks to reach their
destination. Networks use a routing protocol called Border Gateway Protocol (BGP)
to select routes to the different IP address destination reachable in the Internet. In
other words, BGP is the global routing protocol that is used by routers to receive,
select and propagate the information of available paths to reach IP addresses. These
paths are then used to send IP packets towards their destination. Therefore, BGP
plays a critical role in the correct delivery of packets travelling between networks in
the Internet, impacting the security and reliability of online daily life.

The functional goal of the Internet is to deliver (well-formed) packets to their
destination as expeditiously as possible, making availability a key property and ex-
pectation. There are three core systems, part of the initial Internet protocol suite,
that allow packets to reach their destination: (1) IP addressing, which distributes
unique identifiers to device interfaces; (2) the Domain Name System (DNS), which
translates the hierachically-distributed name space into IP addresses; and (3) routing,
which provides the information to select paths to IP addresses in use. In addition,
the Certificate Authority (CA) system was designed and deployed to provide integrity
and confidentiality to connections using end-to-end encryption based on digital cer-
tificates issued and distributed through the CA system. These four systems have all
been designed—and modified—to encourage availability. However, routing plays a
major role in making communication between host in different networks available. In
addition, routing can disrupt the correct operation of the DNS and CA system when
wrong path are selected, putting confidentiality and integrity at risk . If routers se-
lects routes with incorrect networks in the path, traffic many not be delivered to the
proper destination, potentially breaking the availability, integrity and confidentiality
of communications over the Internet. For these reasons, the correct operation of BGP
is a fundamental building block in ensuring the correct operation of the Internet.

Unfortunately, BGP was not designed to cope with untrustworthy parties and
is vulnerable to misconfigurations and attacks from anywhere in the network. In-
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tentionally or unintentionally, any network in BGP can modify the path towards IP
addresses in the Internet, causing traffic to shift unexpectedly. Traffic to addresses
impacted by the change may be dropped in the wrong destination, but the network
causing the path change can also inspect or manipulate that traffic, or send traf-
fic from those addresses. As an example, unintended misconfigurations have caused
significant amount of Internet traffic towards major providers including Google, Face-
book and Amazon to be dropped for hours. Moreover, attackers have stolen millions
in fraudulent transactions by stealing user’s credential through BGP attacks. And
even governments have (mis)used BGP to dropp and discard traffic to social plat-
forms during protests, making this platforms unavailable for communication. These
problems are longstanding and increasingly pressing.

There have been many proposals to secure BGP by the the research, standardiza-
tion and industry communities, to ensure routes in BGP go to the proper destination
through acceptable paths. These solutions intend to prevent third parties from tam-
pering with BGP communication and networks changing path to IP addresses they do
not own or violating routing policies from business agreements. Some of them mod-
ify the protocol, others create authoritative database to check information received
in BGP, use overlay networks or add optional cryptographic signatures to BGP mes-
sages. Nonetheless, despite the many alternatives—some dating from the 1990s—only
a few of them have been implemented and no solution currently has major deployment
and use.

The problem space is complex: it involves multiple stakeholders, with different
interests and resources available, and increasingly, geopolitical challenges. Networks
in the Internet are of diverse nature, administered by different types of organizations
from around the globe, with different operational environments, goals, business mod-
els and incentives. Additionally, for most solutions to have impact, many networks
need to deploy and use them, i.e., it requires coordination and cooperation between
these heterogeneous organizations. Furthermore, there are few direct incentives for
networks to provide additional security, since it protects resources from other net-
works and not their own. Indeed, networks can only prevent the spread of incorrect
routing information they receive and forward, but they cannot directly block another
interconnected network from erroneously or maliciously changing routes they do not
legitimately own or administer. With all the challenges to deploy better routing se-
curity, currently there are not many barriers for networks that misbehave, and there
is no associated penalty other than peer pressure among network operators.

Goal of this dissertation

The goal of this dissertation is to develop methods based on empirical data to
improve our understanding of the systemic impact of BGP design flaws and provide
key insights on routing security protocol and policy design. It explores the reasons
that have prevented security improvements in BGP, assesses the pervasiveness of
malicious activity and the spread of misconfigurations and evaluates the impact of
security frameworks being deployed by scrutinizing routing data.
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This dissertation considers security issues that impair the proper function of BGP,
i.e., the selection of paths that allows packets to be delivered to their destination
without interference from third parties. This includes intentional BGP attacks, as
well as unintentional misconfigurations that lead to paths along under-provisioned
links which are likely to impact the delivery of traffic along those paths, undermining
availability. As mentioned before, availability is key to the proper functioning of
applications running on top of the Internet.

This work brings light into the struggle of improving routing security and the
need for a deeper understanding of the systemic impact of security issues based on
empirical evidence. The empirical studies reveal the the extent of malicious behavior
and misconfigurations allowed by BGP flaws. They also evidence how implementation
and operationalization decisions as well as other non-technical aspects influence the
outcome of security solutions. The results and discussion can aid the design of security
protocols and the implementation and operationalization process to get solutions
into production, providing insights into how to overcome barriers to the adoption of
security. Finally, the proposed future work and actions to support routing security
can guide policymakers, industry and other related organizations’ efforts in the area.

The remainder of this chapter is structured as follows: Section 1 introduces BGP,
its role in the Internet Procotol suite, how it works and the ecosystem of networks;
Section 2 describes the main BGP flaw; Section 3 describes the current state of BGP
security; and Section 4 provides a roadmap to the contents of this dissertation.

1 The Border Gateway Protocol

The Border Gateway Protocol (BGP) was developed in the late 1980s for selecting the
paths packets would use to travel between networks in the Internet. In BGP, networks’
border routers (gateways) exchange information about IP address blocks in use and
available paths, and select the preferred path to those blocks. The border routers
then send data packets towards their destination by selecting the route based on the
packet IP address destination. The first Internet Engineering Task Force (IETF)
! Request For Comment (RFC) formalizing this routing standard was published in
June 1989 [3]. The current version of the protocol is called BGP-4 and was first
standardized in 1994 and later updated in 1995 and 2006 [4-6]. The rest of this
section provides an overview of the Internet Protocol suite and the role of routing,
how BGP works, the relationships between networks and general characteristics of
networks in today’s Internet.

1.1 The core Internet Protocols

The Internet is a global network of over 70,000 independent networks that use the In-
ternet Protocol Suite to communicate between devices. The goal of this protocol suite

!The IETF is an open standards organization that develops Internet standards and documents
methods, behavior and practices through Request For Comments (RFCs) authored by networks
operators, engineers and computer scientists [2].
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is to properly deliver packets from the source host to the destination host, whether in
the same or different network. Each network is a set of linked computers and other
devices that share resources and can support a large range of applications. Indeed,
networks in the Internet are very heterogeneous, with different purpose, administered
by different types of organizations, with different business models, in different ge-
ographies and using different types of networking technologies. However, they all
implement the needed parts of the Internet Protocol Suite for their devices to com-
municate as needed to support their applications.

There are three core systems in the Internet Protocol suite that enable the delivery
of packets in the Internet, and more recently an additional system was deployed to
protect packets integrity and confidentiality:

1. The IP addressing system: this system allocates IP addresses that identify
hosts (i.e., devices interfaces) in a network, and provides the location of the
host in the network. Thus, IP addresses within a network establish the paths
to reach the hosts.

2. The Domain Name System (DNS): this system consists of two part: a
hierarchical naming system that distributes names to services and resources
connected to the Internet, and a database to translate between names and the
IP address space of the host where the service or resource is located.

3. The routing system: this system allows routers to select the preferred path,
between those available, to IP addresses in use by other networks. Routing
provides the paths for IP packets to reach their destinations.

4. The Certificate Authority (CA) and Transport Level Security (TLS)
system: this system provides confidentiality and integrity between commu-
nicating applications and devices. It consists of two parts: the authoritative
databases of records delegated by CAs, and the transport level security hand-
shake protocols used to verify records and distribute the keys for end-to-end
encryption of communication.

Although each of the core Internet protocol plays a distinct role, the proper func-
tioning of the routing system is crucial for availability. Indeed, to deliver packets in
different networks, the addressing system requires the routes provided by the routing
protocol. Routing problems can thus impair the availability of Internet communica-
tion.

In addition, routing can impair the proper functioning of the DNS and CA system,
putting the integrity and confidentiality of communications at risk. For names to be
translated to IP addresses, queries are sent to Domain Names Servers and answers are
sent back to host following paths provided by the routing system. Routing also plays
a similar role in the CA system. Some protocols also use Internet packet delivery as a
way of bootstrapping trust. For instance, Let’s Encrypt, a popular certificate author-
ity, uses the Automatic Certificate Management Environment (ACME) protocol [7]
to authenticate domain owners. ACME authenticates domain owners by looking up
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the domain’s DNS record and sending an HT'TP challenge to the IP address returned
by DNS. This step assumes that the Internet correctly routes the DNS query and the
HTTP challenge to the appropriate destination. Thus, an adversary that can subvert
where packets are routed can not only affect the availability of Internet services, but
also undermine the confidentiality and integrity of applications, by subverting how
trust is bootstrapped to begin with. Therefore, the correct operation of BGP is es-
sential in ensuring the correct operation of the Internet. The next sections explain
how routing works and its security flaw.

1.2 How BGP works

The Border Gateway Protocol (BGP) is the inter-domain routing protocol, provid-
ing the necessary information for networks to choose preferred routes, among those
available, to IP addresses used by other networks. These routes are then used to
send packets to their destination. BGP was designed to allow for dynamic changes
in routes.

In BGP, each independent network operated as a single administrative domain in
the Internet is called an Autonomous System (AS), and uses an Autonomous System
Number (ASN) to identify itself. ASes establish BGP sessions with their neighboring
ASes and exchange information about routes to IP addresses in use by networks.
Then, through the BGP route-selection process, ASes independently decide on which
path to use for each set of IP addresses. ASes also choose which IP addresses are
reachable through them to each of their neighboring networks based on their business
relationship. BGP-selected routes feed the forwarding table of ASes’ border routers.?
Border routers use the forwarding tables to decide where each incoming IP packet is
sent. IP packets are forwarded to the border router of the next-hop AS in the selected
route matching packets’ IP address destination.

Routes in BGP have two critical types of information: IP prefizes and AS paths3.

e [P prefixes: These IP address blocks are sets of Internet Protocol addresses with
a common prefix of a given length. For example prefix 18.0.0.0/16 represents
all IP addresses that share the first 16 bits. To forward packets, routers look
for the longest prefix match between prefix entries in the routing table and the
destination IP address, thus choosing the route towards the smallest block of
IP addresses including the destination address.

e AS paths: These ordered lists of ASNs represent the network-level paths to
reach given IP prefixes. For example, a path of length 2 going from AS A to
AS B and to AS Cis A, B, C. C is the AS where the IP addresses in the prefix
are located, i.e., it is the origin of the path.

2BGP requires that the route announced to an AS neighbors is the same route that is effectively
installed in the forwarding tables of that AS, the BGP Additional Paths feature is implemented and
negotiated between BGP peers at the start of a session.

3 Also referred as BGP Path.
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Figure 1-1: How BGP works: in this example, Autonomous System (AS) F originates the
IP address block 18.0.0.0/16 in a BGP announcement sent to AS C (step (1)). Then AS C
forwards that announcement to neighboring network A, B and D (step (2)). The ASes
receiving the announcement repeat the process, choosing to which neighbor to forward the
announcement and adding their AS on the path. ASes are identified by numbers in BGP,
letter are used in this sketch for convenience.

Prefix: 18.0.0.0/16
Path: D, C, F
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BGP messages containing information about IP prefixes are called BGP updates.
Updates can advertise/announce a route to a prefix, signaling a reachable route to the
prefix through the sender AS. Updates also can withdraw a route to a prefix through
the sender AS, signaling a previously sent route became unreachable.

When an AS originates a BGP announcement for a given IP prefix, i.e., it puts
itself as the origin ASN in the AS path, it signals that hosts in its networks are
using [P addresses from that prefix. Then ASes that receiving the announcement and
forwarding it will add their ASN at the beginning of the path, thus the origin ASN is
the left-most AS in a path. Figure 1-1 shows how BGP works in a simple topology of
ASes. AS F sends an announcement originating prefix 18.0.0.0/16 (step (1)). Then,
AS C forwards that announcement to ASes A, B and D adding itself in the path
(step (2)). Afterwards, AS B decides forward that announcement to AS A but not
AS E (step (3a)) and AS D forwards the announcement to AS D but not AS A (step
(3b)), both ASes adding their ASN to the AS path. Given the border router in AS
A receives multiple route to the same prefix, using BGP decision making process, it
will chose only one of those routes for its routing table.

Prefixes and origin ASes are particularly relevant in BGP. First, when an AS
originates a prefix, i.e., claims that hosts in its network use IP addresses within that
prefix, other networks expect that AS to legitimately hold the allocation of that block
of IP addresses and the authorization to originate it in BGP. IP address delegation
process has changed over time as the Internet has grown and currently is handled
by the five Regional Internet Registries, each representing a geographical zone.*®

4The five RIRs are: RIPE NCC for Europe and Middle East, ARIN for North America, APNIC
for the Asia-Pacific region, LACNIC for Latin America and the Caribbean, and AfriNIC for Africa.
SMany IP addresses were in use by organization before the creation of RIRs, they are called
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Second, the route selection process in border routers is done per IP prefix, even if
one IP prefix may be part of a larger [P address block also announced in BGP. For
instance if both 18.0.0.0/16 and 18.0.0.0/18 are announced in BGP, ASes select a
route to each. When an IP packet is forwarded towards its destination, the longest
prefix match rule is used, which means that IP addresses covered by the longest prefix
(e.g., 18.0.0.0/18 in the example above), will follow the route of the longest prefix.
This rule is used by networks operators for traffic engineering and for reducing the
size of the routing table (using only one prefixes for a very large block of addresses).
However, it is exploited by attackers and contributes to the quick spread of certain
misconfigurations in BGP.

Each AS can decide on its criteria for route selection. Many times the route with
the shortest path to a given prefix is chosen but the relationships of the AS choosing
the route and its neighbors can modify that choice by giving routes different levels of
preference.

1.3 AS relationships

ASes decide whether to forward or not a BGP announcement and the level of priority
of routes based on the AS relationship they have with their neighboring ASes. These
relationships depend on business agreements reached between networks with respect
to the financial conditions of the traffic between them. There are two basic types of
relationships [9]:

e Customer-provider relationship: If AS F pays AS C to have access to the broader
interconnected network (as it is depicted in figure 1-1), AS F is a customer of
the transit provider AS C and they establish a customer-provider relationship.
Providers usually forward announcements from their customers to all its neigh-
bors, as providers indeed benefit from and have a business obligation to send
traffic to its customer. Similarly, most providers share with their customer their
whole routing table, forwarding all their announcements.

e Peer-to-peer relationship: If AS C and AS D decide to exchange their own
traffic freely (i.e., neither of them pays the other to exchange traffic), AS C and
AS D established a peer-to-peer® relationship. ASes usually only forward their
customers and own routes to ASes they have a peer-to-peer relationship with
and do not forward routes from their providers.

There are other types of relationships between ASes. Some ASes establish complex
relationships that depend on the interconnection location and type of traffic. For
instance, AS C and AS D could be customer-provider for some interconnections or
some type of traffic and AS C would pay AS D for that, but also be peer-to-peer for

legacy addresses. Some of the first RFCs kept track of IP addresses (and other) delegations in the
early days of the Internet [§]

6 ASes’ neighbors are also known as peers, which can bee confusing when talking about relation-
ships given an AS might not establish peer-to-peer with all its BGP peers (neighbors).
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other interconnections or type of traffic, and neither of them would pay the other for
that. In addition, many organization have multiple ASes and use BGP to interconnect
them. Two ASes from the same organization are know as sibling ASes [10].

Routing route-selection process takes into account AS relationships to comply with
business agreements and also because AS relationship impact the provisioning of links
between networks. If traffic is sent through under-provisioned links, the availability
of Internet communication is impaired.

1.4 Networks in BGP

Currently, there are over 70,000 ASes exchanging information in BGP, and there are
over 1 million IPv4 and IPv6 prefixes originated by these ASes. The size of ASes
in terms of customer networks and address space they originate varies significantly,
creating a very diverse ecosystem of networks.

The largest ASes have thousands of customer networks and exchange traffic be-
tween them for free. These ASes, known as Tier 1 ASes, also originate thousands of
prefixes each. Examples of these ASes are AT&T (AS7018), Lumen’ (AS3356) and
Telia (AS1299). There are also content provider ASes that originates vast amounts of
address space but that only provide transit to a few ASes, usually from the same or-
ganizations. Examples of these ASes are Amazon (AS16509) and Google (AS15169).

However, most ASes the Internet are small. About 60,000 ASes have no customer,
and over 20,000 of those ASes originate only one prefix. ASes with no customers
are known as stub ASes (AS F in figure 1-1 is a stub AS). Stub ASes can have
one or multiple providers. If they have more than one provider, they are known as
maultihomed ASes.

2 Problems with BGP

The critical design flaw in BGP is that there is no validation of any information in
BGP messages, impacting the correct delivery of IP packets to their destination. If
no additional security measures are used, information in BGP updates is directly
considered in the route selection process and then forwarded. Therefore, ASes in the
Internet can intentionally or unintentionally announce incorrect and false information.
In other words, any AS can originate any given block of IP addresses or modify the
AS path when forwarding an announcement (e.g., by claiming to be in the path or
shortening the path). Given that there is no verification of the information in BGP
announcements, wrong routing information can then spread through the network,
modifying border router’s forwarding table and therefore where packet are sent across
the Internet.

Figure 1-2 illustrates a case of how wrong information can spread in BGP, where
an AS originates an announcement for a prefix it has not been authorized to use. AS
X wrongly originates prefix 18.0.0.0/16. When AS D receives this announcement, it
must pick between two competing announcements for the same prefix: the one from

"Formely CenturyLink and Level 3.
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Figure 1-2: Prefix Hijack: AS X attempts to hijack address block 18.0.0.0/16 by
originating an announcement for that prefix, thus falsely asserting that it has been
allocated those addresses. When AS D receives this false announcement, it must pick
whether to use and forward this one or the one it received from AS C. Since the
announcement from AS X is shorter, it might choose to forward that one. Then AS D and
any AS that accepts the announcement originated by AS X will forward traffic intended
for 18.0.0.0/16 to AS X as opposed to AS F.

its neighbor AS X, or the longer one from AS F via AS C. If it picks the one with
the shortest path and forwards it, a number of ASes may choose and continue to
spread the wrong information. AS a result, many networks end up sending traffic for
18.0.0.0/16 to AS X.

An AS is said to do a BGP hijack when it intentionally introduces incorrect
information in a BGP message. In a prefix hijack, an ASN appears as the origin of an
IP prefix which that ASN is not authorized to use in BGP. Figure 1-2 represents the
case of a prefix hijack by AS X. In a path hijack, an ASN appears in the path to an
IP prefix when it should not appear, potentially having modified part of that path.
For instance, in figure 1-2, AS X could send an announcement for prefix 18.0.0.0/16
with path X,F even if there is no link between AS X and AS F. In the false path X, F,
the origin is the legitimate owner of the prefix, but the second hop is not correct.
This wrong BGP announcement can still spread through BGP even though it is not
shorter than the correct announcement. For instance, if AS X is a customer of AS D
and AS C is a peer or provider of AS D, AS D will likely choose the route to prefix
18.0.0.0/16 through its customer AS X, and spread that wrong information to its
neighbors. In both prefix and path hijack, there is nothing that the victim (AS F in
the example in figure 1-2) can do to stop the wrong announcement, beyond reaching
out to AS X and other ASes and asking them to stop sending or forwarding the wrong
announcement.

Hijacks are used by malicious actors for different purposes. The simplest harm
that can result from incorrect information in BGP is that traffic goes to the wrong
part of the Internet, where it is then discarded. This outcome leads to a loss of avail-
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ability between the intended communicating parties. As a recent example at the time
of writing, on February 5 2021, the main network provider from Myanmar hijacked
Twitter address space in BGP, following a request by the Myanmar government to
prevent people from accessing the service in the days following the military coup. In
addition, hijackers can also fake an end point or abuse addresses from the hijacked
prefixes. For example, on April 24", 2018, a small network from Ohio hijacked Ama-
zon address space by advertising blocks of IP addresses from Amazon with AS10297 as
the origin. This prefix hijack lasted about two hours, during which crypto-currencies
from a crypto-wallet housed in Amazon Route 53 Cloud Services were stolen [11-13].
Similarly, BGP hijacks have been used to abuse IP addresses as part of an online
advertisement fraud scheme [14| and to send spam campaigns [15].

BGP’s lack of information validation makes it challenging to limit the spread of
misconfigurations. Sometimes, an AS unintentionally sends information to its BGP
neighbors that it should not have shared (e.g., it was intended for its internal use
only) given the business agreement and AS relationship with its neighbors. This
may put this ASN as the origin or in the path to routes that should not include
that ASN and which end up modifying packet forwarding in the Internet, in the
same way that intentional hijacks do. These events are known as route leaks. As an
example, on June 24", 2019, a major route leak happened when a small network from
Pennsylvania leaked over 65,000 internal routes to its provider, who then forwarded
them to Verizon, quickly reaching most of the Internet. As a consequence, traffic to
core Internet services (e.g., Domain Name System servers) as well as major content
providers such as Amazon, took a detour via the smaller networks causing severe
congestion in their links, impairing service availability [16]. Similar route leak events
have taken large portion of European traffic through China for hours before reaching
their final destination in the US or back in Europe, and have also sent traffic for
major US providers such as Google and Akamai through Russia or Brazil [17,18§].

This critical security flaw with BGP has been known for a long time. Indeed,
BGP inherited this flaw from the precursor protocol called Exterior Gateway Proto-
col (EGP). Already in 1982, it was mentioned in RFC 827 that false information sent
in EGP could have great impacts on traffic by sending it the wrong way [19]. Nonethe-
less, at the time BGP was designed, there were only a few hundred networks [20] and
most of the people behind them probably knew each other. However, this design flaw
has been considered a critical vulnerability that needs to be addressed for a long time.

3 Overview of BGP Security

This section provides a high level overview of BGP security, giving pointers to parts of
upcoming chapters where specific areas of BGP security are discussed in more detail.

There have been many proposals to secure BGP from the IETF, industry and
academic communities [21-38]. To secure BGP, some solutions propose changes to
the protocol, other add (optional) components or build on an overlay network. Most
security proposals include a verification step to validate (parts of) the information
sent in BGP announcements using cryptographic records. However, solutions use
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different methods to build and distribute authoritative routing information. Chapter
2 discusses the main proposals, their differences and similarities, the ones that have
been implemented and their deployment and use (if any).

Given the number of different proposals, previous work has also focused on evaluat-
ing different aspects of security proposals such as performance and efficiency [39,40],
limitations and advantages concerning security guarantees [41], techniques used to
secure BGP [42], dynamics of their architecture [43|, and the incremental security
benefit solutions bring in partial deployment and fully deployed. [44,45]| . Addition-
ally, in [46] the authors study in detail the work of the Secure Inter-Domain Routing
working group (SIDR-WG) at the IETF,® which has developed many standard track
RFCs describing the parts of frameworks to secure BGP and their use. Although most
proposals to secure BGP have been published for many years and dynamics impairing
their deployment have been studied, it is still surprising that no clear direction has
emerged for BGP security. Indeed, even though network operators do consider BGP
hijacking to be a concern [47], little has changed in operational environments.

Other bodies of work in BGP security focuses specifically on monitoring and de-
tection of hijacks and misconfigurations from BGP announcements [48-61]. Some
monitoring solutions have been implemented and produce feeds of suspicious activ-
ity in BGP based on public and private collection of BGP updates [55,62]. There
are works that study behaviors seen in BGP related to specific types of networks
(e.g., spammers [15] or Bulletproof hosting ASes? [63]), of resources [64] , or of BGP
updates from given peers [65]. The literature related to BGP hijacking is discussed
in Chapter 3 and the literature related to detecting route leak misconfigurations is
discussed in Chapter 4.

In 2012, the IETF standardized the Resource Public Key Infrastructure (RPKI),
a framework developed by the SIDR working group. The RPKI is currently the most
deployed and used framework to secure BGP, although it has taken a long time for
ISPs to adopt its use. Increasingly, many work study different aspects of the RPKI.
This scheme and the related literature is discussed in Chapter 5.

Despite the previous work studying different issues related to BGP security, the
systemic impact of BGP design flaws at scale remains ambiguous. Indeed, Internet
routing seems to “‘just work" most of the time. The approximate volume of hijacks
and misconfigurations in BGP and how these volumes have evolved over time are
open questions. Similarly, the benefits of security proposals in production and the
impact of the related operational practices are unknown. The lack of understanding
of these issues at scale has made it hard for consensus on a direction to emerge and
to incentivize any effort to improve BGP security at all levels —from operators to
policymakers. This dissertation seeks to start answering these questions and provide
clarity about the systemic impact of BGP security issues and solutions.

Shttps://datatracker.ietf.org/wg/sidr/about/
9ASes dedicated to hosting cyber-criminals
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4 Roadmap

This section provides more details about specific studies carried in each chapter and
the main contributions.

Chapter 2: Historical Review of BGP Security

Chapter 2 offers a historical review of the different ideas put forward to secure inter-
domain routing. It examines where the ideas came from, implicit trust choices, the
required infrastructure and the residual vulnerabilities of proposals. Reviewing these
aspects gives insight into why adoptions rate are so limited. Many solutions use
similar cryptographic techniques to authenticate and verify data. Nonetheless, there
is a remarkable lack of consensus on what needs to be secured or validated, and
the approach to be taken to build and distribute the authoritative database. These
disagreements have prevented solutions to get critical support for deployment.

Chapter 3: Empirical Analysis of Malicious Behavior

Chapter 3 focuses on systemic malicious behavior coming from networks that re-
peatedly perform hijacks over time, with the goal of evaluating the pervasiveness of
malicious activity in BGP and the types of hijacking malicious actors are perpetrat-
ing. Out of the more than 70,000 networks in the Internet, this work finds about 800
networks with suspicious behavior. Further scrutinizing these networks, it finds signif-
icant evidence of malicious behavior, as well as misconfigurations and false positives
linked to benign forms of hijacking. The findings reveal the existence of BGP serial
hijackers—metworks that persistently perform hijacks in BGP, showing that there
are few barriers to performing even the basic forms of routing attacks, with almost
no consequences to operators. Finally, this work narrows the focus on a small set
of suspicious networks to the point that fully automated detection of serial hijackers
and network reputation scoring systems can be envisioned in the future.

Chapter 4: Empirical Analysis of Misconfigurations

Chapter 4 aims to characterize the prevalence of route leak events at the edge of
the Internet that shift core traffic, creating bottlenecks and impairing the availability
of IP prefixes involved in those events. It builds a tool to detect and monitor route
leaks over time based on AS path characteristics, using network centrality metrics
to identify paths that violate business structure. The findings illuminate the char-
acteristics of identified route leak activity with regards to timing, size and spread
and the dynamics of route oscillation. The results provide an extended route leak
dataset to study the impact of specific protocol configurations in the spread of such
misconfigurations, the main victims and involved networks.
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Chapter 5: Empirical Analysis of Defenses

Chapter 5 focuses on the use of defense mechanisms to stop the spread of hijacks
and misconfigurations in BGP and their effectiveness. Finding that the adoption of
the Resource Public Key Infrastructure (RPKI) framework standardized by the IETF
in 2012 finally gained traction in 2019 and 2020, this work centers on this framework.
It first measures the changes in the amount of invalid BGP information forwarded
by networks using RPKI to validate routing information they receive in BGP. Then,
it evaluates the impact this adoption has on the overall spread of incorrect routing
information. It finds that even when less than 10% of networks have adopted this
practice, the spread of invalid and potentially illicit announcements in BGP is reduced
by 10-15%. As many network operators and researchers have expressed that benefits
from RPKI require almost full adoption, this result—based on real-world evidence—
is game changing for understanding and advocating for RPKI and ROAs adoption.
This work also increases the incentive of providers to deploy operational security by
providing a method to passively track operator RPKI usage over time, able to identify
different settings and problems with this practice. Finally, it examines technical and
non-technical barriers that influence the operational practices and the outcome of the
use of RPKI information for routing decision.

Chapter 6: Insights to Secure Internet Routing

Chapter 6 examines technical and non-technical barriers that have hindered the adop-
tion of security proposals, using the insights extracted from the empirical evidence of
the previous chapters. It also discusses empirical evidence that brings to light how
these barriers play out at scale, and proposes future work that can help overcome the
barriers. Finally, it discusses a set of actions that would facilitate the emergence of a
common direction and encourage collective adoption of security in BGP.
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Chapter 2

Historical Review of BGP Security

This chapter presents a survey of IETF Request for Commment (RFC) documents
formalizing the Border Gateway Protocol (BGP) and BGP additional features and
BGP security proposal put forward by industry, academia and standardization orga-
nizations. The objective is to identify what has stalled progress in the adoption of
BGP security.

Previous work has evaluated different aspects of security proposals, including per-
formance and efficiency [39,40], security guarantees [41], techniques used to secure
BGP [42], dynamics of their architecture [43|, and their security benefit in partial and
full deployment [44,45]. Building on this previous work, this study analyzes security
proposals with the goal of identifying the main barriers and disagreements prevent-
ing their implementation and adoption. It finds long-lasting disagreements and lack
of systemic review of non-technical aspects of proposals such as the choice of trust
and the management and operation of support infrastructure. This pervasive lack of
consensus has not allowed a common direction for routing security to emerge, holding
back the full implementation and deployment of BGP security proposals. An original
version of this work appeared in [66].

This chapter starts by describing the methodology and data used for the analysis
in Section 1. Then, Section 2 discusses the evolution of BGP and awareness of its
flaws over time. Section 3 reviews proposals to secure BGP from the IETF, academia
and industry. Section 4 compares and discusses the proposals life-cycle, the main
differences between proposal and the disagreement that have hold back consensus.
Section 5 dives into the challenges of validating information in BGP. Finally, Section
6 summarize the conclusions and contributions.

1 Methodology

The goal of this study is to identify the main barriers and disagreements stalling the
adoption of better BGP security. The work is divided in two steps. First, it aims to
better understand the evolution of BGP and awareness of its security issues. Thus,
it studies the main purpose, motivation and discussion of security issues in IETF
Request For Comment (RFC) documents describing all version for BGP as well as
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optional additional features of the protocol.

Second, this work aims to identify disagreements between BGP security proposals
and related framing or discussion in further research works through the review of
security proposals and related surveys. The security proposals considered are the
ones that had some traction and are specifically focused on improving BGP, not any
generic routing algorithm (although they may use aspects from those works). For
IETF proposals, the traction meant that RFCs were updated, mentioned in BGP
protocol updates or discussed in operational practice documents. For industrial and
academic proposals, the traction was assessed from consideration in BGP security
literature surveys [41-43,46]| as well as other works studying specific aspects of BGP
security proposals such as performance and efficiency [39, 40|, security guarantees
[41], techniques used to secure BGP [42,43|, and their security benefit in partial
and full deployment [44,45]. The analysis infers the different aspects, goals and
motivations of proposals from the main documents, complemented with information
from accompanying documents and surveys.

2 BGP evolution and vulnerabilities

The function of the routing protocol in Internet communication, how BGP works
and its main design flaws are described in Chapter 1 Sections 1 and 2. This section
describes the evolution of the protocol as evidenced by RFCs related to BGP over
the years and the vulnerabilities discussed in RFCs.

2.1 BGP evolution

Since the first RFC describing BGP authored in 1989, there have been four versions of
BGP, with BGP-4 having had two major updates [3-6,67,68|. From the beginning, the
main goal of BGP has been to exchange network reachability information between
ASes. Figure 2-1 is a timeline of RFC documents with the main BGP protocol
documents on the left side and the extensions and their respective updates on the
right side. As can be seen, ever since the first formalization, BGP has been in constant
evolution. Either the main protocol itself or the many extensions have been modified
or created to accommodate the evolving usage of BGP and the evolution of the routing
ecosystem of the public Internet.

A major change to the protocol was made in version 4. In previous versions,
networks were advertised according to the hierarchical class system. Instead, BGP-4
supports classless inter-domain routing, which means available networks are identified
by an IP address prefix and a prefix length. It also meant that longest prefix match
—the more specific network match— became the base behavior for forwarding data
packets.

Additionally, the first versions of BGP (BGP-1, BGP-2 and BGP-3) had the option
of including authentication data in messages. However, no specific authentication
mechanism for that option was ever formalized in RFCs. In BGP-4, the authentication
option was deprecated as it was not being used.
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Figure 2-1: Timeline of standard track IETF RFCs of the Border Gateway Protocol
(on the left side) and extension (on the right side), noting the ones considered
experimental (exp). Horizontal lines indicate RFC documents year of publication.

31




According to BGP RFCs, the fundamental priorities for the development of the
main BGP protocol are:

e Ability to enforce destination based AS-level policies: each AS needs to be able
to enforce the policy of choice concerning destinations reachable through its
network.

e Scalability and efficiency: BGP needs to be able to handle the increasing number
of prefixes advertised in the public Internet without using too much traffic.

e Dynamic routing while limiting convergence time: BGP needs to accommodate
frequent changes to reachability information without taking too long in its route
selection process.

e Identification of routing loops: BGP needs to provide a mean to prune routes
from the route selection process if a loop is identified to prevent endless looping
of data packets.

e Limiting manual configuration of routing policies: BGP needs to allow for au-
tomated decisions based on general policies configurations.

e Flexibility for complex and creative routing policies: BGP has to be flexible to
accommodate new developments to support policy routing.

When the fourth version of BGP was introduced in 1994, BGP had been deployed
in different networking environments and many independent interoperable implemen-
tations existed. All inter-domain routing has been done using BGP since the early
1990s.

Since BGP-4 was introduced, more than 15 extensions have been developed and
standardized in IETF RFC documents. Extensions are depicted in the right side of
figure 2-1. These extensions add new capabilities to the base protocol. Most BGP
extensions were designed to improve and extend BGP operation, to facilitate policy
management, or to provide some level of security to the protocol.

2.2 BGP design flaws awareness

As experience with BGP-4 accumulated, awareness and efforts to overcome of its
shortcomings and vulnerabilities developed. The main aspect of security discussed
and addressed in BGP-related RFCs is availability. There is an understanding that
BGP has to provide as much availability as possible, including in the case of an
attack or unintended failure. Consequently, to increase availability, most BGP ex-
tensions aim at reducing management complexity and manual configuration of BGP
speakers —which are prone to unintended failures— and routing instability, given the
increasing complexity of network topologies and routing policies.

Concerning the correctness of information sent in BGP, there are two main cate-
gories of security flaws:!BGP’s lack of ability to guarantee the integrity of information

!This flaws were initially mentioned in relationship to a precursor protocol [19] and were later
thoroughly described in a BGP vulnerability analysis RFC [69].
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sent between peers, and BGP’s lack of ability to guarantee the correctness of routing
information exchanged between peers. BGP runs on top of TCP/IP connections,
which are not secured by default. Therefore, a third party could interfere with the
communication between two BGP routers. Moreover, BGP lacks any mechanism to
validate the information sent in BGP messages, which means that neither the IP
prefix, nor any AS in the path nor any optional attribute included in BGP announce-
ments is verified before routers integrate that information in their route selection
process. BGP inherited the lack of validation from the precursor protocol called
Exterior Gateway Protocol (EGP) and the risk were described in EGP’s RFC [19].
In addition, as noted earlier in Section 2.1 the first three versions of BGP included
an authentication mechanism to prevent a third party to act as a legitimate BGP
speaking router and inject false information. However, even using the authentication
mechanism for BGP communcation, given that BGP tuns on top of TCP, attackers
could still interfere with the communication. In addition, as no mechanism was for-
malized to do the authentication and networks operators were not using this option,
the authentication option was removed in the last version of BGP.

3 Efforts to secure BGP

This section summarize security additions to BGP considered in this study.

3.1 IETF security proposals

At the IETF, there have been many efforts to improve BGP operation, including
two working groups addressing routing security, the Routing Protocol Security Re-
quirements (2002-2009) and the Secure Inter-Domain Routing (2006-2018) working
groups. The work that was documented in RFCs is summarized below.

3.1.1 BGP extensions for communication security

The first BGP extensions to address routing information security focused on securing
the communication between BGP peers setting up BGP sessions. At a high level, the
threat model these security extensions consider is the ability of an attacker to interfere
in the communication between peers. However, they imply different attack vectors
and capabilities. Three BGP extensions described in RFCs fall in this category:

e The TCP-MD5 option was introduced in 1998. It does not involve changes to
BGP, but rather uses a TCP option for carrying an MDb5 digest that is used to
verify TCP packets integrity using a password known to both ends of a BGP
session.

e The Generalized Time-To-Live (TTL) Security Mechanism (GTSM) was intro-
duced in 2004 as simple hack to increase BGP transport level security without
the burden of TCP-MD5 configuration. Again, this extension does not modify
the BGP protocol itself but rather uses TCP features to allow BGP speakers to
verify that a received BGP message was sent by a router a hop away.
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e The TCP Authentication Option (TCP-AO) obsoleted the TCP-MD5 option in
2010, as the MD5 cryptographic algorithm was considered a weak mechanism.
Nowadays, all BGP implementations are required to support TCP-AO [36].
TCP-AO uses a scheme similar to TCP-MD5 but with a stronger message au-
thentication mechanism and a re-keying option to update secret keys without
manual configuration.

All of these extensions are currently implemented and deployed. However, even
if deployed into border routers, most ISPs do not use these optional extensions. In
particular, GTSM use is limited to simple topologies. In 2015, even though TCP-MD5
had been obsoleted and replaced by TCP-AQ, it was more widely deployed and used
than TCP-AO [70], and many ISPs had never changed TCP-MD5 password since
they started to use it years ago [71]. The most recent Best Current Practice for BGP
security |70] recommends the use of GTSM in direct peering links and that TCP-AO
should be preferred to TCP-MD5 when implemented. However, the document also
recommends operators to consider the operational burden and computational cost of
using TCP-AO as it might not be suited for all operational environments and could
significantly impair performance. .

3.1.2 Validation of information in BGP

In 2006, the IETF started the Secure Inter-Domain Routing (SIDR) working group
[72] to address routing information vulnerabilities in BGP. The group developed two
solutions for validating routing information sent in BGP announcements: the Re-
source Public Key Infrastructure (RPKI) with Route Origin Authorizations (ROAs)
for validating IP prefixes and origin ASes in BGP announcements, and BGPsec, a
mechanism for providing path security. The threat model for both proposal is a net-
work sending incorrect information in BGP. RPKI and ROAs prevent the announce-
ment of an IP prefix with an origin AS that has not been authorized to announce
such prefix in BGP. BGPsec prevents the announcement of an IP prefix with a path
that was not one explicitly authorized at each hop. The next paragraphs describe in
more detail the solutions standardized by the IETF.

RPKI and ROAs for prefix origin validation in BGP

The infrastructure developed by the IETF to validate IP prefix and AS origin
in BGP announcements is part of the Resource Public Key Infrastructure (RPKI)
and was published in 2012 [37,73,74]. Using the RPKI, organizations that have
been delegated IP address blocks by Regional Internet Registries (RIRs) can issue
assertions stating the Autonomous System Number (ASN) of networks authorized to
originate those address blocks in BGP.%3

This IETF framework to secure BGP is based on a Public Key Infrastructure
(PKI) and provides cryptographically verifiable attestations of number resources al-

2There are many IP addresses that were in use by organizations before the creation [8].
3See Chapter 1 Section 1.2 for more details on how BGP works, prefixes, origins and paths.
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Figure 2-2: Example of hierarchical delegation of IP address blocks and Route Origin
Authorizations. The RIR is the root of trust and delegates IP address space to networks
A, B and C, which can then issue Route Origin Authorizations (ROAs) for their respective
address space. Network C further delegates parts of its address space to networks D and E.
ROAs are then accessible through the RIR’s RPKI repository.

locations [37], i.e., the allocations of IP address blocks and AS numbers (ASNs). The
five RIRs are the roots of trust and manage the RPKI repository of records for their
geographical zone.

To use the RPKI to validate IP prefix and origin AS in BGP announcements, two
distinct step are needed: (1) organizations need to issue Route Origin Authorizations
for their delegated address space indicating the ASN authorized to originate that
address space in BGP (Figure 2-2); and (2) border routers in networks need to have
access to a cache of ROAs to validate data in BGP announcements.

When an RIR delegates an IP address block to an organization, it can also give
the organization the authorization to sign Route Origin Authorizations (ROAs) that
authorize (parts of) the IP address block to be originated by the specified ASN. The
ROAs are added to the respective distributed repository system. Other networks can
fetch those records and cryptographically verify the ROAs following their delegation
tree until the root of trust (on of the five RIRs).

Figure 2-2 depicts an example of an RPKI delegation tree representing the hier-
archical delegation of IP address blocks and the issuance of ROAs for the delegate
address space. The RIR is the root of trust and delegates IP address space to networks
A, B and C. These networks can then issue ROAs for all or part of their delegated
address space to indicate the ASN authorized to originate that address space in BGP.
Network C further delegates parts of its address space to networks D and E and thus
authorize those networks to issue their ROAs for their address space. ROAs are then
accessible through the RIR’s RPKI repository.*

To validate BGP information using RPKI ROAs, networks need to fetch ROAs

4ROAs can be stored in RIRs’ RPKI repository or stored by networks and indexed and linked
to from the RPKI repository
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Figure 2-3: Example of Route Origin Validation. Network D has an accessible cache of
validated ROAs including the ROA for prefix 18.0.0.0/16. AS X is not authorized to
originate 18.0.0.0/16 and thus the announcement from AS X fails the validation by AS D
and is dropped. In contrast, the announcement from AS C to AS D for 18.0.0.0/16 is
validated as F is the authorized origin AS.

from RPKI repositories and cryptographically verify them following the delegation
tree. This process creates a cache of validated ROAs that networks need to make
accessible to their border routers. Then, using the information from validated ROAs,
routers can perform the Route Origin Validation (ROV) by checking that the AS at
the origin of a BGP announcement appears in a ROA for the related address space
and is thus authorized to originate it in BGP.

Figure 2-3 illustrate the ROV process where network D validates BGP announce-
ments it receives from IP address block 18.0.0.0/16. The border router in AS D has
access to a cache of ROA previously cryptographically verified, which includes the
ROA for prefix 18.0.0.0/16. AS F is authorized to originate 18.0.0.0/16 in BGP. Thus,
the announcement from AS X is invalid since AS X appears to be the origin. The
border router drops that announcement, preventing its further spread. In contrast,
the announcement form AS C is valid because AS F originated it. AS D then forwards
that advertisement to AS E.

The RPKI infrastrucure and ROAs do not directly introduce any change in BGP,
the prefix origin validation is taken into account through router configuration. How-
ever, networks need to fetch, verify and make accessible validates ROAs to their
border routers.

36



Prefix: 18.23.0.0/16
SP: 3

Prefix: 18.23.0.0/16 Prefix: 18.23.0.0/16
SP:23 SP:123

Signature AS 3 Signature AS 2 §\4> Signature AS 1

Signature AS 3

P Signature AS 2
Signature AS 3

.
Prefix: 18.23.0.0/16 I Signature AS 3 { Signature AS 2
SP: 3 | Prefix: 18.23.0.0/16 Signature AS 3
TA: 2 LisP:23 Prefix: 18.23.0.0/16
- LTA1 TlisP:123
Signature AS 3 Signature AS 2 TA.5

Signature AS 1

Figure 2-4: Simplified representation of BGPsec announcements of a route being
forwarded through three ASes. Each AS adds its signature of the Secure Path attribute.
The signature is computed using all previous signatures, the Secure Path attribute itself

and the ASN of the AS that will receive the BGPsec message.

BGPsec for AS path validation

To validate AS path information in BGP announcements, the IETF SIDR working
group developed BGPsec. It was published as a standard in September 2017 [38,75].
BGPsec was designed to give assurance to ASes receiving a BGPsec message and
verifying all cryptographic signatures, that the ASes listed in the BGPsec path have
explicitly authorized the advertisement of the route to the subsequent AS in the
path. The BGPsec protocol and its operation relies on the RPKI infrastructure for
the storing and distribution of signed objects used in the validation of the AS path.
Using specific BGPsec records fetched from the RPKI databases, ASes receiving a
BGPsec message can validate all signatures and thus the path from the latest AS
until the origin of the path.

BGPsec introduces a new path attribute to include the digital signature of all
ASes in the path, binding the prefix and BGPsec path along the way. Figure 2-4
shows a simplified representation of a BGPsec announcement for prefix 18.23.0.0/16
originated by AS 3 and forwarded to AS 2 and then re-advertised to AS 1, and then
AS 5. Each AS in the path prepends its AS number in the new Secure Path attribute
along with its signature. ASes compute the signature using all previous signatures,
the Secure Path attribute and the target ASN-the ASN to which the BGPsec message
will be sent.

For validating a BGPsec message with routing information, all included signa-
tures need to be validated. This can use significant computation resources, especially
for long AS paths. Border routers implementing BGPsec can perform the signatures
validation by themselves or use an offline validation mechanism similar to RPKI with
ROAs [76]. Equality important, an AS using BGPsec can advertise route announce-
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ments even if the verification fails. After validating the BGPsec Update message,
it is expected that the BGPsec router will include this result in the route selection
process. However, this is left as a matter of local AS policy for each AS.

3.1.3 Secure operational practices

BGP security related work at the IETF also includes the formalization of operational
practices that increase BGP security by limiting the spread of incorrect information.
In February 2015, the IETF published a set of best current practices (BCP) for BGP
operations and security, BCP 194 [70], which included two operational practices to
validate routing information sent in BGP: Route filtering and the Internet Routing
Registries.

Route filters are mechanisms used to discard routes either received from or to
be forwarded to another AS based on the IP prefix address, the AS path or other
attribute of the routes. They are widely use for enforcing routing policies (e.g.,
to forward BGP announcements to customers but not provider ASes). ASes also use
filters to drop BGP announcements containing known false information (e.g., reserved
address space) and their prevent the propagation.

The Internet Routing Registries (IRRs) are a distributed public registry of routing
information for network operators. Some of the registries in the IRRs are managed
by RIRs but most are managed by private entities. Networks can add objects in the
IRRs to document the prefixes they originate in BGP and routing policies between
with other networks among others. The IRRs use a Routing Policy Specification
Language (RPSL). Even though the IRR is compose of about a dozen independent
registries, RPSL allows to globally assemble the objects in the different registries in
a single routing registry |[77]. However, the organization managing the IRRs do not
validate the information in their registry and different registries can have conflicting
records [78].

Route filters and the IRR are old ideas. Policy filtering has been in place since
the NSFNET was the backbone of the Internet [79] and their use can be extended
to reduce the spread of incorrect information in BGP. The RIPE community [80]
had been using registries for routing information from networks operators before
the creation of the IRRs, and their experience was the base for the design of IRRs
using RPSL. However, some network operators oppose this practice because of its
management overhead and the risk of mistakes disrupting traffic. . Nonetheless, some
ISPs, especially in Europe, require their peers and customers to have their information
up-to-date in an IRR registry.More recently, in 2014, a group of network operators
signed a document called Mutually Agreed Norms for Routing Security (MANRS)
describing actions that ISPs should take to increase routing security and the use of
route filters and the IRR are two of them [?]. Still, filtering and the use of the IRR
was inconsistent among ISPs [70], even though it has been shown that using prefix
filtering with origin validation techniques provides comparable security to origin and
AS path validation while AS path validation mechanisms are still in deployment [45].
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3.2

Academia and industry security proposals

There has been significant work looking to secure BGP outside the IETF. Based on
the security proposals considered in different surveys and evaluation work, the list
below describes their main aspects.

Securing BGP AS Path with Predecessor information: In 1996, Smith and
Garcia-Luna-Aceves published one of the first set of measure to protect BGP
[21]. Their proposal is based on cryptographic mechanisms to provide confiden-
tiality and integrity to BGP communication. It also includes changes to BGP
messages to allow AS to validate IP prefixes and AS paths of BGP announce-
ments.

Secure Border Gateway Protocol (S-BGP): S-BGP was developed by a group
at BBN Technologies and was published in 2000 [22]. It uses the IPsec crypto-
graphic mechanism [81] to protect BGP messages integrity and confidentiality.
Additionally, it relies on a Public Key Infrastructure (PKI) where RIRs are the
roots of trust. It also adds a new path attribute to send AS signature in route
announcements that can be validated by each AS along the path.

Hop Integrity for routing security: In the early 2000’s, the Hop Integrity proto-
col was developed by Gouda et al. in collaboration with IBM research Labs [23].
It uses a cryptographic mechanism through the support of two new protocol lay-
ers that need to be added in the protocol stack of routers to provide integrity
check and exchange new secret keys smoothly.

Origin lists for false origin detection: In 2002, Zhao et al. proposed the use
of a list with IP prefixes and the ASNs authorized to advertise them in BGP.
This list would be sent along announcements using of an existing BGP optional
attribute. Then, similar to the RPKI and ROAs, network operator should
validate information in BGP using the records in the list.

Secure Origin BGP (soBGP): In the early 2000s, the secure origin BGP (soBGP)
protocol was developed by a group mostly within Cisco System and was pub-
lished in 2003 [25]. The soBGP protocol considers the use of cryptographic
mechanisms to secure BGP communication. It also relies on a PKI infrastruc-
ture, but the root of trust for IP allocation is a “small number of well-known
entities” that would then issue certificates to other ISPs and organizations,
forming a “web of trust” for allocating IP prefixes [25]. soBGP also requires AS
to publish a list of BGP peers and the set of policies that the origin AS would
like to apply to the route announcement of an IP prefix. It also includes a new
type of BGP announcements to distribute certificates among ASes.

The Interdomain Route Validation (IRV) Protocol: Also in the early 2000’s,
a group working for the ATT research lab developed the IRV Protocol and
published it in 2003 [26]. It is based on a decentralized query systems that
connects ASes and is used to verify routing information from BGP. ASes may
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host or designate an IRV database to speak authoritatively about their network
status and routing information.

The Secure Path Vector (SPV) Protocol: Researchers from UC Berkeley and
Carnegie Mellon University published the Secure Path Vector (SPV) Protocol
in 2004 [27]. SPV protocol is based on a series of cryptographic mechanisms
that authenticate ASes, allows ASes to authorize route announcements and
ensures message freshness through certificates expiration. SVP also relies on

hierarchical certificate structure equivalent to the Public Key Infrastructure
used in S-BGP [22] for allocating IP prefixes.

Listen and Whisper: In 2004, researchers at UC Berkeley presented the two
mechanisms Listen and Whisper to improve BGP security [28]. The Whisper
protocol is a monitor system based on a signature scheme that is included in
BGP announcements. If a BGP speaker receives two routes to the same IP
prefix with the origin, it can verify if the signatures are consistent and choose
the route coming from the AS with the lower penalty metric.

Pretty secure BGP (ps-BGP): In 2004, the Pretty Secure BGP (psBGP) was
presented by researchers from Carleton University based on the analysis of S-
BGP and soBGP [29]. psBGP also uses [Psec [81]|. To authenticate AS numbers,
psBGP relies on a centralized PKI like S-BGP [22]. To validate the allocation
of IP prefix, each AS creates a list of the prefixes it originates and additional
lists for the prefixes its peers originate. psBGP also requires each AS in the
path to append its signature of the route information to be sent in the route
announcement.

External Security Monitors (ESM) to secure BGP: In 2006 researchers from
Cornell University published a mechanism to use an overlay network of ESMs
to monitor and secure BGP traffic, verifying the correct modification of the
AS path at each hop and check origin authentication certificates [30]. The
authors propose the use of a decentralized PKI infrastructure called Grassroots
[82], where ASes are able to directly issue their certificates for their prefixes.
Certificates would be send over the ESM network.

In 2006, Qiu and Gao [31]| published Hi-BGP after studying previous proposals
to secure BGP. Like soBGP [25], Hi-BGP relies on a “web-of-trust” PKI infras-
tructure to issue IP prefix ownership certificates, requires the use of transport-
level security or encryption, and introduces a new type of BGP message to send
certificates. However, Hi-BGP asks AS to publish full and accurate routing
information including prefix ownership, AS links and AS relationships to verify
routing information in BGP.
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4 Life-cycle of ideas to secure BGP

Looking chronologically at proposals to secure BGP allows us to follow the life-cycle
of ideas and identify cross-pollination between proposals. This process illuminates
areas of consensus and areas of disagreements related to BGP security. This section
summarizes the findings first with respect to IETF proposals, and then with respect
to proposals coming from academia and industry. It includes a summary of the main
distinctions and disagreement between all proposals at the end.

4.1 Life-cycle of IETF proposals

The RPKI, ROAs and BGPsec standards were clearly influenced by security proposals
outside the IETF. In particular, ROAs and BGPsec draw aspects from S-BGP [22].
In fact, the authors of S-BGP actively participate in the SIDR working group [72].
S-BGP was the first proposal to present a Public Key Infrastructure with the RIR
as the root of trust. Many other proposals also used a PKI system to store and
distribute assertions to validate information in BGP, although not all PKI structure
proposed had the the RIR as roots of trust. S-BGP was also the first proposal to
include signatures from border routers using BGP in the different ASes in the path
of a route announcement, and include it in the announcement itself. Other proposals
also include signatures from AS or their border routers along the path of a BGP
announcement with varying schemes.

The SIDR solutions had to comply with a set of requirements, [46] reviews the
requirements in detail. One of the most relevant requirements was that SIDR solutions
had to be backward compatible with BGP-4. One of the consequences is that in the
use of ROAs and BGP to validate information in BGP, the outcome of the validation
process does not immediately create changes in the route selection process and its
priority is left as a matter of AS local policies.

The RPKI framework and ROAs are currently under deployment, with the frac-
tion of IP prefixes used in BGP covered by a ROA slowly increasing over the years.
Currently ROAs cover over 30% of prefixes in BGP, and also over 30% of all the ad-
dress space advertised in BGP [83]. To put this in perspective, in 2013, 87% of BGP
announcements were originated by ASes that had registered their IP address blocks
in one registry part of the IRRs [78|. Nonetheless, the use of IRRs has reduced over
time and many records in IRRs are currently out of date. Recent work has extended
the RPSL language to include RPKI object, adding a new channel for the distribution
of ROAs [84], converging both solutions.

BGPsec is earlier in the cycle of deployment, with the standard only published in
September 2017, although it was much talked about during its development and the
concept has been discussed for more than a decade [85]. In addition, the designers of
BGPsec recognize that it may be a long time before BGPsec is widely adopted, in par-
ticular because of its CPU and memory requirement [86]. There are efforts underway
to optimize BGPsec performance [87]. Nonetheless, BGPsec has strong opponents
who consider unacceptable the trade-offs of implementing it and disagree with the
need to secure AS path as defined in BGPsec [88]. More recently, another IETF
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effort focuses on the development of the Autonomous System Provider Authorization
(ASPA) a standard that would allow partial path validation with less processing and
communication burden [89].

4.2 Life-cycle of academia and industry proposals

The main motivations that guided the work of BGP security proposals from academia
and industry are varied. From the need to protect BGP communication to develop-
ing from scratch secure monitors to verify the correct operation of BGP in border
routers, the reasons why protocol designers considered their solution to be a good
one are very different. Indeed, most of this security proposals do not share the same
threat model and for instance they do not agree about what needs to be secure. And
even when solutions are tackling similar vulnerabilities (e.g., validation of IP prefix
and the AS originating a BGP announcement) they consider different options on how
it should be secure, leading to different trade-offs and what is considered acceptable
by the authors. As an example, some solutions such as Listen and Whisper and
the use of origin lists only require BGP information validation when there are con-
flicting BGP announcements, while other solutions validate information for all BGP
announcements.

In addition, there is a clear influence of the earlier proposals in latter ones. Many
proposals take elements of the early proposals, either by improving a part of the mech-
anism or by clearly opposing some principle and provide an alternative. For instance,
S-BGP proposed a hierarchical PKI infrastructure to validate IP prefix and ASes
originating BGP announcements, which other solutions later also included. However,
other proposals such as soBGP proposed a more decentralized PKI structure, instead
of only having RIRs as roots of trust. soBGP proposes a PKI with a small group
of trusted network operators at the top. Furthermore, ESM proposed an even more
decentralized PKI structure where each AS would issue its own certificates and only
in case of conflict would ASes verify the related certificates and attestations.

Furthermore, usually the authors motivation guided the development of one spe-
cific feature of their proposal and then borrowed aspects from other proposals to cover
broader threat models. For example, SPV designers focused on developing a more
efficient mechanism to validate AS Path than the one from S-BGP, but relies on a
PKI infrastructure with the 5 RIRs as roots of trust like S-BGP for validating 1P
prefix and AS origin information.

None of the security proposals by academia or industry were fully implemented
and only few of them are still discussed in BGP security works. However, many of
these works influenced the SIDR developments described in section 3.1.2 and some can
potentially have influenced current BGP monitoring services, in deployment either by
ISPs or other entities.

Finally, although there are many distinctions between proposals, there is signifi-
cant consensus between them about the techniques to use to validate different pieces
of information in BGP announcements. Whenever validation is involved, most solu-
tion proposed the use of similar cryptographic records and signatures. Many rely of
PKIs to issue the related attestations and make them available to other networks.
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4.3

Why insecurity is persistent

Following along the life-cycle of ideas and main motivations behind these proposals
surfaced a number of specific challenges involving disagreements, incentives and gov-
ernance, as reasons to either modify or start from scratch the development of another
proposal. These challenges have impeded the selection or consensus on a scheme from
all the proposed options. The following list summarizes the main challenges:

Persistent disagreement as to which BGP vulnerabilities are the most important
and should be prioritized. There are several points in the design of BGP that
represent potential security vulnerabilities.

Lack of agreement as to which proposals are actually practical, taking into
account the issues of deployment and operation.

Lack of framework that drives toward a consensus. Reaching agreement requires
advocates to give ground, and there is no reward for doing so.

Misaligned incentives for actors. ISPs will almost certainly bear the major cost
and complexity of deploying a change to BGP, but they are not the beneficiaries
of the changes. It is primarily the end points that benefit, not the ISPs, that
benefit from reduced hijacks.

First-mover disadvantage. The first ISPs to deploy a mechanism may see no
real benefit, either to themselves or their customers. The investment in the
mechanism increases their costs, making them less competitive.

This global problem is not easily be shaped by domestic regulation.

In addition, the next list summarizes the main differences between BGP security
proposals:

The threat model: Solutions are focused on protecting from distinct threat
models and as such they differ in the changes proposed to BGP or BGP oper-
ation.

Authoritative source: Some proposals have network providers (or a subset) as
the roots of trust and authoritative source of assertions to validate information
in BGP, whereas other proposals have the 5 RIRs as roots of trust.Some propose
to use historical BGP data.

Information to validate: Some proposals aim to validate IP address blocks
and the AS that originated them; others look to validate the whole AS path
reported in BGP messages.

Validation strategy: One approach is that every router should always val-
idate each BGP announcement; another is that a router need only validate an
announcement if there is a conflicting announcement. As described in Chapter
1 Section 2, hijacks of IP address blocks that are not supposed to be routed can
still be harmful.
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As seen from this list, there are a number of challenges that relate to the validation
of routing information in BGP announcements. Indeed, the mechanisms, supporting
infrastructures and choices of trust implied in how BGP announcements are validated
against other source of information are all slightly different from one proposal to the
other. Section 5 below describes in more details these challenges.

5 The challenge of validating information in BGP

There is a general observation that informs all the approaches requiring the validation
of informaiton in BGP: validating routing information is contrary to the primary goal
of the Internet, which is availability—to deliver data. Validating mechanisms require
an additional step before sharing routing data that can prevent routing data from
being shared, so by definition they interfere with availability. The goal of validating
information in BGP is to be able to block the spread of information that appears to
be invalid. This means that some routing information that could potentially be valid
(although deemed invalid at the moment of the check) will not be taken into account
to decide where and how to route data packets between networks. Therefore, packets
may end up being dropped, impairing the availability of some service.

Creating a database of records that specifies what information in BGP announce-
ments should be valid. An AS that receives an announcement would check the an-
nouncement against the database and reject it if it does not match. This idea is fine
in principle but raises several critical issues in practice: there needs to be an author-
itative source of the information in the database, records need to be stored and kept
up to date, the operation of the database needs to be secured, and operators need to
be willing to share information about their internet resources. The next paragraphs
further describe each of these specific challenges.

5.1 Defining the authoritative source:

Since the era of the telephone system, designers have incorporated databases that are
supposed to be the source of authority as to the state of the network, and the results
have usually been problematic. The insight that emerged is that as the elements of
the network become more sophisticated and able to communicate about their state,
the network itself should be the ground truth about the network.’

The idea that the network itself is the authoritative record of what the network is
(and should be) is actually very empowering and can reduce management costs and
complexity for network operators and for the organization that would managing the
authoritative database. In a dynamic and decentralized network such as the current

5As a simple example, in the era of telephone service based on copper pairs, the phone companies
tried to maintain a database of which pairs were in service, but workers in the field would make
changes and not update the database, which then led to future confusion and failed installs. There is
no way to “query" a copper pair and ask what its state is. However, with current access technology
such as fiber to the home or hybrid fiber coax, the elements in the network are active, and so it is
possible (for example) to send a control message down a fiber to confirm what is at the other end
and whether it is working. In this way, the network itself can be the authoritative record.
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Internet, it is hard for any one authority to know about all resources that are active
and where they are currently located. Even for network operators, it is hard to keep
track of all states of its network elements (e.g., IP address blocks in use). If there was
a way for the different parts of the network to self-report their status, no additional
steps to update a database would be required.

Unfortunately, self-reporting opens the door to malice, because elements can now
lie about their state. Malicious actors could get control of a network element and by
having it lie about its state and resources, they would be able to use IP addresses
they do not own or fake endpoints, as explained in Chapter 1 Section 2. Indeed, false
routing information has been found in IRRs, where network provider self-report their
routing records with little oversight [90].

If the network itself cannot be the authoritative source of what should go in BGP,
then the question is what should be the source. One option is to have network opera-
tors (or a selected group of them) be the authoritative source. Still, operators could lie
about their resources, either to incorporate new resources or again with malicious in-
tention. Another option would be to have Regional Internet Registries (RIRs), which
are already in charge of regional IP address block delegations, be the authoritative
source. In this case, the trust is transferred to RIRs and their processes. However,
RIRs only know high-level information about IP address delegations. RIRs do not
know how organizations distribute their resources (e.g., in smaller address blocks)
or which networks (ASes) are allowed to originate a given IP address block in BGP.
Therefore, the responsibility of filling the database would have to be shared: RIRs
control the range of IP address blocks for which an organization may issue records and
then network operators issue the records in agreement with RIR’s authorization. This
option nonetheless still relies heavily on RIRs processes, which has been a concern
for opponents of this approach [91].

5.2 Having access to up to date records:

A critical challenge for a validation database to work for Internet routing, is to keep
it up to date with all dynamic changes occurring in all parts of the network. Owners
of addresses make a change to how they are using them and forget to update the
database. Then other networks on the Internet may end up dropping legitimate BGP
advertisements because they do not match the information in the database, and the
resulting losses of connectivity are hard to debug: this forgotten update does not
immediately break communication; it only makes some addresses unavailable, and it
can take some time for operators to realize this is happening and figure out how to
fix it.

One of the key concerns of transit provider when implementing the validation of
BGP records is whether to drop or block BGP announcements from their customer,
even if these records are not updated or are malformatted. For instance, AT&T de-
cided to continue to accept invalid BGP announcements from their customers after
implementing BGP information validation in 2019 [92]|. This highlights the tension
between information validation and the prime mission of network operators, which
is to provide connectivity (and therefore availability) to their customers and users.
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Another challenge is that not only do records need to be up to date, but network
elements need to have access to updated records in as close to real-time as possible.
This means that eventually, when such a database gains full adoption, the infrastruc-
ture supporting it would need to be provisioned so that all networks in the Internet
can quickly access it to fetch all the records. This has already proven to be a diffi-
culty in the use of BGP validation. In [93] the authors measure the connections of
networks (ASes) to RPKI databases and find that many of them were unable to reach
all delegated publication points of such databases.

5.3 Protecting records from attacks:

A database used for the validation of global routing information in itself becomes a
point of control and an attractive target for malicious attack. There are multiple ways
routing can be disrupted because of the database system. An attacker can make (part
of) the database system unavailable to the rest of the Internet through a denial-of-
service attack, which would allow the temporary spread of invalid advertisements. An
attacker can also seek to change the database, and in this case the scope of mischief is
broad but the attack can be very hard to identify in a large and distributed database.
As mentioned earlier, in IRRs database, malicious actors have created fake records to
make their BGP hijacks more stealthy by having records for the address block they
hijack in a routing database system [90]. Similarly, the role of RIR in the RPKI has
raised concerns about their potential of misbehavior as RPKI authorities [91].

Another risk of having a centralized database system is that governments may
seek to use the database to regulate online activity in accordance to their specific
laws and regulation, which may not be shared by the rest of the global Internet. As
an example, in 2011, the US Federal Bureau of Investigation (FBI) asked the Dutch
police to enforce an order issued by a US court related to record in a database of
RIPE NCC, the Regional Internet Registry covering Europe [94]. Researcher have
proposed ways to limit the power of entities in charge of critical databases [95].

5.4 Forcing transparency of network provisioning;:

For information validation to provide security, database records need to be specific
enough to match routing operations, which ends up revealing business relationship
between the owner of an address block and the network authorized to originate it in
BGP. For instance, if a network has an agreement with another network for back-up
or for Denial of Service (DoS) attack protection, it needs to issue records letting either
the back-up network or the DoS protection network advertise its IP address blocks
in BGP. Thus, the records in the validation database give a thorough view of routing
business relationship and some operators have voiced concerns about issuing records
for this reason [96].
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6 Conclusion

This chapter reviewed proposals to secure BGP, studying the life-cycle of the main
ideas and motivation of the proposals to identify and frame similarities and differences
in proposals’ implied choice of trust, residual vulnerabilities, mechanism used and
infrastructure requirements.

The findings comprise long-lasting disagreements concerning many aspects of how
to secure BGP and BGP information, paired with lack of systemic review and framing
of non-technical aspects of proposal such as the choice of which supporting infras-
tructure and related organizations to trust. Indeed, most proposals to secure BGP
require the validation of routing information in BGP announcements, which presents
many challenging aspects to operationalize, mostly linked to the creation and distri-
bution/accessibility of authoritative records to compare with information received in
BGP. The pervasive lack of consensus on how to validate BGP information and other
aspects of security proposals has held back the implementation and deployment of
BGP security proposals.
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Chapter 3

Empirical Analysis of Malicious
Behavior

The previous chapter reviewed BGP security proposals. It finds that they consider
different threats models of how BGP design flaws would be exploited by attackers
in BGP. This chapter focuses on studying systemic malicious behavior coming from
networks that repeatedly perform hijacks over time. The goal is to evaluate the
pervasiveness of malicious activity in BGP and the types of hijacking malicious actors
are perpetrating by characterizing harmful network behavior in BGP.

Other than anecdotal evidence, little is known about the frequency and harm of
malicious network behavior. Many works on hijack detection have proposed heuristics
and methods to identify illegitimate route announcements [48-55,97|. However, iden-
tifying hijacks based on single incidents is fundamentally limited in accuracy. This
study instead focuses on systemic malicious behavior coming from malicious networks
that repeatedly perform hijacks over time, which can be detected with higher accu-
racy.

This analysis scrutinizes network behavior using 5 years of BGP data from over
1,400 networks and a manually constructed ground truth, to identify and characterize
the routing-level behavior of BGP serial hijackers—mnetworks that persistently per-
form hijacks in BGP. It analyzes how the behavior of serial hijackers differs from that
of honest operators to uncover key distinctions between malicious and benign network
activity and the variability in behavior in both groups.

This work also involves the training of a machine learning classifier to identify
networks in the Internet with behavior similar to serial hijackers. Out of the more
than 70,000 networks in the Internet, the classifier finds about 900 networks with such
behavior. Of this group, about 400 of those networks were also identified as malicious
by services monitoring malicious activity in the Internet such as Spamhaus, because
of criminal behavior or repeated spam campaigns. Other networks are related to
common misconfigurations in BGP, and a few are found to be false positives linked
to benign forms of hijacking (e.g., used for DDoS mitigation).

This study is the first to reveal the existence of BGP serial hijackers, which per-
sistently perform hijacks in BGP, showing that there are few barriers to performing
even the basic forms of routing attacks, with almost no consequences to operators. It
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illuminates key characteristics of their behavior and how it differs from benign BGP
behavior. It shows that, through analysis of readily available public BGP data—
without leveraging blacklists or other indicators—it is possible to identify dominant
patterns of serial hijackers. The analysis provides a state of affairs of networks’ BGP
behavior that can be reproduced by operators to assess the full extent of networks’
hijacking activity to the point that fully automated detection of serial hijackers and
network reputation scoring systems can be envisioned in the future. This findings
have thus relevance for the operator community, increasing transparency of networks’
behavior and supporting network operators to identify suspicious ASes a priori, po-
tentially allowing for preventive defense. Finally, this work narrows the focus on a
small set of suspicious networks that can be further studied to better understand
attackers capabilities and behaviors.

An original version of this work appeared in [98], and datasets and results are
publicly available.!

1 Background

BGP’s lack of route authentication and validation remains a pressing problem in to-
day’s Internet. The lack of deployment of basic origin validation of route announce-
ments in BGP not only makes the Internet more susceptible to connectivity issues
due to misconfigurations, but also opens the door for malicious actors. While a long-
standing problem, its severity becomes clear in numerous recent reports of widespread
connectivity issues due to BGP misconfiguration [99], as well as hijacking events of
popular destinations in the Internet [100|. Episodes range from simpler attacks with
the goal of using blocks to send spam emails [64] to more sophisticated misuse of
BGP to intercept traffic or steal crypto currencies [101].

While the operator and research communities have devoted substantial resources
to improve the state-of-the-art of BGP security (i.e., the RPKI [102]), little has
changed in production environments. Today, operators can use monitoring ser-
vices [62] to automatically detect potential hijacks of their prefix announcements.
Current hijack detection systems typically rely on assumptions of prefix ownership
and track origin changes in the global routing table. If an event is detected, the victim
network can react and attempt to get in contact with the perpetrator or its upstream
networks to solve the problem. However, many times this contact is not fruitful or
not even possible. At that point, victims of hijacks are only left with the option of
publicly disclosing the event in network operator mailing lists in the hope that peer
pressure and manual interventions by other networks, such as filtering announcements
or refusing to provide transit, will remediate the situation.

1.1 Related Work

There have been many efforts in the research community to characterize BGP hijack-
ing events [64,103] and to develop hijack detection systems using different approaches,

! Auxiliary material can be found at https://github.com/ctestart/BGP-SerialHijackers.
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metrics, and vantage points [48-55]. What most BGP hijack detection systems have
in common is that (i) they are reactive in nature, i.e., they identify hijacking events
only after they occurred, and (i) they are event-based, i.e., they track individual
hijacking events. While most systems focus on detecting individual BGP hijacking
events, some attempt to identify the source of the cause and a few even tackle miti-
gation and remediation [97] in a case by case nature.

However, malicious BGP behavior by an actor is sometimes consistent over time,
creating opportunities for methods based on longitudinal analysis, potentially inform-
ing proactive approaches (e.g., scoring systems) and providing situational awareness.
We indeed find that many hijacking events disclosed in operator mailing lists and net-
work security blogs involve malicious Autonomous Systems (ASes) that repeatedly
hijack prefixes, i.e., originate prefixes allocated to and routed by other networks. In
fact, some of these ASes show malicious activity in the global routing table for mul-
tiple years, and we refer to networks of this type as serial hijackers. Serial hijackers
pose an ongoing threat, yet they have received surprisingly little attention in terms
of empirical assessment.

Thus, in contrast to most earlier works on BGP hijacks, the approach of this
works starts by profiling the network-wide BGP prefix origination behavior of ASes,
leveraging the repetitiveness of their actions. Few previous works study network-
wide behavior of malicious actors. In [15], the authors study BGP announcements
dynamics of prefixes found in email spam blacklists. They find that some spammers
use short-lived (a few minutes long) BGP route announcements of large address blocks
to send spam from IP addresses scattered throughout the advertised prefix. In [104],
the authors study ASes that are over-represented in blacklists of phishing, scam,
spam, malware and exploited hosts. Analyzing a month of BGP data, they find that
these ASes are more likely to become unreachable and that they have more changes
in their connectivity than most ASes in the Internet. Konte et al. [63] developed a
system to identify bulletproof hosting ASes, leveraging features such as frequent re-
wiring of transit interconnections. This work is complementary in that it focuses on a
specific group of malicious ASes, serial hijackers, on behavioral characteristics related
to their BGP origination patterns (i.e., it does not leverage any data other than BGP
for the classification), and specifically study long-term behavior of networks.

1.2 Introducing Serial Hijackers

To bootstrap our analysis, we first introduce the serial hijacker network type, and
illustrate some of its pertinent characteristics by example. We review related work
in the field of hijack detection and network profiling, and present a roadmap for this
paper.

Since as of today, no reliable and widely deployed system to automatically dis-
card illegitimate BGP route announcements exists, the network operator community
frequently relies on mailing lists (e.g., NANOG [105]) to exchange information about
illegitimate BGP announcements and to coordinate efforts to limit their propagation
and impact by blocking announcements from networks originating such prefixes.

The key observation that motivates this work came from studying 5 years of
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(a) Legitimate AS: Prefix origination of AS5400 (British Telecom) over the
course of 5 years. This AS originates prefixes consistently over long time periods.
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(b) Serial Hijacker AS: Prefix origination of AS3266 (Bitcanal) over the course of
3 years. This AS announces a large number of prefixes over short time periods.

Figure 3-1: Long-term prefix announcement behavior for a regular AS, and a serial
hijacker AS. Each originated prefix is a row on the y-axis. Prefixes are colored in
red if their normalized visibility in the global routing table is less than 15%. We

sort prefixes numerically and show time (3-5 years) on the y-axis.



threads from operator mailing lists: many reported hijacks are not “one-oft” events,
where a previously unknown AS number starts to advertise prefixes. Instead, we
often find reports of the very same ASes repeatedly carrying out prefix hijacks. In
fact, some of these networks continue to hijack different prefixes over the course of
multiple years.

Figure 3-1b shows a visualization of the origination activity of AS3266, a network
that was repeatedly reported to hijack address space. Over the course of 3 years, this
AS originated almost 1,200 unique prefixes, and we observe a highly irregular pattern
of short-lived origination of disparate address blocks. To put this behavior in contrast,
Figure 3-1a shows the origination activity of AS5400 (British Telecom). This network,
a large British residential and mobile ISP, shows a much more steady pattern, longer
prefix announcement times, and an overall constant, and monotonically increasing
number of advertised prefixes. However, legitimate ASes can also exhibit irregular
patterns (see the white space between lines indicating a prefix was not originated at
that time), often due to configuration issues of the network in question or of third-
party ASes. Thus, metrics and systems attempting to isolate ASes with potentially
malicious behavior must be chosen and evaluated carefully to allow for robustness.
From Figure 4-1 it becomes clear that these two networks show wildly different long-
term behavior in the global routing table. The goal of this study is to identify and
scrutinize the dominant prefix origination characteristics of this important class of
networks: serial hijackers.

1.3 Roadmap

The rest of this chapter is organized as follows: In § 2 we first describe how we build
a ground-truth dataset of serial hijacker ASes, as well as a control set of legitimate
ASes. We also introduce our longitudinal dataset that covers 5 years of BGP activity
at a 5-minute granularity. We introduce necessary data cleaning and preprocessing
steps in § 3. In § 4, we first introduce a set of behavioral characteristics and pose
hypotheses on how the behavior of serial hijacker ASes might differ from legitimate
ASes. For each category, we introduce different metrics to capture AS behavior and
study in detail how serial hijackers” BGP origination behavior differs from legitimate
ASes in our ground-truth dataset and how our metrics capture these differences. With
our metrics in hand, in § 5 we proceed and train a machine-learning model to identify
networks in the global routing table exhibiting similar behavior to serial hijacker ASes.
In § 6, we present a broad and detailed study of the ~ 900 networks flagged by our
classifier “in the wild”. Finally, we feature three networks in case studies in § 7, and
discuss implications and limitations of our work as well as avenues for future work
in § 8.

2 Datasets

This section first describes the datasets we leverage for identifying serial hijackers and
a control group of legitimate ASes. Then it introduces our longitudinal BGP dataset.
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Start date Jan 1, 2014 00:00:00 UTC

End date Dec 31, 2018 23:55:00 UTC
Snapshot files 525,888
Unique prefixes 6,044,333
Unique ASNs 76,769
Prefix-origin pairs 7,351,829

Table 3.1: Raw dataset properties.

2.1 Legitimate ASes and Serial Hijackers

Legitimate ASes: We start our selection of legitimate ASes using the partici-
pants to the Mutually Agreed Norms for Routing Security (MANRS) initiative [106].
MANRS is a global initiative started by network operators and supported by the In-
ternet Society, which proposes a set of actions, such as filtering and global validation
of Internet resources, that network operators can implement to foster routing security.
Since MANRS participants voluntarily agree to implement a set of proactive security
measures in BGP, it is unlikely that they would repeatedly—and willingly—engage
in BGP misbehavior or malicious activities. 272 ASes? are part of the MANRS ini-
tiative. Additionally, we manually select 35 ASes that represent the full spectrum of
routed ASes: major end-user ISPs, enterprise networks, content/cloud providers, and
academic networks. For these ASes, we are reasonably certain that the administrators
do not willingly engage in repeated hostile activity.

Serial Hijacker ASes: Finding ground truth on serial hijacker ASes is a more
difficult task: we process 5 years worth of email threads on the NANOG [105] mailing
list and extract 23 AS numbers for which network operators repeatedly disclosed
hijacking events. We note that for each of these ASes the email threads included
several address blocks that had recently been (or were being) hijacked. Furthermore,
in 4 cases, hijacker ASes were mentioned in connection to hijacking events spanning
multiple years.

In the remainder of this study, we use the set of Legitimate ASes and Serial
Hijacker ASes to first study the dominant characteristics of serial hijackers in § 4, and
to later train a classifier to identify these characteristics in the larger AS population
in § 5.

2.2 Longitudinal BGP Dataset

We base our study on snapshots taken from the global routing table computed every
5 minutes over a time period of 5 years, leveraging historical BGP data from all
available RIPE and RouteViews collectors. Starting on January 1st, 2014 and ending

2Later in § 5 we only leverage MANRS ASes that have originated at least 10 prefixes in the 5
years considered in our study.
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IPv4 IPv6

Snapshot files 524,556 524,290
Unique prefixes 1,907,397 196,136
Unique ASNs 75,261 22,248
Prefix-origin pairs 2,317,168 196,137

Table 3.2: Dataset properties after removal of incomplete
snapshots and very low visibility prefix-origin pairs.

in December 31, 2018, we build an individual routing table for each peer (network that
feeds into any of the collectors) of each collector every 5 minutes using RIB dumps
and BGP updates received over the respective peer-collector BGP sessions. For each
of these routing tables, we extract prefix and origin AS numbers to generate 5 minute
snapshots listing prefix-origin AS pairs (prefiz-origins in the following) together with
the count of peers observing them. Each snapshot file contains between 560,000 and
1,240,000 prefix-origin pairs. We obtain 288 files per day, 525,888 snapshot files in
total. Across the entirety of our dataset covering 5 years, we find 7,370,019 unique
prefix-origins to be advertised by at least one peer. We find a total of 76,769 unique
ASes and 6,044,333 unique prefixes. Table 3.1 summarizes the main properties of the
dataset.

3 Data Preprocessing

In this section, we describe the necessary steps to de-noise our dataset, and to convert
individual snapshots into aggregated prefix-origin timelines for further analysis.

3.1 Dataset De-Noising

Variability of BGP peer availability: We leverage the count of peers that see
and propagate an individual prefix-origin pair as a proxy for the prefix-origin visibility
in the global routing table. Figure 3-2 shows the maximum visibility of IPv4 and
[Pv6 prefix-origin pairs in each snapshot file, ¢.e., the maximum number of peers that
reported the same prefix-origin pair to any of the RIPE or RouteViews collectors.
Over the course of 5 years, the maximum visibility increases from the 250-300 range
for IPv4 and 160-210 range for IPv6 in 2014 to 400-500 (IPv4) and 300-400 (IPv6)
in 2018, mainly a result of increasing participation of networks in the BGP collection
infrastructure. However, we see constant variability, e.g., caused by lost BGP sessions
between peers and collectors, or outages of individual collectors. Indeed, we find
a number of episodes of significant reduction in the number of peers with active
connections to collectors. During the 5 year period, the lowest maximum peer count
is 83 for IPv4 and 102 for IPv6. In order to reduce the impact of significant peer
disconnections and other BGP collector infrastructure problems, for IPv4 and IPv6,
we do not consider a snapshot file if the maximum peer count drops below 20% of the
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Figure 3-2: Variability and growth of the maximum visibility (max. number of
peers) in the collector infrastructure of RouteViews and RIPE RIS combined.

median maximum peer count of the previous week for the same protocol. In total,
for the 5 year period, we ignore 1332 (for IPv4) and 1598 (for IPv6) snapshot files,
representing 0.25% and 0.30% of all available files respectively.

Highly localized BGP advertisements: In every snapshot file, we find prefix-
origin pairs with very low visibility. These BGP advertisements can either be the
result of highly localized traffic engineering efforts or related to misconfigurations and
errors of the collector infrastructure itself or of a single, or a few, of their connected
peers (recall that the total number of peers ranges between 300 and 500 for IPv4
during our measurement period). We remove prefix-origin pairs that were seen by
5 or fewer peers. While we specifically track both low-visibility and high-visibility
prefix advertisements in this work, these cases of very low visibility are unlikely to
represent actual routing events of interest for this study. We find that, on average,
of all prefix-origin pairs of a snapshot file, less than 20% of IPv4 and 15% of IPv6
prefix-origin pairs are seen by 5 or fewer peers, but point out that they represent
only 0.09% of IPv4 and 0.1% of IPv6 prefix-origins found in the routing tables of
BGP collectors’ peers at the time of the snapshot. Two thirds of the low-visibility
[Pv4 prefix-origins are announcements more specific than /24, and three quarters of
[Pv6 prefix-origins more specific than /48. Table 3.2 summarizes the properties of the
cleaned routing dataset for IPv4 and IPv6. We note that although filtering very low
visibility prefix-origins reduces the overall number of prefix-origin pairs from some
7.4M to 2.5M, it only represents ~ 0.1% of all BGP collectors’ peers routing table
data during the time of the study.

3.2 Aggregating Snapshots to Timelines

Our methodology to go from individual snapshot files to a suitable data representation
for longitudinal analysis of prefix-origin characteristics consists of 3 steps:
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Figure 3-3: Visibility of prefix-origin pairs in the global routing table.

(i) Normalizing visibility: To deal with absolute changes in peer count when
evaluating prefix-origin visibility, we normalize the raw prefix-origin peer count from
each snapshot by dividing the absolute visibility of a prefix-origin pair by the max-
imum peer count seen in each snapshot for the respective protocol (IPv4 or IPv6).
Our normalized visibility thus is in the (0, 1] interval for each prefix-origin pair.

(ii) Building prefix-origin timelines: We next create timelines for each prefix-
origin aggregating the 5-minutes-apart snapshot files, requiring (i) constant existence
of the prefix-origin pair in consecutive snapshot files,® and (i) a steady level of visi-
bility of the prefix-origin pair. We find that prefix-origin visibility is overall relatively
stable, but we want to capture significant changes. For each prefix-origin timeline,
we require that the visibility range (maximum visibility minus minimum visibility) of
the prefix-origin pair in all contained snapshots does not exceed 0.1, that is 10%.*

(iit) Classifying prefix-origin pairs by visibility level: We next tag each
prefix-origin pair with its aggregated visibility, .e., the median visibility of all con-
tained timelines, weighted by their duration. Figure 3-3a shows a histogram of the
visibility for all prefix-origin pairs. Here, we observe a bi-modal behavior: for IPv4,

3Since some snapshot files are not considered due to low BGP peer availability (see § 3.1),
consecutive files can be more than 5 minutes apart.

4We note that for a single snapshot file, visibility of prefix-origins is strictly bi-modal, i.e.,
visibility is either close to 1 or close to 0. Our threshold of 0.1 thus works well to capture significant
changes.
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65.3% of prefix-origin pairs show visibility greater than 0.75, while 26.1% show visibil-
ity lower than 0.25 (55.9% and 32.6% for IPv6 respectively). To better understand the
relationship of prefix-origin visibility and the total time they are originated by an AS,
we leverage this bi-modal behavior of visibility and classify prefix-origins according
to 3 levels of visibility as follows:

e Low visibility: prefix-origin pairs with an averaged median visibility of less than
15% of active peers.

e Medium visibility: prefix-origin pairs with an averaged median visibility of less
than 75% but more than 15% of active peers.

e High visibility: prefix-origin pairs with an averaged median visibility of 75% of
active peers.

Figure 3-3b shows the total time that prefix-origin pairs are visible in the global rout-
ing table for high, mid and low visibility, for IPv4 and IPv6. We note that, generally,
high visibility prefix-origins are present in the global routing table for longer time
periods when compared to medium visibility prefix-origins, and low visibility prefix-
origins. Note that in Figure 3-3b, the maximum duration is naturally constrained by
our measurement window of 5 years.

In the next section, we leverage our generated prefix-origin timelines from step
(7i) and the visibility and total advertisement distribution from step (i) to compute
features at the prefix-origin and AS level to scrutinize the prefix origination behavior
of serial hijackers in the global routing table.

4 Dominant Origin AS Characteristics

Since little is known about BGP behavior of serial hijacker ASes other than the
anecdotal evidence that these networks are repeatedly involved in BGP hijacks, we
start with a mental exercise of describing how origination behavior of a network
dedicated to malicious activity might look like in our BGP data. We identify five
main characteristics:

e Intermittent AS presence: BGP activity of hijackers might be intermittent.
We expect some serial hijackers to have offline periods, during which they do
not originate any prefix and are thus not present in the global routing table.

e Volatile prefix origination behavior: We expect hijackers to show higher
variability in terms of the number of originated prefixes over time than legit-
imate ASes. Further, we expect serial hijackers to change prefixes more fre-
quently, resulting in a higher number of unique prefixes originated by serial
hijackers when compared to the average number of originated prefixes.

e Short prefix origination duration: We expect that serial hijackers originate
prefixes for shorter time periods than legitimate ASes. However, we also expect
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to see short-term origination of prefixes from legitimate ASes due to miscon-
figurations (cf., Figure 3-1a). We expect that different visibility levels of such
events might help to disambiguate hijacks from misconfiguration events.

e Fragmentation of originated address space: We expect that serial hijack-
ers originate prefixes allocated to different RIRs (Regional Internet Registries),
whereas most legitimate ASes originate prefixes allocated to a single RIR, re-
flecting geographic boundaries of ASes. Further, we expect that some serial
hijackers originate unassigned address space.

e Multi-Origin conflicts (MOAS) of originated prefixes: Since hijackers
originate address space routed by other ASes, we expect to see a significantly
higher share of MOAS conflicts for prefixes originated by hijackers, when com-
pared to legitimate ASes. We note, however, that there are also benign cases
of MOAS conflicts that are not indicative of hijacks. We take the behavioral
characteristics, i.e., duration and frequency, of MOAS conflicts into account to
disambiguate such cases.

In the remainder of this section, we elaborate and test each of these assumptions,
introduce metrics that can capture these behavioral patterns, and contrast the behav-
ior of our ground truth serial hijackers against our manually selected 35 legitimate
ASes (cf., § 2.1). We test the relevance of our metrics using the broader set of ground
truth ASes in § 5 using a machine-learning classification algorithm. The features used
to train the algorithm are based on the properties described in this section.’

4.1 Inconsistency and Volatility of AS Activity

To exemplify differences in AS activity, Figures 3-4a and 3-4b show the number of
originated IPv4 and IPv6 prefixes over time for a legitimate AS (AS7922, top), and
a serial hijacker AS (AS133955, bottom). Here, we see a strong contrast: while the
legitimate AS is present in the global routing table 100% of the time, we see that the
serial hijacker AS showed activity in 2015, no activity in 2016, and then again higher
levels of activity starting in mid-2017. Although the number of prefixes originated
by both ASes varies over time, the legitimate AS shows an overall much more stable
origination pattern. We note, however, that also legitimate ASes can show high
levels of short-term variability, as evidenced in Figure 3-4a. This peak is the result
of AS7922 de-aggregating large prefixes for localized traffic engineering purposes to
handle an infrastructure problem in 2015.°

Intermittency of AS presence: To investigate the length and frequency of AS
offline periods, we compute two metrics: the number of times an AS stops originating
prefixes (offline drop count), and the percentage of time an AS originates prefixes
during its entire lifetime (active time), where the active time is the range between the

>The full feature list can be found at https://github.com/ctestart/BGP-SerialHijackers.
6A contact in AS7922 confirmed this incident.
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Figure 3-4: Example of changes in prefix origination over time.

60



1.0 A

2 I'J
5 0.8 4
>
s
c 0.6 1
o
S
Y
o 0.4 -
c
.0
Lol
® 0.2 -
= —— Legitimate AS (AS174)
Hijacker AS (AS57129)
OO T T T T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

Normalized prefix count range per bin
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first and the last visible prefix origination of an AS. Figure 3-6a shows the distribution
of these two metrics for legitimate and hijacker ASes. We find that all legitimate
ASes cluster in the lower right corner, i.e., once they start originating prefixes they
are almost always seen originating prefixes, being active close to 100% of the time.
In contrast, a large share of the serial hijacker ASes have lower overall activity times
and we see multiple offline drops, i.e., instances where an AS ceased to originate any
prefix.

We also compute these metric for ASes originating IPv6 and obtain similar results
(not shown). However, we find a few legitimate ASes that show a low activity-time
percentage and high count of offline drops. Possible explanations include the fact that
some networks may have originated IPv6 prefixes for testing purposes (recall that we
cover a period of 5 years) before starting to steadily announce IPv6 prefixes and thus
have experienced offline periods in IPv6.

Volatility in the number of originated prefixes: To quantify volatility in the
number of originated prefixes over time (e.g., as shown in Figure 3-4b), we partition
our dataset into different time bins: one day, one week and one month. Then, for
each AS and bin we compute statistics over the number of originated prefixes: range,
median, and the absolute number of prefix changes. We normalize both the range
and the number of prefix changes by the median number of advertised prefixes. This
is to allow for more variability for large ASes, as compared to small ones. Figure 3-
5 shows the distribution of the normalized range of originated prefixes for monthly
bins for a legitimate AS (AS174) and a serial hijacker (AS57129). In a legitimate AS
(AS174 in Figure 3-5), we see that their normalized range is small for most time bins,
since the number of prefixes originated during a typical month does not vary much.
AS57129, a serial hijacker, on the other hand, shows a higher number of bins with
higher normalized ranges.
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Figure 3-6: Volatility metrics of prefix origination behavior for serial hijackers and
legitimate ASes.

Volatility in the set of originated prefixes: So far, we developed metrics that
can capture volatility in the number of originated prefixes over time. Next, we are
interested in the stability of the set of originated prefixes. In particular, we want
to capture if an AS typically advertises a fixed set of prefixes (the legitimate case)
or if it “hops” through a large number of unique prefixes. To this end, we compute
the median number of originated prefixes per AS, and we divide this median by
the total number of unique prefixes this AS ever announced over the course of 5
years. The distribution of this ratio for legitimate and hijacker ASes (Figure 3-6b)
suggests that serial hijackers tend to show a lower ratio compared to legitimate ASes,
which indicates that they have a higher turnover of prefixes. Note however, that
some legitimate ASes also show a low ratio, if, e.g., a network had a route leak
or misconfiguration problem that significantly increased the number of prefixes it
advertised for a short period of time. Nonetheless, these types of events do not occur
frequently in our set of legitimate ASes and our metric separates our two classes well.

4.2 Prefix-origin Longevity and Visibility

In this section, we study the dynamics of individual prefixes originated by ASes, in
particular how hijackers’ prefix total duration and visibility in the global routing table
differ from prefixes originated by legitimate ASes.
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Figure 3-7: Advertisement longevity of prefixes originated by legitimate and serial
hijacker ASes.

Longevity of prefix announcements: Our hypothesis is that hijackers originate
prefixes for a shorter period of time than legitimate ASes. While we find this clear
distinction when looking at aggregate data, i.e., hijackers’ median prefix-origin du-
ration is 27.25 days v.s. 264.17 days for legitimate ASes, we found it challenging
to identify a threshold that separates short-term and long-term prefixes and hence
separates our two categories of ASes well. To sharpen the picture, we next take the
visibility of announcements into account.

Longevity vs. visibility level: Figures 3-7a and 3-7b show the distributions of
the total advertisement time of prefix-origin pairs, for different levels of visibility,
for a legitimate AS and a serial hijacker AS. AS7922, a legitimate AS, has a large
fraction of long-term originated prefixes, i.e., more than 50% of high visibility IPv4
prefixes it originates are advertised for over 1,000 days. On the other hand, the lower
the visibility the larger the share of short-term prefixes. We notice that most of the
low visibility prefixes that AS7922 originates have a very short total advertisement
time. Indeed, a large share of the prefixes advertised by AS7922 for only a short
period of time come from highly localized traffic engineering efforts used to handle
infrastructure problems and hence have very limited visibility in the global routing
table (cf., § 4.1). AS57129, a serial hijacker, however, shows vastly different behavior:
some 50% of high visibility IPv4 prefixes originated by AS57129 have less than 50
days of total advertisement time, and the share of short and long-term prefixes it
originates is very similar for all levels of visibility.

When plotting ASes by median prefix visibility and total advertisement time (3"
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Figure 3-8: Advertisement time and visibility per AS. Hijacker ASes show shorter,
high-visibility announcements.

quartile shown, Figure 3-8), a large portion of serial hijacker ASes cluster in the high
visibility, low advertisement time corner (upper left). In contrast, legitimate ASes
are spread out and high visibility is correlated with longer advertisement time for
these networks. Thus, we find that the longevity of prefix origination can only be
meaningfully leveraged to separate our two classes of ASes when qualified by their
visibility level.

4.3 Address Space Properties

In this section, we study different properties of the IP addresses that ASes originate.
We take into account the Regional Internet Registry (RIR) that assigned originated
IP addresses, whether ASes originate bogon or unassigned IP space, and if originated
prefixes were originated by other ASes at the same time (MOAS conflicts).

Address space fragmentation: Our hypothesis is that legitimate ASes only orig-
inate address blocks that were allocated to them by a respective Regional Internet
Registry (RIR). Since most networks are limited in geographic scope, and individual
RIRs cover individual geographic regions, we expect most legitimate ASes to either
originate addresses from a single RIR, or, if they originate prefixes from different
RIRs, they would still be concentrated in one of them. Since we do not expect serial
hijackers to originate address space allocated to them, nor respect RIR boundaries,
we expect them to originate prefixes from multiple RIRs, and show much less concen-
tration on any particular RIR. To express concentration of originated address space
across RIRs, we compute the Gini coefficient of ASes’ RIR distribution using the
percentage of prefixes ASes originate from each of the five RIRs. A Gini of 0.8 means
all IP resources come from one RIR, whereas a Gini index closer to 0 means resources
are uniformly distributed across the 5 RIRs. Figure 3-9a depicts the distribution
of serial hijackers and legitimate ASes with respect to the Gini coefficient over the
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RIR distribution. We observe that many serial hijackers show a lower Gini coefficient
compared to legitimate ASes, meaning that the prefixes they originate are compara-
bly more uniformly distributed among RIRs. This is in contrast to legitimate ASes,
which typically show high RIR concentration.

Multiple Origin AS prefixes: We compute the number of prefixes and the share
of address space an AS originates that is also originated by another AS at the same
time, i.e., the prefix has Multiple Origin ASes (MOAS) in the global routing table.
Figure 3-9b shows per AS the fraction of advertised prefixes with MOAS conflicts
(xz-axis) and the range of the duration of the MOAS announcements (y-axis). We
chose to show the range of the MOAS duration, since we found that serial hijackers
have almost exclusively short-term MOAS announcements, resulting in a small MOAS
duration range, whereas legitimate ASes show variable MOAS durations, with many
short-term and long-term prefix originations with MOAS conflicts, resulting in a large
MOAS duration range. Many serial hijacker ASes have a very short range of MOAS
duration and a significant share of the address space they originate are MOAS prefixes,
which is what we would expect for illegitimate MOAS events (e.g., replaced by new
ones as they are detected). We note that, as expected, some legitimate ASes show
MOAS conflicts, but that these MOAS events typically last much longer than those
of serial hijackers.

5 Towards Scalable Classification of BGP Misbehav-
101

Next, we describe how we build a classifier to identify more ASes in the global routing
table that exhibit a prefix origination behavior similar to serial hijackers. We start
by explaining the main challenges faced when training a model with our dataset, and
elaborate on our resulting choices for our model and its main parameters. We then
discuss the features we use, their importance, and present the final ensemble classifier
and its accuracy metrics. We present the results of the classification based on our
trained classifier in § 6.

5.1 Challenges Faced

We face three main challenges when applying machine learning algorithms to classify
whether ASes show behavioral patterns of serial hijackers: (i) heavy-tailed and skewed
data, (i) limited ground truth, and (%) class imbalance.

Heavy-tailed and skewed data: The routing data on which our analysis is based
is extremely heterogeneous. In almost all dimensions, individual prefixes and ASes
are heavily concentrated at some level but then there is a long tail of outliers, making
the data difficult to normalize. In addition, some of our features range from zero to
one (e.g., the Gini coefficient expressing concentration of address space across RIRs
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described in § 4.3), while other features, such as the total advertisement duration
(described in § 4.2) ranges from 5 minutes to 5 years.

Small ground truth: As discussed in § 2.1, building a ground truth dataset in-
cluding serial hijackers and legitimate ASes is challenging. In total, our ground truth
dataset consists of 230 labeled ASes. We only select ASes originating at least 10
prefixes in the 5-year dataset. This includes all hijackers but only 217 ASes from our
legitimate AS group described in § 2.1. Therefore, we must carefully select a model
to avoid overfitting.

Class imbalance: We do not expect that a large share of routed ASes exhibiting
serial hijackers’ behavior. The true share of such ASes is unknown, and if we were
to make an educated guess, we would only expect to find this behavior for a small
number of ASes, i.e., less than 1% of routed ASes (over 75,000 ASes are routed in
our dataset in the 5-year period). Class imbalance is also present in our ground truth
dataset: we only have 23 serial hijacker ASes vs. 217 ASes in the legitimate group of
our labeled ground truth.

5.2 Our Classifier

Choice of Classifier: We choose a tree-based classifier since decision trees do not
require normalized data and work well with large dimensions and heavy-tailed data
such as the features we built to capture different aspect of BGP origination behavior.
More specifically, we use Extremely Randomized Trees (Extra-Trees) classifiers [107].
An Extra-Trees classifier is an ensemble (forest) of decision trees that picks feature
thresholds to split nodes at random, instead of fitting the threshold to the train-
ing data like in a common random forest classifier. This added randomness greatly
reduces overfitting, another of our main challenges as discussed in § 5.1.

Model accuracy for parameter selection:  To properly select model parameters
(sampling methods, forest size, feature selection) without reducing the training data
by doing an n-fold cross-validation, we use bootstrapping samples (subset samples)
in the training phase of the individual trees and compute the classifier Out-Of-Bag
(OOB) error estimate. OOB error estimation is a method to measure the prediction
error of random forests, where a lower OOB error indicates higher accuracy of the
model. The OOB error estimate is the average error for each data point p in the
training sample computed averaging the prediction of trees trained on a bootstrapping
sample (bag) not including p [108]. The OOB score has been shown to converge almost
identically as the n-fold cross-validation test error and is an established method to
validate random forest classifiers [109].

Sampling techniques: To address class imbalance, we try different under- and
over-sampling methods to create balanced training sets for our classifier, by either
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Figure 3-10: Mean Out-of-bag accuracy scores and error bars of sets of 100
Extra-Trees classifiers trained using different sampling techniques for increasing
forest sizes.

under-sampling the majority class (selecting only a few legitimate ASes) or over-
sampling the minority class (artificially expanding the set of serial hijackers) in our
original ground truth. Figure 3-10 shows the mean OOB scores (and error bars) of sets
of 100 Extra-Trees classifiers trained using 6 different sampling technique for differ-
ent forest sizes. We observe that techniques that are purely based on under-sampling
perform worse than techniques that include an over-sampling step. In addition, over-
sampling techniques use different rules and randomness to expand the serial hijacker
set and thus no two synthetic training sets are equal. We therefore decide to use a
mixture of over-sampling techniques for the training of our classifier, so that it lever-
ages the different distributions of misclassified points to improve its generalization
ability [110].

Feature selection and importance: Based on the extensive manual analysis de-
scribed in § 4, we select 52 features that capture BGP behavior according to 8 cate-
gories: ASN presence in the global routing table, prefix origination behavior, longevity
of individual prefix advertisements, prefix visibility, longevity vs. visibility level, pre-
fix set stability, address space fragmentation, and MOAS statistics. The features
capture different characteristics and statistical behavior of the properties discussed in
§ 4, such as the median origination time of high visibility prefixes and 90" percentile
of the distribution of daily changes in prefix origination.

To assess feature importance, we compute the drop column feature importance
for each feature.” The drop column importance captures how the classifier accuracy

"Given most of our features are computed from the same raw BGP data, selecting features by
usual random forest feature importance ranking or information gain is not adequate [111-113].
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actually varies when a feature is not considered in the training phase [114]. We learn
that all categories have positive median drop column importance, i.e., they all add
to the accuracy of the model. We thus proceed to feed all 52 features to train our
final classifier.

The trained classifier: Our final ensemble classifier is based on the vote of 34
Extra-Trees classifiers of 500 extremely randomized trees each, and each trained on a
different balanced synthetic training set computed using one of the 3 over-sampling
algorithms we selected. The model OOB error estimate is 2.5%. We program our
classifier using the sklearn and imblearn libraries [115] in Python, which have the
Extra-Trees classifiers and sampling algorithms pre-programmed.

False positives from the training set: Using the OOB predictions for the train-
ing set, the ensemble classifier precision and recall are 79.3% and 100% respectively.
Although our serial hijacker set is small, the high recall rate supports our hypothesis
that our small group of serial hijacker have distinctive characteristics in their BGP
prefix origination behavior. We note however that the classifier precision is only
about 80% — a strong reminder that the behavior of ASes selected by the classifier is
not necessarily illegitimate. Even in our legitimate group, there are a few ASes that
present similar characteristics to serial hijackers. Indeed, throughout all the different
classifiers we tested, there are 6 ASes in our legitimate group that get consistently
misclassified. Looking in more detail at these ASes, we find that two of them are
from Verisign, an organization that offers DDoS protection, and are hence benign
cases of serial hijackers, which we discuss in § 6.3. Two other ASes have only origi-
nated prefixes for a short period of time and are not currently being routed, which
could have adversely affected our metrics and classification. The last two ASes are
hosting organizations showing irregular BGP behavior of which the cause is unclear
to us.

6 Investigating BGP Misbehavior in the Wild

In this section, we describe the output from our ensemble classifier. We feed the
classifier with features based on IPv4 prefix-origin routing data of ASes that originate
at least 10 prefixes in the 5 years of our dataset. Of the 19,103 ASes in our prediction
set, our ensemble classifier finds 934 ASes having similar behavior to serial hijackers,
we refer to them as flagged ASes. We note that the group of flagged ASes is fairly
consistent across classifiers trained using different combinations of sampling methods
and forest sizes. For models with an OOB error score of 4% at most, at least 95%
of the ASes flagged by that classifier where also flagged by the final classifier. In the
next sections, we first describe general characteristics of flagged ASes and compare
them to non-flagged ASes. Then, we further scrutinize flagged ASes, breaking them
into sub-categories.
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Flagged ASes ‘ Non-flagged ASes
1°" qrt.  median 3% qrt. | 1°' qrt. median  3°' qrt.

Count 934 18,169

Prefix count 18 41 101 14.0 23.0 53.0
Active time 65.9%  99.2% 100% | 99.9% 100% 100%
Prefix origination median time (days) 1.8 48.2 176.9 144.6 598.0 11,2179
Prefix-origin median visibility (%) 51.1%  80.8%  84.2% | 79.7%  82.9%  85.3%
Median origination high vis. pfxs (days) 3.4 79.4 227.2 289.7 754.2  1,386.0
Originated /unique prefixes 0.017 0.089 0.222 0.213 0.435 0.684
Gini index from RIR add. concentration 0.575 0.675 0.743 0.80 0.80 0.80
MOAS prefix share 6.7%  22.9%  52.7% | 0.00% 6.9%  24.0%

Table 3.3: Summary statistics of selected metrics for ASes flagged as having similar
BGP origination behavior to serial hijackers ASes and non-flagged ASes. For each
metric, we show the median value across ASes in each group, as well as the 1% and
374 quartiles (qrt). Only ASes originating 10 or more prefixes in our dataset
(N=19,103) are fed into our classifier.

6.1 Behaviors Captured by the Classifier

Table 3.3 provides summary statistics of some representative metrics for the two
classes of ASes identified by the ensemble classifier: ASes flagged as having similar
BGP origination behavior to serial hijackers and non-flagged ASes. For each metric,
its distribution in flagged ASes is considerably different from its distribution in non-
flagged ASes.

Volatile overall BGP behavior: The ASes flagged as having similar behavior to
serial hijackers show more sporadic and volatile BGP activity: the 1% quartile of
ASN active time is 65.9%, compared to 99.9% for non-flagged ASes. Most prefixes
originated by flagged ASes are shorter-lived than those of non-flagged ASes—50% of
flagged ASes have a median prefix-origin duration of less than 48.2 days ws. only
17.9% of non-flagged ASes.

Large ASes: On average, ASes flagged by our classifier originate more prefixes than
the rest—with a median prefix count of 41 compared to 23 for non-flagged ASes.
Furthermore, 34 flagged ASes have originated over a thousand prefixes, representing
3.64% in the group, compared to only 1.37% of networks in the Internet announcing
more than a thousand prefixes.

Diverse IP sources: ASes flagged by our classifier use IP space spread out across
the RIRs—with a median RIR Gini index of 0.675 compared to 0.8 for non-flagged
ASes (an RIR Gini index of 0.8 means all prefixes originated by that AS come from
only one of the five RIRs). Flagged ASes also exhibit a larger share of MOAS address
space than non-flagged ASes, resulting in a median MOAS prefix share of 22.9% wvs.
6.9%, respectively.
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6.2 Indications of Misconfiguration

We find that some ASes were likely flagged as a result of misconfiguration issues in
BGP.

Private AS numbers: Per RFC 6996 [116], ASNs [64512,65534] are reserved for
private use. In the group of flagged ASes, we found 114 private ASNs that appear
to have very volatile prefix origination behavior with relatively low visibility. A
possible explanation is that due to router misconfiguration, these AS numbers appear
at the origin of BGP AS-paths. As many ASes filter out prefixes originated by
known reserved AS numbers, the spread and visibility of these misconfigurations is
often limited. Some of the serial hijackers in our ground truth dataset exhibit lower
visibility too, which is likely why these behavior got captured by the classifier.

Fat finger errors: Our classifier flagged all of the single-digit AS numbers. Indeed,
the origination behavior of these ASes appears to be extremely volatile using the
longitudinal routing data. We note however, that apparent origination of prefixes
by theses ASes does not necessarily reflect actual routing decisions by the owner or
network with given AS number. The prefix originations by these single digit ASes are
likely mere results of misconfigurations, where an origin network accidentally adds
an additional AS number (behind its own) to its BGP advertisements. These so-
called “fat finger errors” [117] commonly occur when configuring a router to perform
AS path prepending, a traffic engineering technique that artificially lengthens the
AS path in order to make the advertised path less desirable in the BGP decision
process [118]. A notable example of an AS flagged by our classifier is AS5, an AS
whose registered company went out of business 20 years ago, periodically revived
through router misconfiguration.

Removing private and single digit ASes from our group of flagged ASes, 811 re-
main.

6.3 Benign Serial Hijackers

In our dataset, we find prefixes originated by 29 DDoS protection networks (e.g.,
DDoSGuard).® 18 of these ASes are flagged by our classifier. We find that a signif-
icant share of the address space originated by these networks has MOAS conflicts,
representing over 30% of the prefixes they originate in most cases. The DDoS mit-
igation they perform includes originating prefixes of their customers when a DDoS
attack is detected, in order to attract all the traffic destined to the network under
attack, “scrub” it (to remove DDoS traffic), and tunnel it to the intended final des-
tination [119]. Thus, DDoS protection networks present a case of “legitimate”, or
benign, serial hijacking behavior.

8Qur list of AS numbers of DDoS protection services is manually compiled and hence not nec-
essarily complete.
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6.4 Indications of Malicious Behavior

After removing private AS numbers, single digit ASes, and DDoS protection ones, a
total of 793 publicly routable ASes flagged by our classifier remain. Next, we assess
if our identified ASes show indications of malicious behavior, e.g., spam or probing
activity.

Flagged ASes in Spamhaus DROP list: First, we leverage snapshots of the
Spamhaus Don’t Route Or Peer (DROP) ASN list [120], a list of ASes controlled
by “spammers, cyber criminals, and hijackers”. We have access to 6 snapshots taken
between January 1°¢ 2017 until early 2019, containing a total of 451 unique ASes,
and we note that 266 of these ASes appear in all snapshots. We compared the ASes
flagged by our classifier with those listed in any of the 6 snapshots of the Spamhaus
DROP list we have available, finding that 84 (10.6%) of our flagged ASes are present
in the Spamhaus DROP list. For comparison, we find only 206 (1.1%) ASes from the
non-flagged group are present in at least one snapshot of the blacklist. Thus, flagged
ASes are almost 10 times more likely to be in this list of spammers, hijackers and
cyber criminals. Of the 266 ASes that are blacklisted in all snapshots of the Spamhaus
DROP list, 133 originate more than 10 prefixes during our measurement window, and
are thus in the set of ASes we classified. Our classifier flags 50 of them as exhibiting
serial hijacker characteristics. In other words, based on our feature set, our classifier
detects some 38% of all the ASes with enough BGP activity that repeatedly appear
on this blacklist, an indicator of persistent malicious activity in this group of ASes.

Spam activity of flagged ASes: We also check for indications of spam activity
in our group of flagged ASes. To this end, we leverage 2.5 years of snapshots taken 4
times a day from the UCEPROTECT [121] Level 2 spam blacklist. Attributing prefix
ranges from the UCEPROTECT blacklist to ASes is challenging in our case, since our
identified ASes are by definition highly volatile and might only temporarily originate
prefixes that are otherwise routed by different ASes. We first load all prefixes and their
origination time ranges into a prefix trie. We then process the blacklist snapshots,
where we (i) perform a lookup in our trie to see if the particular blacklisted address
block was ever originated by one (or multiple) flagged AS(es), and (7i) tag a given
prefix-origin as blacklisted, if the prefix was originated by the respective AS at the
time it appeared in the blacklist.”

We find indication of spam activity for more than a third of ASes flagged by our
classifier. Specifically, for 38.3% of our flagged ASes, we find at least one address block
originated and simultaneously blacklisted. Note that while ASes that are wvictims of
hijacking for spamming purposes might also appear in spam blacklists, we do not
expect them to consistently appear in multiple blacklist snapshots. Indeed, We find
that when blacklisted, prefixes originated by flagged ASes tend to be blacklisted for
a larger share of their advertisement time, i.e., 27% are blacklisted during more than
50% of their advertisement time, compared to 12% for prefixes originated by ASes

9We allow for 24 hours leeway before and after prefix origination.

72



1500

(7]
(0]
X
©
2 1000 —
O
(0]
©
C
=2
(o] —
° 500
=}
g
C
=

O —

| 1
2014 2015 2016 2017 2018 2019
date

Figure 3-11: AS197426, a known serial hijacker, part of our ground truth dataset.

not flagged by our classifier.

6.5 Big Players

To find possible false positives, we inspect large ASes flagged by our classifier. Using
data from CAIDA AS-Rank [9,122], we find that 4 flagged ASes are in the top 500
ASes by customer cone size, and 21 ASes are in the top 1000. Since it is unlikely that
a large prominent transit provider performs serial hijacking, these are probably false
positives. Nonetheless, the BGP origination behavior of these large ASes appears to
be highly volatile, similar to false positives from the training sample (cf. § 5). As
an example, the median of these ASes’ median prefix-origin duration is only 69 days
compared to 411 for large non-flagged ASes, and they show higher levels of prefix
changes—the rate of normalized monthly prefix changes is 1.0 for large flagged ASes
vs. only 0.35 for large non-flagged ASes.

7 Case Studies

In this section, we illustrate three cases of ASes actually misbehaving, two of which
are not in our ground truth dataset but are instead in the group of ASes identified
by our classifier. We picked: AS197426, a serial hijacker from our ground truth
dataset that was essentially “kicked off the Internet” in July 2018 because of their
repeated malicious behavior [123]; AS19529, an AS flagged by our classifier for which
we subsequently found hijacking complaints in a RIPE forum; AS134190, another
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(a) AS19529, a hijacker identified by our (b) AS134190, the most recent detected
classifier for which found corroborating case of a potential serial hijacker.

evidence of hijacking activity.

Figure 3-12: Prefix origination behavior for our selected case studies of flagged ASes.

flagged AS, which only recently started to show characteristics of a potential serial
hijacker.

7.1 The Quintessential Serial Hijacker

Bitcanal, the “hijack factory”, a Portuguese Web hosting firm, has been featured in
several blog posts [124-126], since it represents a glaring case of serial hijacking, and
one of the few cases in which prolonged coordinated action among network operators,
ISPs, and IXPs, finally resulted in complete disconnection of the company’s ASes.
Bitcanal leveraged several ASNs: in this case study we focus on AS197426, the most
active ASN used by Bitcanal.'® While multiple incidents of hijacks carried out by
Bitcanal were featured in numerous blog posts [124-126], we provide a first com-
prehensive data-driven assessment of their long-term behavior in the global routing
table, revealing the full extent of persistent hijacking activity of this network, i.e., an
upwards of 1,500 originated prefixes over the course of 4 years.

Figure 3-11 provides a graphical representation of their prefix origination activity,
each row represents a different prefix that AS197426 has originated. In the first
snapshot file of our dataset in January 2014, AS197426 originates only 4 prefixes,
but its origination activity soon ramps up. Already in February 2014, the same AS
starts originating 15 prefixes and by October 2014 it originates almost 50 prefixes.
The first post about hijacking activity by AS197426 appeared as early as September
2014 stating that it originated unrouted IP addresses that were allocated to a diverse
set of organizations [124]. And yet, this was only the start of their serial hijacking
spree. Starting in early 2015, we see AS197426 progressively increasing the number of
prefixes it originates, and in January 2015, another blog post described recent hijacks

OFigure 3-1b features another Bitcanal AS.
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by AS197426. Origination activity peaks at =~ 300 prefixes in the second trimester
of 2016, see vertical structures in late 2016 in Figure 3-11. During this time, this
AS makes an average of 2.5 changes per day in the set of prefixes they originate.
Sometime in 2017, AS197426 was expelled from the German IXP DE-CIX because of
their bad behavior. DE-CIX collected and analyzed evidence before contacting the
AS and finally suspending their services [127,128|. On June 25, 2018, a detailed email
thread on the NANOG mailing list described multiple hijacks carried out by AS197426
and explicitly called out Cogent, GT'T, and Level3 to act, since they provided transit
to AS197426 [129]. Reportedly, GTT and Cogent quickly suspended their services
to Bitcanal. Then, early in July 2018, Bitcanal appeared using other European
transit providers (see sporadic activity in 2018 in Figure 3-11), who terminated their
relationship with Bitcanal only a few days later. Bitcanal was also present in other
European IXPs, including the large LINX and AMS-IX, who terminated services
with Bitcanal shortly after. The last transit provider disconnected Bitcanal on July
9, 2018. AS197426 has not been visible in the global routing table since that day.

From 2014 until its disconnection in 2018, our data shows AS197426 originating
a total of 1,495 different prefixes. While hijacking activity was reported as early as
September 2014, coordinated measures only showed effect and resulted in eventual
disconnection in 2018.

7.2 A Recent Hijacker

AS19529, originates about a dozen prefixes in our first snapshot in 2014. As Figure 3-
12a shows, 7 of these prefixes were steadily originated for over a year. In April 2016,
we see AS19529 withdrawing these prefixes and disappearing from (our proxy for)
the global routing table (white gap in Figure 3-12a). Although the ARIN WHOIS
record [130] for AS19529 has not been updated since 2012, our dataset shows it
returns originating prefixes (31 this time) in November 2017. Then, AS19529 quickly
increases the number of prefixes it originates, reaching almost 60 prefixes by the end
of 2017. This spike in activity is clearly visible in Figure 3-12a. During these months,
new RIPE RIR entries appeared, listing AS19529 as origin of IPv4 blocks owned by
a different institution and registered in the ARIN region. At the same time, the
legitimate owner of these prefixes raised complaints in a RIPE forum, stating that
such RIPE RIR records were incorrect and that the respective address blocks were
hijacked [129]. The complaints continued until April 2018 and the result, as of today,
is unclear. In our data, we see AS19529 stopping to originate prefixes in July 2018:
in its last 9 months of activity, it originates a total of 63 different prefixes, 20 of which
are MOAS.

7.3 An Ongoing Potential Hijacker

We see AS134190, for the first time in our data on July 14, 2016, originating only
a single prefix for about a month, after which it disappears from the global routing
table. In early 2017, AS134190 starts repeatedly originating different prefixes for
very short time periods (about a day). Starting in July 2017, AS134190 originates a
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few prefixes on and off—the small dots in Figure 3-12b—with some burst of activity
reaching over 30 prefixes being simultaneously originated. In this period, AS134190
averages almost 10 changes per day in terms of originated prefixes. In November 2018,
BGPmon!!, a widely known BGP hijack detection system [62], detected a potential
hijack from AS134190 and 10 additional potential hijacks in early 2019. As of today,
we have not found further evidence in the form of public complaints about potential
hijacks carried out by AS134190.

8 Discussion

Our study was motivated by repeated complaints in the operational community about
reiterated, even persistent, prefix hijacking activities carried out by certain ASes. On
the one hand, BGP’s native lack of validation mechanisms exposes it not just to one-
off or stealthy attacks but also to routinely executed, in-the-open, forms of abuse.
On the other hand, BGP’s inherent transparency, combined with the availability
of pervasive and “public” BGP measurement infrastructure (e.g., RouteViews, RIPE
RIS) provides the opportunity to uncover systematic malicious behavior, also through
the application of automated methods.

In this work, we analyzed the origination behavior of a small set of manually
identified serial hijacker ASes, finding that they show distinct origination patterns,
separating them from most benign ASes. We further showed that, in spite of limited
ground truth and severe class imbalance, it is possible to train a machine-learning
classifier that effectively narrows our focus to a set of networks exhibiting similar
behavior to serial hijackers: this set accounts for 5.5% (~ 900) of the examined
ASes, 1.4% of all ASes visible in IPv4 BGP. Our analysis also reveals clear potential
and specific directions to further reduce this set, to the point that fully automated
detection approaches and scoring systems can be envisioned in the future.

Practical relevance

To the best of our knowledge, this is the first work that examines the BGP origination
behavior of serial hijackers, a category of networks that has received surprisingly little
attention in terms of broad and detailed empirical assessment. We argue that serial
hijacking behavior needs attention from both operators and the broader research
community to allow for faster mitigation or even prevention of hijacking events.
While, as expected, not all ASes flagged by our classifier are serial hijackers, we
note that all such networks do show a highly distinctive origination pattern. Scruti-
nizing these networks, we found widespread indications of malicious behavior, with
flagged ASes being more likely to be in blacklists associated with malicious behavior,
as well as different indicators of misconfiguration. Since our system is orthogonal
to commonly deployed reputation systems (e.g., event-based hijack detection), and
works out-of-the-box using readily available public BGP data, we believe that, after

HUBGPmon was acquired by Cisco and is now merged with Cisco BGPstream service [62]
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refinement, the output of our classifier might be used to provide additional scoring
data, e.g., in scoring-based reputation systems.

Even after disclosure, hijack reports and discussions on mailing lists typically fo-
cus on isolated incidents (i.e., usually the prefixes of the network operator issuing the
complaint), and the case of Bitcanal shows that it took years to effectively cap hijack-
ing activity and disconnect Bitcanal. Our metrics can compactly, and yet compre-
hensively, capture the dominant origination characteristics of misbehaving networks.
Thus, even after initial disclosure on mailing lists, our metrics and analysis provide
an instant picture of the Internet-wide “state-of-affairs” of the networks in question,
which can help operators to readily assess the full extent of hijacking activity, and
thus inform the process of coordinated mitigation.

Limitations

We note that our classifier is solely based on the routing activity of ASes. We focus
on identifying routing characteristics of serial hijackers, which present one particular
case of hijacking activity. Our detection mechanism does, naturally, not cover the
space of hijacking activity exhaustively. While we find that serial hijackers do show
distinct announcement patterns, our classifier does falsely tag some legitimate ASes
as having BGP behavior similar to serial hijackers, as reflected in the precision of
our classifier of &~ 80%. We hence want to stress that our classifier, while effective
in narrowing down the set of flagged ASes to ~ 900 ASes, can and should not be
deployed, as is, to generate, e.g., filtering rules. Furthermore, if deployed at any
point in the future, there is a potential risk that hijackers could craft their BGP
announcements to not exhibit the characteristics captured by our classifier and thus
evade detection. Another limitation of our work is that we focus solely on distinct
features of the BGP origination patterns of networks and therefore on BGP origin
hijacks. Hijacks which modify the AS path leaving the legitimate origin AS unaltered
are therefore not captured in our data. Our work constitutes an initial view into the
properties of serial hijackers with much future work to be done.

Future work

In the future, we plan to extend the features we leverage for classification. Potential
additional features include more BGP-derived properties, such as AS-path character-
istics of hijacked prefixes, as well as sub- and super-MOAS events. We believe that
such features could not only further improve separation of ASes, but also shed light
on topological properties of hijackers, e.g., upstream networks and peering facilities
leveraged by serial hijackers. We further plan to cross-evaluate our findings with other
external datasets. In a first step, we correlated our identified ASes against blacklists,
finding indications of persistent malicious behavior.

Our work is based on 5 years of historic BGP routing data, and we point out
that some of the dominant characteristics of serial hijackers only become visible when
studying routing data at longer timescales. We note, however, that our features to
capture advertisement volatility are in fact computed over much shorter timescales
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i.€., bins of weeks and months, and our address space features might well yield dis-
tinctive results when applied to shorter timescales. This suggests that early detection
of systematic misbehavior might be indeed possible. We plan to further study the
time-sensitivity of our approach to assess closer-to-real-time detection possibilities.

9 Conclusion

This work presents a first in-depth study of the characteristics of serial hijacker ASes.
We identify a set of dominant and distinct origination patterns of a set of ground
truth ASes. Based on our observation, we train a machine learning model capable of
identifying ASes with similar characteristics, misbehaving ASes, in the global routing
table. Our classifier identifies some ~ 900 misbehaving networks in the Internet. We
find a a wide range of indicators both for misconfigurations, as well as for malicious
activity of these networks. Our work presents a solid first step towards gaining a
better understanding of malicious behavior in BGP, and use it towards automati-
cally identifying suspicious ASes in the Internet or as input in network reputation
scoring systems in the future. Indeed, some networks providers and researchers have
already used these metrics and the serial hijacker list to evaluate network behavior
and reputation [131].

This study reveals the existence of BGP serial hijackers—networks that persis-
tently perform hijacks in BGP, and for which hijacking represents a significant share
of their activity. In other words, in the current state of BGP security, there are very
few barriers to performing even the basic forms of routing attacks and networks are
able to engage in repetitive malicious behavior with little consequences.
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Chapter 4

Empirical Analysis of
Misconfigurations

The previous chapter studied systemic malicious behavior in BGP. Unfortunately,
BGP is vulnerable not only to attacks but also to unintended misconfigurations. This
chapter focuses on misconfigurations that impair availability in the Internet. It studies
route leaks: misconfigurations caused by an AS unintentionally sending information
to its BGP neighbors that it should not have shared given the business agreement
and AS relationship with its neighbors. The goal of this work is to characterize the
prevalence of harmful route leak events and thus centers on route leaks that occur
at the edge of the Internet and shift core traffic through under-provisioned link and
creating bottlenecks.

AS relationship—the business agreements that networks establish with other networks—
influence route selection and industry structure, as described in Chapter 1 Sections
1.3 and 1.4. Not all links between networks can handle large amounts of traffic and
route leaks making the traffic go on smaller links impact the availability and reliability
of Internet services, as mentioned in section 2.

Research on this topic has focused on inferring peering relationships between net-
works to find route leaks when network paths in BGP do not match the inferred
relationships [58-61]|. Thousands of route leaks can be detected daily using AS rela-
tionships [62]| but there is still a high rate of false positives and not all harm availabil-
ity. Indeed, relationships between networks are increasingly complex and not always
deterministic: two networks can peer for some traffic and have a customer-provider
relationship for other traffic [132].

This study proposes a new method to detect and monitor route leaks based on
their inherent path characteristics and independent of individual network relationship.
The detection mechanism is based on the position of networks along the path relative
to the core and edge of the Internet, i.e., the centrality of network in the Internet. It
focuses on route leaks that result in a small non-transit network accidentally becoming
a transit provider for large neighboring networks, making traffic from the core of the
Internet go to this small edge network and then boomerang back to the core, i.e.,
doing a U-turn before reaching its final destination. In the edge network, traffic
usually reaches levels of congestion that disrupt Internet service to the impacted 1P
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address blocks. This study leverages the fact that this U-turn pattern is not usually
seen in BGP routing announcements.

Using this method, this study builds a dataset of U-turn route leaks based on
15 months of routing data. Then, further scrutinizing the route leak activity, it
uncovers the dynamics of route oscillation during the events. Then, leveraging the
fined-grained data, it assess the impact of specific protocol configurations in route leak
propagation and mitigation, as well as the main victims and involved networks. It
finds that large Content Distribution Networks (CDNs) such as Akamai and Amazon
are frequent victims of these misconfigurations and that specific BGP configuration
limit the spread of most events found in wild. This findings have thus relevance for
the operator community, illuminating the harms of these events and helpful practices
to limit their spread.

1 Background

The Border Gateway Protocol’s (BGP’s) inherent lack of security mechanisms contin-
ues to pose major challenges to operators around the globe. Reachability information
propagated via BGP is typically not verified and can thus be erroneous, either caused
by deliberately crafted announcements (e.g., route hijacks), or accidentally, due to
misconfigurations. While route hijacks with malicious intent caught the broad atten-
tion of the research and operator community [53-55,117,133,134|, route leaks caused
by unintended misconfigurations have received little empirical assessment.

Prime examples of harmful route leaks include scenarios in which a non-transit
network exports some or all of the routes it learned from one of its transit providers to
its neighboring networks, hence unwillingly becoming a transit provider. Route leaks
happen frequently, with new reports of widespread connectivity disruptions appearing
regularly [135,136].

1.1 Introducing U-turn Paths

This work specifically focuses on U-turn route leak events: instances in which a
network closer to the edge of the Internet unintentionally becomes a transit provider
for address space it learned from its own providers. On June 24, 2019, a major route
leak exhibiting these characteristics affected Amazon [1,16]. Figure 4-1 illustrates
BGP path changes during this event for a /22 prefix from Amazon (AS16509) and
a leaked /23 subprefix of that block, as seen via AS701 (Verizon). Under normal
conditions, traffic from Verizon flows to Amazon via a direct peering link. During the
route leak, however, the traffic takes a detour via a more-specific prefix propagated
through AS33154 and AS396531 (both small networks that usually do not provide
transit for Amazon), back to Level3 (AS3356), and eventually reaching Amazons AS.
The sketched route leak affected over 30,000 paths (across multiple prefixes), and
Internet traffic made a U-turn from the core to the edge and then back to the core.
This major route leak instance resulted in widespread congestion, impacting core
services of the Internet (e.g., DNS), as well as services provided by Amazon [1].

80



AS 701
Verizon
AS 16509
route Amazon
collector
(a) Route to Amazon prefix before route leak.
AS 3356
AS 701 Level 3
Verizon
AS 33154
DQE AS 16509
AS 396531 Amazon
Allegheny

(b) Route to Amazon prefix during route leak.

AS centrality

-

route
collector

AS centrality

Figure 4-1: Recent route leak of Amazon’s address space [1]| caused traffic to take a
detour passing through otherwise unrelated networks as seen by Verizon (AS701).

U-turn route leaks typically do not modify the origin AS of the erroneously prop-
agated route, and are the result of unintended misconfigurations by otherwise le-
gitimate networks. These characteristics rule out many well-known hijack detection
mechanisms, including systems that detect origin changes [55, 62|, bogons and IP
addresses squatting [137], as well as reputation-based systems that identify likely ma-
licious networks and actors [98,120]. However, leveraging the unusual U-turn pattern
of these route leaks, our approach is based on translating AS numbers in BGP paths
to centrality metrics that capture the position of ASes relative to the core and edge
of the Internet.

In a nutshell, our approach uses AS centrality metrics to identify BGP paths that
traverse an AS closer to the core of the Internet, reach an AS closer to the edge, and
boomerang back to an AS closer to the core. We call them U-turn paths.

It is well-known that the AS-level graph of the Internet has long moved away from a
strictly hierarchical shape to a flatter, more complex interconnection structure, fueled
by increasing interconnection between ASes at [XPs as well as the rollout of wide-area
networks of major content providers [138-141]. Consequently, we do not attempt to
strictly partition the Internet into an edge or a core, nor infer or rely on individual AS
relationships. Instead, we use centrality measures of networks to identify macroscopic
discrepancies simultaneously happening in many AS paths that are unlikely to be the
result of peering relationships, and are hence indicative of route leak events.

1.2 Capturing AS Centrality
To capture AS centrality in the Internet we use two metrics:

e AS Customer Cone Size:This metric is the number of ASes in the cone
formed by customers and customers of customers of an AS [9] and is therefore
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Figure 4-2: Example of customer cone size and hegemony score changes along path
during recent leakage of Amazon address space as seen by Verizon (AS701)

based on AS-relationship assumptions. For most ASes, the customer cone size
is fairly stable, slowly increasing or decreasing over many months. AS customer
cone size varies between 1, for stub ASes, and almost 40,000 for the largest
Tier-1 providers.

e AS hegemony score: This metric represents the portion of IPv4 address
space that passes through an AS according to control-plane data from unbiased
vantage points that are neither too close nor too far from the AS in question [142,
143|. Hegemony scores range between (0,1). Stub ASes score in the order of
107!2-1075, depending on the size of the IPv4 address space the AS originates,
and large transit providers reach scores as high as 0.1

Leveraging both approaches to capture centrality: While customer cone size
and hegemony score are correlated for many ASes, they do characterize AS centrality
differently. The hegemony score does not rely on a customer-provider inferred AS
hierarchy, but rather views the AS graph as a flat mesh. More importantly, the
hegemony score considers the size of the routed address space (i.e., number of routed
[P addresses) that either transits or is originated by an AS. The difference between
these metrics can be exemplified by Amazon, AS16509, which only has a customer
cone size of 5, but reaches a relatively high hegemony score of 0.013 (in the top 25):
this network does not provide transit to many other ASes, but originates a large
chunk of IP address space.
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1.3 U-turn Route Leak Manifestation

We use ASes’ customer cone size and hegemony score to study the relative centrality
of ASes along the paths seen before and during the route leak of June 24, 2019
described in § 1.1. Figure 4-2 depicts customer cone size and hegemony score along
sample paths toward an Amazon /22 prefix before the route leak, and toward a
related (/23) subprefix during the leak. Before the route leak, the path to the /22
prefix originates from AS (Amazon AS16509), which has a lower customer cone size
and hegemony score and hence is close to the edge, and reaches the first hop (Verizon
AS701). In contrast, during the route leak, there is a U-turn in the route that appears
for the /23 prefix: the U-turn is between the first hop AS (AS3356), which has a large
customer cone (39,642) and hegemony score (0.1527), the 2"® and 3¢ hop, which have
very low metrics (customer cone of 30 and 1, and hegemony score of 107> and 1077,
respectively), and the 4" hop, which again has a large customer cone (3,082) and
high hegemony score (0.0259).

In this leak, the minimum difference between the bottom of the U-turn and the
two tops of the “U” is 3,081 in customer cone size and 0.0259 in hegemony score. We
call this the depth of the U-turn. In this specific leak, the bottom of the U-turn in
the paths is a stub AS, making it a very deep U-turn, unlike paths that are usually
seen in BGP.

1.4 Related Work

Early work on route leaks started by characterizing BGP misconfigurations and spe-
cific route leak events. Mahajan et al. in 2002 found that almost 75% of all new
prefix advertisements were the result of BGP misconfiguration, though only one in
25 affected connectivity [144]. Hiran et al. studied the China Telecom Route Leak of
April 2010 using BGP data [145].

Researchers have also proposed other techniques to detect route leaks, which po-
tentially could complement ours, using BGP data in various ways. Song et al. propose
a method based on detecting routing loops [56]. Su et al. detect route leaks by com-
paring long-lived paths with anomalous ones [59]. Siddiqui et al. propose a local
technique whereby an AS uses the RIBs at their own the border routers, and data
plane information to infer if a BGP update from a neighbor corresponds to a route
leak [57,58]. Mauch’s website shows detected route-leaks [60], which infers a route
leak when three “major” networks are all on the same AS-path. Other works on route
leak detection use pairwise AS relationships to find route leaks. [61] proposes a set
of heuristics based on AS relationships to identify route leaks. In [132], the authors
infer probabilistic AS relationships based on BGP data for route leak detection.

In contrast, our work focuses on macroscopic-level anomalies in path that capture
violations of industry structure, independent of single AS relationships. In [117] the
authors use the changes over time in one of the centrality metrics we use (hegemony
scores) to characterize and classify hijacks, using in particular the number of “valleys”
in hegemony scores along a BGP path during a hijack as a classification feature.
In this work, we use the median AS hegemony of the past 30 days as one way to
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characterize the centrality of an AS related to the core of the Internet and use it to
characterize BGP paths with the objective of detecting U-turn route leaks. In [65], the
author define baselines of announcements volume to detect anomalous routing events,
including hijacks, infrastructure problems and route leaks. In contrast, in our work we
focus only on route leaks making traffic shift from the core of the Internet towards the
edge and back. Finally, Sermpezis et al. introduce ARTEMIS, which automatically
and quickly detects and mitigates BGP hijacking and unintended misconfigurations.
ARTEMIS is designed for the individual AS [55] to leverage its own internal network
information to detect anomalies. In contrast, our detection method does not require
prior information of prefix and AS relations and only uses publicly available routing
metrics to evaluate ASes in BGP paths.

1.5 Roadmap

The rest of this chapter is organized as follows: We describe the datasets we use in
§ 2. We study the characteristics of a set of route leaks for which we have ground
truth in § 3. Leveraging our observations, we introduce our detection mechanism
in § 4 and present characteristics of a series of route leaks we identify in 15 months
of BGP updates in § 5. Finally we discuss our results, limitations, and implications
in § 6.

2 Datasets

In this section we describe the different datasets we collect and use for our study.

Route leak ground truth: = We collect ground truth data on 12 major route leak
events that did not modify the origin AS of BGP routes during the events!, which
happened in the last 3 years and were publicized in news articles, blog posts, operator
mailing lists, or tweets [1,17,136,146-151].

BGP Updates:  We collect 15 months (from February 2019 until end of April 2020)
of BGP updates from all RIPE RIS and RouteViews collectors. These collectors, 44
in total have about 320 direct peers that provide a full feed of the global routing table
to the collectors. Additionally, we collect the BGP updates from the days of the route
leak events in our ground truth if they happened outside our measurement window.

BGP RIBs: We collect RIB records from RIPE RIS and RouteViews collectors
twice per month in days where there is no known route leak event from February 2019
until end of April 2020. In addition, we collect RIB records from the 24h hours prior

'We collected 9 other major events that were reported as route leaks, however in these events
the origin AS was changed, which is also a characteristic of a route hijack, and can be detected
using readily available tools, e.g., [62]. We thus chose to exclude these events from our ground truth
dataset.
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to route leaks in our ground truth. On average, we collect some 365M RIB dump
records per day.

AS Customer Cone data: We collect all customer cone data available from
2017 to 2020. This metric is computed and made publicly available by CAIDA once
a month [9], using 5 days of BGP data from all RIPE and RouteViews collectors.
The customer cone tends to be fairly stable for most ASes. However, in the case of
particular routing events in the BGP data used to compute the customer cone size,
the size might not be representative of the actual customer cone size. To account for
this, we compare the last 3 months of customer cone data for each AS and in the
case of a variation over 2 orders of magnitude of customer cone size compared to the
previous months, we consider the data to be missing (happening in less than 0.02%
cases).

AS Hegemony data:  We collect all AS Hegemony data available from 2017 to
2020. This metric is computed every 15 minutes using BGP data from all RIPE and
RouteViews collectors and made publicly available by the Internet Health Report
(IHR) project from Internet Initiative Japan (ILJ). The hegemony score of an AS
also tends to be fairly stable but it is known to change in ASes impacted by routing
events [117]. To use this metric to evaluate the centrality of an AS, we use the median
AS hegemony score of an AS calculated over the previous 30-day sliding window.

3 Anatomy of U-Turn Route Leaks

In this section, we take a deep dive into the properties of a set of ground truth route
leaks. We extract the BGP update messages that correspond to the route leaks and
apply and test metrics to study the dominant characteristics of these events. This
step forms the basis for understanding the prevalence of U-turn path in certain route
leaks.

3.1 Distilling Route Leak BGP Update Messages

Public information about route leaks is not only rare but is also sparse and does
not typically include the full set of leaked prefixes. Thus, to collect BGP data for
the analysis of these route leaks, we need to infer the leaked prefixes and associ-
ated updates. Leveraging publicly available BGP data (RIB dumps and updates),
we isolate BGP updates related to our ground truth route leaks in a two-step process:

(i) Selection of route leak candidate updates: Using the reported time of
the route leak, a time window starting 2 hours before the reported time and using
the reported ASN of the network responsible for the route leak, we select all BGP
updates whose path contains the route-leaking ASN.
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visibility | related | updates by prefix type unique CC U-turn depth Hegemony U-turn depth
date leak AS | % peers | updates | match sub new | prefixes paths 25th 50" 75t 25th 50t 75t
April 5, 2020 AST552 100% 459K | 75.5% 18.0% 6.5% 9,557 16,251 22 22 51 2.741 2.982 2.982
March 31, 2020 AS50048 99.7% 403K | 53.9% 44.2% 1.9% 2,043 33,565 | 2,934 2934 2,984 981 981 1,245
February 7, 2020 AS8359 100% 24M | 17.3% 81.7% 1.0% 21,028 50,324 0 0 0.02 0 0 0.92
June 24, 2019 AS33154 95.9% 2.2M | 36.9% 62.9% 0.2% 65,8568 47,735 | 3,081 6,575 15,755 | 287,457 287,457 646,448
June 6, 2019 AS21217 98.1% 2.1M | 14.5% 80.7% 4.8% 47,663 41,576 17 124 3168 18.48 937.47 14292.01
April 4, 2019 AS60280 94.2% 1.IM | 96.1%  0.5% 3.4% 15,713 34,700 5 170 534 3.13 15.26 107.80
November 12, 2018 | AS37282 49.0% 333K | 93.5%  5.1% 1.4% 351 502 0 0 7 0 0 6.68
May 18, 2018 AS263086 99.6% 2.2M | 40.4% 54.4% 5.2% 10,771 99,775 | 166.00 195.00 195.00 | 271.21 2,066.25 2,066.25
January 24, 2018 AS196737 100% 4.0M | 58.9% 17.9% 23.2% | 306,471 150,643 226 845 845 | T721.72 721.72 721.72
December 30, 2017 | AS55644 100% 4.4M | 314%  8.4% 60.2% | 397,276 109,966 1 1 13 0 0 0
December 27, 2017 AS4788 100% 12M | 87.2%  3.9% 8.9% 4,061 50,011 0 7 53 0.57 5.60 43.59
October 21, 2017 AS263361 100% 7.0M | 48.4% 49.8% 1.8% 56,019 601,766 1 15 106 0 0 0.0001

Table 4.1: Manifestation of ground truth route leak events in the global routing
table.

(i) Removal of updates unrelated to route leak event: We leverage a RIB
dump taken from the day prior to the reported route leak. We then check for each
candidate update from the first step, whether (i) the prefix announced in the can-
didate update is present in the respective per-peer RIB of the previous day and (i)
whether the reported leaking ASN is found on the path of the entry of the previous
day. If both conditions are fulfilled, we remove the candidate update from our anal-
ysis, since it is unlikely to be related to the route leak event, but part of the regular
operation of the reported ASN.

This methodology leaves us with a set of updates that (i) involve the leaking AS
in the reported timeframe, and (i) announce prefixes that were not routed via the
leaking AS before the route leak event. Hence, these updates are very likely to be
directly connected to the route leak event. Using this set of BGP updates, we next
characterize how the reported ground-truth leaks manifest in BGP.

3.2 Characteristics of U-turn Route Leaks

In this section we study in detail the visibility, volume, and prefix characteristics of the
12 route leaks included in our ground truth. Then, we scrutinize the centrality of ASes
along BGP paths relevant to the leaked prefixes before and during the route leaks,
using both customer cone size and hegemony score. Table 4.1 provides a summary
characterization of the route leaks included in the ground truth. For each event, we
note the reported AS number (“leak AS”) and the corresponding date.

High visibility: We express the spread/visibility of route leaks by calculating the
percentage of direct peers of our route collectors that saw paths affected by the route
leak. Stunningly, we find that all but one route leak reach visibility higher than 90%:
route leaks spread far, and hence affect large swaths of the Internet.

Update dynamics: Route leaks result in a large number of updates, 9 out of 12 of
our identified route leaks result in millions of updates, most impacting thousands of
prefixes and paths. These BGP messages, if not filtered, cause redirection of traffic on
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the Internet, sometimes to links without the adequate capacity, which in turn causes
significant congestion or even loss of connectivity, see e.g. [135].

Comparing the prefixes of individual update messages against the prefixes present
in the RIB dumps of BGP collectors from the previous day (recall § 3.1), we find that
most route leak updates either replace already existing prefixes (“match”) or inject
subprefixes into the routing system (as in our previously featured Amazon example).
Only rarely do route leaks result in the announcement of previously unrouted prefixes.

U-turns in BGP paths: For all updates, we extract the corresponding AS paths
and apply our two metrics of customer cone (CC) and hegemony score to identify
U-turns. In particular, we transform the AS path into a sequence of CC/hegemony
scores and then identify the existence of U-turns by looking for “dips”, ¢.e., the path
goes from an AS with a high score to an AS with a lower score, and eventually back to
an AS with a higher score. The AS (or multiple ASes) with a lower score constitute the
bottom of the identified U-turn portion of the route. We then assess the depth of the
U-turn by comparing centrality values for the bottom and top of the U-turn section of
the path. Specifically, the depth is the ratio of the maximum (CC/hegemony) value
on each “side” of the “U” divided by the smallest (CC/hegemony) value of the AS at
the bottom of the U-turn. Note also that there can be more than three ASes involved
in a U-turn.

Table 4.1 shows, for each route leak and all identified paths, the 25th, median,
and 75th percentile of the depth of the identified U-turns. The table reveals a variety
of cases, highlighting differences in (7) overall depth, (i) number of “deep” U-turn
paths, and (i) centrality metric. The depth of U-turns varies dramatically across
different route leaks, since it is dependent not just on the leaking AS (i.e., the AS at
the bottom of a U-turn), but also on the involved core ASes on the path. In the route
leak from June 24, 2019, the U-turn is very deep for both the CC size and hegemony
score, while the route leak from October 21, 2017, is much less.

For many route leaks, the CC size and hegemony scores are high for only a subset
of the paths: e.g., in the route leak from December 27, 2017, 25% of the paths had
a CC U-turn depth of at least 53, but another 25% of the paths did not show a U-
turn in either chosen metric. A reminder that any detection approach based on the
existence of U-turn paths will only be capable of detecting a subset of the paths of a
route leak.

Finally, some route leak U-turns are deeper in customer cone size compared to
hegemony score (see the route leak from December 30" 2017) and some the other
way round (see the route leak from April 5 2020), reflecting the different way these
metrics express AS centrality.

The obvious diversity of the depths of the U-turns in Table 4.1 is put in an
illuminating context when compared with the depths of paths a normal RIB, which
is done in Section 4.1 and in particular Figure 4-5.
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3.3 Route Leak Dynamics in Detail

So far, we only considered update messages that carry U-turns in their AS path—the
key property of the route leaks under study. However, route leaks are a transient
phenomenon, and we are interested in understanding how a route leak event unfolds
over time. That includes the first BGP update messages reflecting the initial start of
the route leak event, the spread of these updates, as well as corrective responses of the
routing system, and the eventual end of the route leak event. Autonomous systems
react differently and independently to ongoing routing events, causing update bursts
to have uneven impact in the overall routing system. In this section, we look in detail
to all movements in the routing systems caused by U-turn updates from the ground
truth route leak of June 24, 2019 in Table 4.1.

Figure 4-3 shows the evolution of the number of prefixes involved, the visibility,
the count of active (prefix,peer) pairs and the volume of BGP activity over time for
the route leak of June, 24",

Varying impact over time: The top graph in Figure 4-3 (blue) depicts the count
of active prefixes —prefixes for which U-turn updates get in peers routing table—in
the route leak. The larger count of active prefixes happens in the first 40 minutes
of this route leak and the count gets close to 0 before going back to higher levels
multiple times during the later part of the route leak (see dips in the blue line).
Although leaked prefixes come and go during the route leak, they reach to most peers
throughout the event. The second graph in Fig.4-3 (orange) shows the number of
peers forwarding any route leak prefixes over time. The peer count is fairly stable as
most impacted peers have leaked prefixes until the very end of the event. However,
as leaked prefixes come and go, the overall impact of the route leak in the routing
system is significantly reduced 45 minutes in the route leak. The third graph in 4-3
(red) has the count of (prefix, peer) pairs, i.e., the count of how many leaked prefixes
are in each peer’s routing table across all peers. This metric clearly shows that at the
beginning of the route leak, there were more leaked prefixes in peers routing table
than later on, even though most peers had some leaked prefixes until the very end of
the event.

Quick spread of U-turn updates: Announcements with U-turns get into peer
routing tables very fast. In this route leak, in just about 80 seconds, 250 ASNs peering
with the BGP collectors (75% of active peers) forward leaked routes involving over
65,000 prefixes, reaching the maximum spread with over 160,000 (prefix, peer) pairs.
At many points in this route leak, the volume of prefixes in peers’ routing table drops
significantly (dips in red line) but quickly new U-turn update appear and many leaked
prefixes are back in routing tables. This movement only stabilizes at the end of the
route leak.

Fast initial correcting reaction, but also oscillations: In this route leak, the
first BGP message correcting a U-turn update takes less than 8 seconds to appear,
and afterwards there is a constant flow of such messages. Indeed, throughout this
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Figure 4-3: Active prefixes, peers, (prefix, peers) pairs, and total number
of BGP messages over time for the route leak on June 24, 2019.

event, there is a constant flapping of BGP routes between routes with U-turn in them
and routes without U-turns or withdrawals for the involved prefixes. The bottom
graph in Fig.4-3 depicts the cumulative count of U-turn updates (purple line) and of
correcting BGP updates (green line). In this graph, the sharp increases (the jumps)
in the count of correcting updates coincide, as one would expect, with sharp decreases
in the number of prefixes (blue line in top graph) and the number of (prefix, peer)
pairs. Moreover, the number of prefixes (blue line) drops almost to zero. However,
perhaps surprisingly, these jumps in correcting messages are closely followed with
similar jumps in U-turn updates (purple line, bottom graph) that in turn are reflected
in jumps up in the number leaked prefixes in peers’ routing tables.
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Figure 4-4: Count of leaked prefixes forwarded by BGP collector’s peers. Only one
peer has over 60,000 prefixes. Most peers have close to a thousand prefixes.

Unequal impact in peers: Not all ASNs that are reached by the route leak have
the same impact, and that impact changes throughout the event. Figure 4-4 show the
count of leaked prefixes forwarded to BGP collectors by the peers that see the route
leak. Only one peer includes more than 60,000 leaked prefixes in its routing table,
whereas most peers have only about a thousand prefixes and a few are only lightly
impacted.

The end of the route leak: After 1 hour and 54 minutes, 90% of the leaked
prefixes in routing tables, i.e. (prefix, peer) pairs, have been removed, putting the
count below 10% of its maximum. A minute later, the (prefix, peer) pair count goes
below 1%. However, thereafter, the (prefix, peer) pair count decreases very slowly,
reaching, after 14.5 hours, a minimum of 261, accounting for 224 different prefixes
distributed among 15 peers. We do not detect any BGP messages that further remove
the few prefixes left in the next 12 hours. This is likely due to withdrawals that were
not seen by the BGP collectors, or routes stuck in routers of ASes along the path
before the U-turn ASN [152|. We study properties of bursts of U-turn updates in § 4.3
and devise a method to distill route leak events from these update bursts in § 4.4

4 Route Leaks in the Wild

With our insights on route leaks in hand, we next devise a method to detect such
events in the wild. To this end, we first assess the overall prevalence of U-turn paths
in the routing system in § 4.1. We then introduce our thresholds for identifying BGP
updates with U-turn paths in § 4.2. We then study the properties of identified U-turn
bursts in § 4.3 and finally devise a method to distill route leak events from U-turn
bursts in § 4.4.
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4.1 Prevalence of U-turn Paths

The key feature that triggers our route leak detection mechanism are U-turn paths in
BGP update messages, under the assumption that such paths are exceptional cases
that do not regularly occur—otherwise, our method would erroneously detect a large
number of potential route leak events. In this section, we assess how prevalent U-
turn paths are in the general routing system, i.e., we contrast our findings from the
previous sections with properties of “regular” BGP paths.

Our observations serve as the basis to devise a system to automatically detect
relevant U-turn route leaks in BGP data.

Rarity of U-turns in regular paths: Using the more than 30 days of RIB dump
records from all RIPE RIS and RouteViews collectors from days without a known
routing event, we study paths that we expect to be more regular, knowing that
unknown events might still be impacting the data. On average, after cleaning AS-
Sets, loops, private ASNs, and prepending, we find about 32M unique paths in RIBs
(28.5M for IPv4 prefixes, 4.7M for IPv6). Of these paths, between 4-6% per day have

a U-turn for either customer cone or hegemony score.

Shallow U-turns : Of the few U-turns in RIB dump paths, most U-turns are
“shallow” and usually less than 1% are deeper than a full order of magnitude, i.e.,
the centrality of the bottom AS in the U-turn is more than 10 times smaller than
the centrality of ASes at the top of the U-turn, according to either customer cone or
hegemony score.

Comparing RIBs and ground truth route leak paths: The contrast between
U-turn paths in route leaks versus regular paths becomes very clear when we compare
the likelihood of such paths in RIBs and updates from route leaks. All route leaks have
a much larger fraction of related AS paths with deeper U-turns than the few U-turns
found in RIBs. About half the route leaks have over 50% of the paths with U-turns
with a depth ratio of 100 (100 times difference in centrality), which instead happens
in less than 0.1% of the paths found in RIBs. Figure 4-5 depicts the distribution of
paths by U-turn depth for our ground-truth route leaks, as well as for a RIB dump
containing a full set of BGP paths to any destinations, irrespective of the presence of
a route leak. Fig. 4-5a shows the distributions for customer cone size and Fig. 4-5b for
hegemony score. The distributions of paths by U-turn depth are represented in blue
(full RIB), grey (individual ground-truth route leaks), and orange (all ground-truth
route leaks).

4.2 Finding U-turn Announcements

Next, we look for announcements with U-turns in 15 months of BGP updates from
all RIPE and RouteViews collectors. From February 2019 until end of April 2020, we
process over 317 billion updates.
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Figure 4-6: Time series for detecting route leaks: count of updates per 5 min bin
with U-turn deeper than 20 times in customer cone size and 15 times in hegemony
score (top), and maximum update count per U-turn AS (bottom).

Deep U-turns: Our depth metric of customer cone and hegemony score evidently
separates many of the paths seen in our ground-truth route leaks from regular BGP
paths. However, as visible in Figure 4-5, not all route leak paths make a U-turn, and
some of the U-turns are very shallow. Setting our parameters to tag announcements
as route leak candidates is hence a trade-off between reducing the number of falsely
tagged paths and achieving detection completeness. Based on the analysis of U-turns
in paths of announcements from ground truth of route leaks as well as in path from
RIBs, we consider a U-turn to be deep when the ratio between the maximum and
minimum customer cone is 20 and the ratio between the maximum and minimum
hegemony score is 15. These thresholds capture paths in all ground truth route leaks,
though only a very small fraction of them are captured for 3 of them. More than
50% of all ground truth route leak paths have U-turns deeper than these thresholds,
whereas less than 0.5% of paths in our RIBs satisfy these criteria.

Deep U-turns in BGP updates: Using the thresholds for customer cone size and
hegemony, we count the number of announcements with such U-turns per 5 minutes
buckets. The top graph in Figure 4-6 shows the count of U-turn announcements,
with U-turns deeper than our thresholds for both metrics, in 5-minute bins. Spikes of
unusually large numbers of announcements with U-turns deeper than our thresholds
are clearly visible. In Figure 4-6, the vertical, green dotted lines indicate the reported
start time of route leaks in our ground-truth set: even though these events made the
news, there are even larger spikes of unusual update activity.

The middle graph in Fig. 4-6 represents the maximum count of U-turn announce-

93



400 - 6 300 -
IS 1= 5
O 300 A o 4
o 4 @ 200
(0] —_ (0] —_
o = o =3
5 200 3 S 0 150 A 33
1} — } —
= (o)} = o
e , 2 € 100 A 22
2 100 A Fry
S 1 g 50 1 1
R u
> >
0 0 -
T T T 0 T T 1 0
10! 103 10° 10! 103 10°
Prefix Count Prefix Count
(a) IPv4 (b) IPv6

Figure 4-7: Heatmaps of U-turn announcements bursts by prefix count and visibility
(% of active peers) for IPv4 (top) and IPv6 (bottom).

1.0 A

0.6 -

0.4 A

Fraction of events

0.2 o — IPv4
IPv6

0.0

0 1000 2000 3000 4000 5000
ASNs

Figure 4-8: Cumulative sum of IPv4 and IPv6 U-turn announcements bursts by
ASNSs ordered by decreasing count of events.

ments meeting the customer cone and hegemony thresholds with the same AS at the
bottom of the U-turn per 5 minute bucket. This graph clearly shows that most—
but not all—spikes from the graph counting all U-turn announcements, share the
same section of the U-turn in their BGP path and are hence indicative of large-scale
route leak events. However, the number of announcements is not directly related
to the number of prefixes involved. The bottom graph in Fig. 4-6 shows the prefix
count from the announcements with the same AS at the bottom that generated the
maximum count (the announcements in the orange graph above).

4.3 Bursts of Consecutive U-turn Announcements

Using the ASN at the bottom of U-turns as identifier, we define a “U-turn burst,” or
simply “burst” as a sequence of BGP announcements with a U-turn with the same
identifier ASN whose inter-epoch times are within 5 minutes. (Note: a burst can be as
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small as one.) In 15 months of BGP announcements, we find 3.3 million U-turn bursts
(2.7M for IPv4 and 750K for IPv6, only 77K events involve IPv4 and v6 prefixes at
the same time). For each of these U-turn bursts, we compute the total number of
prefixes involved, the visibility it reached in the BGP collector infrastructure and the
duration of the burst timestamps. The heatmaps in Figure 4-7a and 4-7b show the
distribution of U-turn bursts by prefix count (x-axis) and visibility (y-axis) for IPv4
and IPv6. Note that the metrics we use to evaluate an AS centrality are based on
IPv4 routes, thus their relevance for IPv6 is unclear. However, our findings for IPv6
are very similar to our findings for IPv4.

Most bursts involve a small number of prefixes:  Over 85% of the U-turn
bursts we detect involve 5 prefixes or less. Indeed, we only find 78 events involving
more than 15000 prefixes, which is the median size of route leaks in our manually
collected ground truth. Nonetheless, the largest event in IPv4 involves over 720,000
prefixes, which is close to the size of the full IPv4 routing table. In IPv6, the largest
event involves almost 60,000 prefixes, which is close to 20% of the IPv6 routing table.

Most bursts have limited reach: 82% of the U-turn bursts are visible by
3 or less ASNs that peer with the collectors and only 1.2% are visible by 50% or
more peers. Even though most of these U-turn bursts have limited reach, these
episodes can still involve many prefixes and potentially have great impact in the AS
neighborhood where the events happen. Indeed, there are about 200 bursts with very
low visibility (1-5 peers) that involve more than a thousand prefixes, some involving
over 100,000 prefixes in total. Indeed, if a route leak happens and is contained in an
AS neighborhood where only a few ASNs peer with the collectors, its visibility will
be very limited in the infrastructure. Of the more than 1,400 peers to the collector
infrastructure, only between 320-350 peers send the equivalent of the full routing table
to collectors. These full-feeder ASNs are the ones that allow to evaluate the visibility
and reachability of a BGP route.

Most bursts are short-lived:  The time interval between the first and the last
announcement in a U-turn burst is usually very short. 76% of events last less than
5 min, and only 5% last more than 20 min. Assuming many of these bursts are
unintentional misconfigutations or mistakes, it is expected that most get quickly
corrected once they are noticed. However, the longest bursts last many days and even
weeks. Indeed, the longest burst lasted 230 days. This indicates that some of these
announcements are not mistakes. The presence of U-turns in their AS path translates
complex relationships between ASes of different size, both in terms of customer and
share of address space that they route.

Frequent U-turn bottom ASNs: In the 15 months of announcements, about
5,000 (out of the more than 65,000 ASNs we found in BGP paths) are at the bottom
of U-turn paths. In the case of IPv4, 500 ASNs (15%) are responsible for 80% of
these events. In the case of IPv6, the count of events by ASNs is even more skewed

95



with one ASN responsible for 67% of ASNs. Figure 4-8 has the cumulative sum of
events by ASes ordered in decreasing count of events where they are the bottom of
the U-turn.

Even though BGP announcements with U-turn paths are not usual (see 4.1), low
counts of U-turn announcements are captured almost everyday by BGP collectors.
And most of these announcements come from a set of ASes that frequently appear at
the bottom of U-turns in path. Indeed, 92% of U-turn bursts come from ASNs that
are detected over 500 U-turn bursts in the 15 months of data. Many of these bursts are
probably not misconfigurations or mistakes but they translate complex relationships
between ASes in the path. However, U-turn bursts involving many prefixes and
reaching higher levels of visibility are unusual. To infer route leak events, in the next
section, we consider U-turn bursts that involve more than 100 prefixes and reach at
least 10% visibility.

4.4 From Bursts to Events

In this section, we identify route leak events based on the U-turn bursts we detected in
Section 4.3. Starting from U-turn bursts that involve more than 100 prefixes and reach
at least 10% visibility in the BGP collector’s infrastructure, we first remove U-turn
bursts from ASNs with a high number of such bursts and then fetch all BGP update
messages (announcements and withdrawals) related to the U-turn announcements.
This leaves us with 3,015 U-turn bursts for consideration.

Removal of repetitive and persistent bottom ASes: In this work, we are
particularly interested in route leak events that are the result of one-off misconfigu-
ration events, just like the route leak events studied in Section 3. In order to isolate
such events, we first remove repetitive, persistent, instances of U-turn bursts in our
dataset. In the 3,015 U-turn bursts, we find that 8 ASes are responsible for 2/3 of
the bursts. Even more, one AS is at the bottom of 1,182 (37%) of the U-turn bursts.
Manual investigation of the U-turn bursts related to these 8 ASes suggests that they
are likely due to persistent routing misconfigurations spanning for weeks and months
that are out of scope of our study. Therefore, in the following, we omit these bursts
from our analysis. We filter out all bursts coming from ASNs that are at the bottom
in the U-turn more than 10 times in 15 months of data, allowing up to 5 events in
one day and no consecutive days with events, leaving 372 U-turn bursts as potential
route leaks of interest.

Determining the end of route leak events: The next step to confirm that the
selected U-turn bursts correspond to route leaks is to find that the BGP activity
related to the bursts induces a reaction in the routing system and that we find an
end for the event. With that goal in mind, for each of the 372 potential U-turn route
leaks, we fetch all the BGP updates (announcements and withdrawals) that relate to
the event by checking whether they correspond to active (prefix, peer) pairs found in
the U-turn burst.
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min. 10%percentile 1% quartile median 3™ quartile 90*"percentile max.

Max. active prefixes 28 105 169 347 750 2,738 707,735
Max. active peers (visibility %) 19 (6%) 44 (13%) 78 (23%) 190 (56%) 266 (78%) 292 (86%)  337(99%)
Max. (prefix,pair) count 152 833 2,204 6,723.5 21,132 48,491 713,523
Duration (sec) 10 129 347.5 1396.34 4458.5 12,519 74,676
Time to max. activity (sec) 0.21 19.64 73.39 362.93 1,197.49 3,768 35,647
Time to 1% correcting update (sec) 0 0 0 0 1.0 7.0 486.0
Total U-turn announcements 310 3,203 8,796 34,857 127,520 379,099 4,334,757
Total BGP correcting updates 327 15,079 39,448 118,419 357,260 1,633,924 48,103,529
Correcting/U-turn announcements 0.24 0.63 1.12 2.19 8.7 60.68 999.3

Table 4.2: Summary statistics of selected route leak metrics. For each metric, we show the
minimum, median and maximum, value as well as the 1°¢ and 3"¢ quartiles and 10*" and
90" percentiles.

Based on the study of BGP activity of the ground-truth route leak described in
§ 3.3, we determine the end of a route leak when the number of active (prefix, peer)
pairs gets below 10% of the maximum active (prefix, peer) count of the route leak
event. We further require that the (prefix, peer) count does not increase above this
threshold in the following 12 hours. Effectively, our approach requires that most of
the paths with U-turns that got into the peers’ routing tables got removed (either by
a withdrawal or by an announcement with a path without the U-turn). Using this
definition, we are left with 275 out of 372 potential route leaks (74%). Of the 97 U-
turn bursts for which a significant number of U-turn announcements are not modified
by later BGP messages, 55 correspond to bursts from ASes with multiple bursts (4-10
bursts). This indicates again that certain ASes, given their routing relationships, are
frequently in the bottom of U-turns in BGP paths. The next section studies the 275
route leak events started by U-turn bursts and with a defined end.

5 Drilling into Detected Leaks

Table 4.2 provides summary statistics of representative characteristics of the 275 route
leaks we detect, started by U-turn announcements and ended with 90% of leaked
prefixes are no longer in the direct peers’ routing tables.

5.1 Prefixes and Visibility

Most route leaks involve less than 1,000 prefixes: Figure 4-9 shows a scatter
plot of the detected route leaks by the maximum active prefix count and visibility
(direct peer count). Even though we find some very large route leaks involving more
than 100,000 prefixes, most route leaks have less than 1000 active prefixes at any
point in time. This could be the result of mechanisms that either limit the numbers
of prefix changes from a peer (the BGP maximum prefix feature [153]) or limit route
oscillations (route flap damping [154]). As described in § 3.3, there is a constant route
flap between U-turn announcements and correcting updates that might get detected
by route flap dampening mechanisms, temporarily limiting the spread of a route leak.
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Figure 4-9: Scatter plot of detected route leak events by maximum active prefixes and
visibility (direct peer count).

Visibility: The route leaks we detect have varying levels of visibility. Although we
started from bursts of U-turn announcements that overall had at least 10% visibility
( 32-35 direct peers), when incorporating BGP updates that change the state of the
involved prefixes in the peers’ routing tables, some of these route leaks have lower
visibility, as not all the impacted peers have leaked prefixes in their routing table at
the same time. Still most detected route leaks reach more than 50% visibility.

Diverse impact in peers: Although most detected route leaks reach over 50%
visibility, the actual number of prefixes that get into the peers’ routing tables varies
significantly across peers, with usually only a few of them getting most of the prefixes.
Figure 4-10a shows the cumulative distribution of direct peers by the share of leaked
prefixes that get into their routing table during all detected route leaks. 50% of the
peers see less than 5% of all prefixes of a route leak. Only 10% of the peers have 80%
or more of leaked prefixes in their routing table.

5.2 Timing and Reactions

Quick reaction but long duration: In 70% of the route leaks we detect, the first
correcting update takes less than a second to appear and in 93% of them it takes less
than 10 seconds. The cumulative distribution of detected route leaks by the time to
the first correcting update is shown in Figure 4-10b (green line). The longest time
we measure to the first correcting update is slightly over 8 minutes. Even though
there is a fast reaction of the routing system, route leaks keep lingering and the
total duration of events is much longer. Figure 4-10b shows the distance between
the cumulative distribution of route leaks by duration (red line) and the cumulative
distribution of the time to the first correcting update (green line). Most route leaks
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Figure 4-10: Characteristics of detected route leaks.

last a few minutes (50% lasts 6 minutes or less). However, 51 (18%) route leaks last
2 or more hours and the longest route leak we find lasts almost 21 hours (20h44m).

Maximum activity early in route leaks: In almost 60% of detected route leaks,
the maximum activity in terms of leaked prefixes in peers’ routing table (i.e., (pre-
fix,pair)) happens in the first half of the route leak. In Figure 4-10b, the blue line
shows the cumulative distribution of detected route leaks by the time since the start
to the maximum activity. We note that the blue line is shifted from the red line, high-
lighting that while route leak events tend to reach maximum activity rather early,
most take significantly longer time to resolve.

High volume of correcting updates: In most detected route leaks, the number
of correcting updates (removing U-turn path from peers’ routing tables) is at least
twice as much as all U-turn announcements forwarded by direct peers. In 66 cases
(24%), the correcting updates are 10 times or more than U-turn announcements.

5.3 U-turn ASNs and Victims

Table 4.3 lists the 10 U-turn bottom ASNs contributing to the largest number of
route leaks we detect. All these ASes have very small customer cones (3 or less) and
6 of them are stub ASes. Looking at the individual events from these ASes, we find
that 60% of them (31 out of 52) have U-turn updates that are detected as route leaks
by a rule based approach based on Tier-1 ASes relationships [60].

Table 4.4 lists the 10 origin ASes whose routes were affected by route leaks. In the
list of top ten victims of the detected route leaks, we find 3 major CDNs and cloud
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U-turn AS  Organization Route leaks %

AST24 DoD NIC 7 2.5%
AS37697 Webmasters 6 2.1%
AS53053  Bom Tempo Informatica 6 2.1%
AS6643 Jive Communications Inc. 5 1.7%
AS52022 Klimenko A.A. PE 5 1.7%
AS138915  Kaopu Cloud HK 5 1.7%
AS61642 NEXNETT Brasil Telecom 5 1.7%
AS38823 PINC AS 4 1.4%
AS262867 Hoje Sistemas De Informatica 4 1.4%
AS50048 NewReal AS 4 1.4%

Table 4.3: Top 10 U-turn bottom ASes by count of route leaks.

Victim AS  Organization Route leaks %
AS20940 Akamai Technologies 82 29.2%
AS13335 Cloudflare 56 20%
AS16625 Akamai Technologies 52 18.5%
AS16509 Amazon 47 16.7%
AS9829 Natl. Internet Backbone India 46 16.4%
AS23969 TOT Public Company Limited 41 14.6%
AS9009 M247 41 14.6%
AS9583 Sify Technologies Limited 40 14.2%
AS45528 Tikona Digital Networks 40 14.2%
AS34164 Akamai Technologies 36 12.8%

Table 4.4: Top 10 victim ASes, origin ASes of leaked prefixes, by count of route leaks.

providers, accounting for 5 to the top 10 victims. These providers are large, with 4
of them originating over 3,000 prefixes each, and all of them are distributed, i.e they
announce prefixes in multiple geographic locations to a diverse set of peers, including
open peering via Route Servers at many Internet Exchange Points (IXPs) [155]. The
announcement of their routes to a large number of networks makes them particularly
prone to be exposed to U-turn route leak events.

6 Discussion

Regardless of their sometimes massive connectivity impact, route leaks have so far
received comparably little systematic analysis. Our work presents a solid first step
towards automating the detection of a critical type of route leaks: U-turn route leaks.
In these route leaks, a small AS at the edge of the Internet becomes a transit provider
for one or many much larger ASes.
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INluminating route leaks: A common assumption is that BGP route leaks are
sudden and short events (e.g., [156]). Our insights paint a more complex picture:
route leaks can linger for many hours and often result in continued “stress” in the
routing system, with constant route oscillations re-introducing U-turn paths and again
correcting updates. Gaining a deeper understanding of these dynamics will help in
developing and refining approaches to combat route leaks and limit their spread (e.g.,
by evaluating which practices would have the best outcomes). Our method provides a
tool to build a dataset of route leak events and study the complex interactions visible
through BGP updates. For these events, we analyze their time dynamics, the activity
they result in BGP, their visibility, the frequent ASes at the bottom of U-turns and
the top victims. We plan to make both our code and our data publicly available.

Lightweight detection: Our U-turn path detection approach relies on publicly
available data, requires little state, and can be applied out-of-the-box to readily iden-
tify incoming announcements that are likely related to route leak events. This ap-
proach could aid network operators by providing early detection. Current mechanisms
to limit the spread and impact of route leaks, e.g., by limiting the maximum number
of prefixes a network accepts from a peer [153] or BGP route flap dampening [154],
could be enhanced by leveraging our metric to treat or weigh announcements with
U-turns differently from regular BGP updates.

Limitations and opportunities: Our approach focuses on the detection of U-turn
paths, limiting our visibility to route leaks that result in traffic boomeranging between
the edge and the core. Smaller route leak events might not exhibit this behavior and
will thus not be detected by our approach. As we show in Section § 3, only a subset
of paths caused by a route leak exhibit a U-turn. Our approach will hence only be
able to detect a subset of the affected paths in most events. As our approach can
readily identify the bottom AS on U-turn paths, an additional step in future work
could scrutinize other, non-U-turn paths that include such AS to extend visibility
into additional affected paths. In addition, by refining our thresholds for detecting
“deep” U-turns, we might be able to extend our detection coverage, albeit at the risk
of increasing false positives.

7 Conclusion

This work provides a new method to detect and monitor over time harmful route leaks,
capable of impacting the availability of impacted Internet services. The detection is
based on inherent path characteristics denoting a violation of industry structure and
independent of individual network relationship. As such these events shift core traffic
through smaller links, creating bottlenecks and impairing availability. This methods
finds almost 300 such route leaks in 15 months of BGP data, that are further studied
to characterize the events and the overall prevalence of this type of route leaks.

In addition, leveraging the fine-grained level of BGP updates from these events,
this work also examines in detail the complex routing dynamics that arise. It finds
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that specific BGP configurations impact the spread of route leaks. Studying the
owners of IP address blocks impacted by these events, it finds that large Content
Distribution Networks (CDNs), such as Akamai and Amazon, are frequent victims of
these misconfigurations. Even these large networks for which availability is critical
to properly provide their services, are not shielded from the consequences of BGP
design flaws.

102



Chapter 5

Empirical Analysis of Defenses

Previous chapters revealed the extend of malicious activity and the spread of mis-
configurations in BGP. This chapter switches the focus to the defense side, to better
understand the usage and effectiveness of defenses in BGP. It centers on the Resource
Public Key Infrastructure (RPKI) framework standardized by the IETF in 2012 to
support the validation of routing information in BGP. Using the RPKI, networks
that have been allocated IP address space by one of the RIRs, can issue Route Origin
Assertions (ROAs), which can then be fetched by any AS to validate IP prefix and
origin AS in BGP announcements.

As described in Chapter 2, there are many disagreements with respect to which
direction to follow to improve BGP security. In particular, network operators and
academics have expressed skepticism about the real benefit of RPKI and ROAs, given
that RIRs manage the support infrastructure and that it only protects against basic
kinds of attacks and misconfigurations. Based on empirical data, this work measures
the adoption of the RPKI scheme to validate information in BGP, the operational
practices and challenges related to it, and importantly, the benefits of this scheme.

Recent research shows that many networks are starting to take first steps to secure
their IP prefixes in BGP by using the RPKI framework [83,157]. The RPKI is the
most deployed framework to secure BGP. However, the actual benefit of this practice
depends on whether network providers modify their operational practice and configure
their routers to use ROA records to validate prefix announcements in BGP. Only
recently has there been anecdotal evidence of this practice [92,158-162|. This study
measures the prevalence and benefit of networks validating information in BGP using
RPKI.

Using the publicly available and passively collected BGP and RPKI data, this
study first proposes a method to track RPKI validation behavior of networks sharing
their BGP data with the public collectors. It measures the changes in the amount
of invalid BGP information forwarded by networks using RPKI to validate routing
information they receive in BGP. Using this method, it finds that, after struggling for
years to gain traction, the adoption RPKI validation of routing information finally
took off in 2019 and 2020.

This method is able to capture when networks start using the RPKI ROAs to
make routing decisions and is able to differentiate the outcome of different operational
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practices linked its use. Leveraging that insight, this study also examines technical
and non-technical barriers that influence the operational practices in the adoption of
RPKI for validating routing information in the routing route selection process. This
method thus increases the incentive of network operators to adopt this practice by
making more transparent which networks are adopting it and the outcome of their
operational decisions (and challenges) in its implementation.

Then, this study measures the impact the adoption of RPKI validation has on the
overall spread of incorrect routing information by evaluating how it limits the spread
of invalid routing information. It finds that even when less than 10% of networks have
adopted this practice, the spread of invalid and potentially illicit announcements in
BGP is reduced by 10-15%. As many network operators and researchers have ex-
pressed that benefits from RPKI require almost full adoption, this result based on
real-world evidence is encouraging for the research, standardization, and operator
communities. It bodes well for increasing routing security in the Internet and advo-
cates for RPKI and ROAs adoption, showing its benefits even with limited adoption.

This study is entirely based on publicly available datasets. An original version ap-
peared in [163], and updated results on networks using RPKI to validate information
in BGP is made public periodically.! .

1 Background

The inter-domain routing system of the Internet continues to suffer from major routing
incidents, including accidental route leaks causing widespread disruptions [164], and
intentional prefix hijacks for malicious purposes [11,14,98]. At the heart of the
problem lies BGP’s lack of mechanisms for route validation described in Chapter 1
Section 2.

The RPKI [37| represents one of the most recent attempts to increase BGP secu-
rity, providing networks in the Internet with a trustworthy database of Route Origin
Authorization (ROAs) that maps IP prefixes to the Autonomous System (AS) num-
ber that is authorized to originate them in BGP. The RPKI is backed by strong
cryptography, with the Regional Internet Registries (RIRs) serving as trust anchors.
Networks can leverage this data to validate that the IP prefix and origin AS in in-
coming BGP announcements. The RPKI framework and the issuance and usage of
ROAs to validate information in BGP is thoroughly described in Chapter 2 Section
3.1.2.

Recent research shows an encouraging trend of both increasing global registration
of prefixes in the RPKI (over 30% of routed prefixes are covered by a ROA regis-
tered in the RPKI as of August 2021), as well as increasing data quality of actual
RPKI records [157]. The RPKI has thus the potential to finally provide a univer-
sally trusted database mapping IP prefixes to origin ASes, a major building block to
greatly improve routing security.

The increasing registration of prefixes in the RPKI only represents a first step to-
wards securing BGP. The eventual benefit of RPKI registration depends on whether

! Auxiliary material can be found at https://github.com/ctestart/BGP-RPKI-ROA.
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the networks of the Internet enforce the RPKI'’s contents, i.e., validate routing infor-
mation in BGP using ROAs and drop invalid announcements, hence not propagating
them to their neighbor ASes. Recently, AT&T, a major transit ISP, publicly an-
nounced that they started dropping BGP announcements that are invalid as per the
RPKI [92], suggesting increasing acceptance and trust by major transit providers in
the RPKI. However, besides such anecdotal evidence, we know little about current
levels of RPKI enforcement in the Internet and, as of today, have no way to assess
the resulting benefits of RPKI registration.

To tackle these questions, we empirically study to what degree networks in the
Internet validate BGP announcements based on RPKI data and show to what ex-
tent the issuance of ROAs, also called registration in the RPKI, benefits networks
in situations in which RPKI is needed the most: instances of conflicting BGP an-
nouncements in the global routing table, such as those caused by misconfiguration
and prefix hijacking.?

1.1 Related Work

The IETF has devoted substantial efforts over the last years to develop and docu-
ment in detail the RPKI framework and ROAs [37,74,76,165-169]. Recently, the
research community started to measure RPKI deployment in the Internet. Chung et
al. provide both an accessible overview of today’s RPKI deployment and an extensive
study of RPKI registration and usage patterns. They find increasing registration of
prefixes and networks in the RPKI, and overall higher data quality of RPKI records,
resulting in lower numbers of RPKI-invalid prefixes caused by misconfiguration by
the respective operators [157]. Tamartino et al. had previously measured problems
with RPKI registered ROAs and the potential impact that validation and filtering
(i.e., dropping) of RPKI-invalid announcements could have in production [170].

To the best of our knowledge, only two previous academic studies, using two
different methods, touched upon the adoption of RPKI-invalid filtering, i.e., the in-
tegration of IP prefix and AS origin validation using ROAs in BGP route selection
process, finding only negligible RPKI filtering in 2016 and 2017. Gilad et al. analyze
a month of BGP RIB dumps from 44 ASes [161]. Their passive approach uses all
the ASes but the last hop in the AS path of RPKI-valid and -invalid announcements
to identify ASes filtering invalid announcements. They find that, in July 2016, only
3 of the top 100 ASes (by customer cone size) were enforcing RPKI-invalid filtering.
Reuter et al. instead, actively advertise RPKI-valid and -invalid prefixes of address
space under their control [162]. They infer which ASes filter RPKI-invalid announce-
ments based on the propagation path of their announcements, finding only 3 ASes
filtering in 2017.

Measuring RPKI filtering also caught attention from the operator community.
Cartwright-Cox uses active measurements to infer filtering based on presence or ab-
sence of ICMP responses from probed IP addresses in RPKI-valid and -invalid pre-

2Chapter 1 Section 2 explain BGP hijacks and misconfigurations and the harms they inflict on
Internet users.
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fixes [171]. In April 2020, Cloudflare deployed a web-based test for Internet users to
learn if their Internet Service Provider (ISP) is validating information in BGP using
the RPKI and also tracks the adoption of this practice [172].

Our study complements and extends prior work: our passive method to detect
filtering of RPKI-invalid announcement focuses on networks that provide a direct
and full feed to BGP collectors, which allows for definitive and detailed assessment
of RPKI filtering of these networks. Our study is longitudinal, revealing a strong
uptake in RPKI filtering deployment in recent years. Most importantly, however, we
present a first-of-its-kind assessment of RPKI enforcement and its actual impact and
benefit in situations in which the RPKI is needed the most: instances of conflicting
prefix announcements in the global routing table.

2 Datasets and Preprocessing

2.1 RPKI and BGP Datasets

To study the visibility of RPKI-valid and RPKI-invalid announcements in the global
routing table, we leverage the following datasets.

Longitudinal BGP dataset: To study long-term trends of RPKI filtering behav-
ior, we download and process—using CAIDA BGPStream [173]—snapshots of the
routing tables (RIB dumps) of all RouteViews and RIPE RIS collectors on the first
day of each month?® from April 1, 2017 until January 22, 2020.

Fine-grained BGP dataset: To assess the visibility of RPKI-invalid announce-
ments in detail, we process all the BGP updates generated over the month of Septem-
ber 2019 by RouteViews and RIPE RIS collector peers’ and we compute 5-minute
snapshots of their routing tables using CAIDA BGPStream [173].

RPKI (ROA) data: We take daily snapshots of validated Route Origin Autho-
rizations (ROAs) for every day in September 2019, made available through the RIPE
NCC RPKI validator [174]. For longitudinal analysis, we instead leverage the histori-
cal dataset of validated ROAs made publicly available by Chung et al. [157], selecting
snapshots that align with our BGP dataset. A validated ROA consists of a prefix and
the AS number authorized to originate that prefix in BGP according to cryptograph-
ically signed records in the RPKI. ROAs may include a mazLen attribute specifying
up to which prefix length the de-aggregation of the ROA prefix is to be considered
valid.

2.2 Preprocessing

From BGP snapshots to prefix-origin pairs: As a first step, we remove bogon
prefixes from our BGP dataset, these include IETF reserved address space, and por-

30r the closest day for which validated historical RPKI data is available.
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tions of address space not allocated by IANA to RIRs [137]. We further remove any
[Pv4 prefixes more specific than /24 or less specific than /8 (more specific than /64
or less specific than /8 for IPv6). Then we extract, for each BGP snapshot (both
RIB dumps and those we derive from updates), all visible prefixes together with the
advertised origin AS, obtaining prefiz-origin pairs.* For each prefix-origin pair, we
save the set of feeders—that is, ASes that directly peer with any of the RouteViews
and RIPE RIS route collectors—that have a route to the given prefix-origin in their
routing table. In the following, we will leverage the set of feeders to assess filtering
and to estimate visibility of prefix-origin pairs in the global routing table.

Tagging prefix-origin pairs: We next tag each individual prefix-origin pair in
our dataset with its corresponding RPKI state. For each prefix-origin pair, we find
the closest snapshot available of validated ROAs and tag the prefix-origin pair with
one of the following states: (i) unknown: the prefix is not covered by any prefix of
validated ROAs in the RPKI; (4i) valid: the prefix is covered by a validated ROA, the
AS number in BGP matches the one in the ROA, and the prefix length in BGP is at
most the maxLen attribute of the ROA; (7i4) invalid ASN: the prefix is covered by a
validated ROA, but the origin AS in BGP does not match the origin AS in any ROA
covering the prefix; (iv) invalid length: the prefix is covered by a validated ROA, the
origin AS in BGP matches the origin AS in the ROA, but the prefix length in BGP
is longer than the maxLen attribute, i.e., the prefix is more specific than what is
allowed as per the ROA.

3 To Filter or not to Filter: Longitudinal Study

In this section, we provide a macroscopic perspective on RPKI filtering deployment in
today’s Internet. In particular, we study to which extent some of the transit networks
in the Internet do filter BGP announcements with invalid RPKI state and how this
filtering behavior evolved over time.

3.1 Detecting Filtering

While there is no practical way to comprehensively study filtering behavior of all
networks, we introduce a method to infer RPKI filtering with high confidence for a
small but relevant set of ASes. At a high-level, our method is made of two steps:
(i) we select full-feeder ASes, i.e., ASes that share with BGP collectors a number of
routes (and thus prefix-origin pairs) comparable to what is globally visible in BGP—in
other words, they tend to share the vast majority of, if not all, their preferred routes;
(ii) we leverage our set of RPKI-invalid prefix-origin pairs to look for significant
presence/absence of them in the data full-feeders share.

The essence of this approach is to look for statistically significant absence of
RPKI-invalid prefix-origin pairs: e.g., the absence of a single invalid pair in the routes

4Note that a prefix can have multiple origins in the global routing table, in this case we extract
multiple prefix-origin pairs.
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shared by a full-feeder is not a strong indication of RPKI-based filtering; similarly,
the absence of a large number of invalid pairs in a shared routing table that is already
missing many other valid routes (i.e., from a partial-feeder) is not a strong indication
of RPKI-based filtering either. The combination of the two factors instead, provides
a high degree of confidence. In § 3.3, we validate our method for a few ASes that
have publicly stated when they started applying RPKI-based filtering. In detail, we
operate as follows.

(i) Selecting full-feeders: We consider a collector’s peer a full-feeder if the num-
ber of prefix-origin pairs shared by that AS is at least 75% of the maximum prefix-
origin pair count sent by all feeders. We perform our analysis for IPv4 and IPv6
independently. In Figure 5-1, the orange line shows this threshold for IPv4 (fig. 5-1a)
and IPv6 (fig. 5-1b) in September 2019: out of 578 ASes peering with the collectors,
we consider 276 to be full-feeders for IPv4 (232 out of 402 for IPv6). We chose 75%,
since it separates recent and historical snapshots well.

(ii) Detecting filtering of RPKI-invalid announcements: From the set of
full-feeder ASes, we infer an AS to be filtering RPKI-invalid announcements if the
number of RPKI-invalid prefix-origin pairs received from that AS is less than 20% of
the maximum number of invalid records sent by all full-feeders. Here, we leave some
leeway, since previous research [162| has shown that, even if ASes are filtering most
RPKI-invalid announcements, they usually never filter all invalid announcements due
to churn in RPKI records and selective filtering (cf., § 3.3). The green dashed line
in Figure 5-1, shows these thresholds for IPv4 and IPv6, we infer 21 and 18 ASes
were filtering RPKI-invalids announcements in September 2019 for IPv4 and IPv6
respectively.

The representativeness of our approach is limited by the comparably small num-
ber of full-feeder ASes: 290 ASes for IPv4 and 246 ASes for IPv6 in January 2020.
However, we find that these networks include many global transit providers and mid-
sized networks: 187 transit and access ASes (of which 12 are Tier-1 ASes), 36 content
providers, and 47 educational /non-profit networks, according to PeeringDB [175]. In
total there are 36 ASes in the top 100 CAIDA AS rank and 93 in the top 1,000. This
set of ASes thus provides a reasonable approximation to study macroscopic filtering
trends of major networks in the Internet.

3.2 Filtering Networks: Trends and Current Status

With our method in hand, we now present a longitudinal analysis of RPKI-invalid
filtering behavior. Figure 5-2 shows the evolution of the fraction of full-feeder ASes
that filter RPKI-invalid announcements for IPv4 and IPv6. Both protocols follow a
similar trend. Initially, slightly fewer ASes filter RPKI-invalid IPv6 announcements
compared to IPv4. However, after ASes initially filtering in IPv4 only also implement
filtering for IPv6, the share of ASes that we can measure filtering for IPv6 goes up
and is higher than for IPv4.
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Figure 5-1: Detection of ASes filtering RPKI-invalid announcements: We infer full-feeder
ASes in the groups on the upper left corner are filtering RPKI-invalid announcements for
IPv4 and IPv6 independently.
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Figure 5-2: Adoption of RPKI filtering overtime: Fraction of RouteViews and RIPE RIS
collector full-feeder ASes filtering RPKI-invalid announcements over time. A major
increases happen first in mid 2019 and then in mid 2020.

We detect that in April 2017, less than 2% full-feeders were filtering RPKI invalid
announcements: 3 out of 219 full-feeder ASes for IPv4 and 2 out of 176 for IPv6.
We witness overall low levels of RPKI filtering until April 2018, when a few full-
feeder ASes start to filter each month, reaching about 3% one year later in March
2019. From April until August 2019, we see a 3-fold increase in the rate of RPKI
filtering adoption. In late January 2020, 11% of full-feeder ASes filter RPKI-invalid
announcements in IPv4 and 10% in IPv6, 30 out of 290 and 23 out of 246 respectively.
Then, we detect another major increase during 2020. In mid 2021, we measure over
30% of full-feeder ASes filtering in IPv4 and IPv6, 118 out of 335 and 140 out of 294
respectively.

The bulk of the networks filtering RPKI-invalid announcements are either tran-
sit or access network providers (31 ASes, 18% of such networks) or educational-
research /non-profit networks (12 ASes, 23% of such networks). Early in the adoption
of RPKI filtering, we find lower levels of filtering deployment in larger networks: only
2 of the 36 full-feeder ASes in the top 100 CAIDA AS Rank filtered invalid prefix-
origins and 10 out of the 93 ASes in the top 1,000 CAIDA AS Rank filtered in early
2020. However, this changed in 2020 and in early 2021 we find 10 out of 36 top 100
ASes filtering RPKI-invalids announcements. In contrast, we only find one out of 36
content providers filtering invalid prefix-origins. RIPE, ARIN and APNIC are the
regions with most full-feeder ASes, representing 39%, 20% and 12% of full-feeders
ASes from these regions respectively.
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Figure 5-3: RPKI-invalid IPv4 prefix-origin pairs from networks that publicly
announced RPKI filtering deployment, vertical lines show the announcement date of
deployment completion (dashed) or beginning of deployment (dotted).

3.3 A closer Look at Filtering Networks

We now take look in more detail at which networks appear to be filtering and how
the amount of RPKI-invalid prefix-origin pairs varies over time.

3.3.1 Comparison with public announcements of RPKI filtering

Many transit ISPs that provide direct and full BGP feeds to one of our considered
collectors have publicly stated that they have deployed or are currently deploying
RPKI-invalid filtering: AT&T (AS7018), KPN (AS286), Seacom (AS37100), Workon-
line Communications (AS37271) and Telia (AS1299), NTT (AS2914), GTT (AS3257),
Congent (AS3174), Hurricane Electric (HE, AS6939), PCCW (AS3491) and Sprint
(AS1239) [92,158-160,172]. Figure 5-3 shows the count of invalid prefix-origin pairs
propagated by these ASes from December 2018 until mid 2021, annotated with their
public announcement date of filtering implementation.

In our data, we see about 5,000 invalid prefix-origins from all networks in early
2019. In mid February 2019, AT&T publicly stated that they started filtering RPKI-
invalid route announcements and afterwards we only detect a few hundred invalid
prefix-origins sent to collectors by AT&T. In early April 2019, two major African
ISPs, Workonline Communication and Seacom, announced completion of deployment
of RPKI filtering, after which we observe only several hundred invalid prefix-origins
from these two networks. However, these ASes have encountered operational issues
when deploying RPKI filtering and have (partially) stopped filtering for some periods
of time, see intermittent upticks [176].

In late June 2019, KPN announced completion of deployment of RPKI-filtering
and has only propagated a few dozen invalid prefix-origins to collectors since. Fi-
nally, in mid September 2019, Telia announced that it began to deploy RPKI filter-
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ing. Shortly after their announcement, we detect a continual decline in the number
of invalid prefix-origins forwarded by Telia. Telia completed their deployment in
February 2020. Then followed NTT (March 2020), GTT (May 2020), Cogent (June
2020), HE (June 2020), PCCW (January 2021) and Sprint (February 2021). Many
of these network followed Telia’s gradually approach to deploy RPKI-filtering and
we see the number of invalid prefix-origin pairs start to decrease months before their
public statement, some with many upticks in between.

3.3.2 Partial RPKI filtering

In our longitudinal study, no full-feeder network ever filters all RPKI-invalid an-
nouncements. Besides some expected short-term churn, e.g., caused by delays when
updating filtering rules, we identified 3 main reasons for persistent partial RPKI
filtering:

e Selective RPKI Trust Anchor (TA) filtering: we find 6 networks not
validating ROAs from the ARIN TA, resulting in a higher share of propagated
invalid prefix-origins. Indeed, legal barriers limiting availability of ARIN ROAs
have been reported [177].

e Selective filtering depending on AS relationships: several network oper-
ators announced to implement filtering only for routes received from peers, but
not customer networks [92].

e Operational deployment issues: network operators reported compatibility
issues with RPKI validator implementations and router software, prompting
them to deploy RPKI-filtering in a subset of their border routers [176].

4 RPKI to the Rescue: Conflicting Announcements

Our findings of increasing deployment of RPKI filtering in the recent years motivate
us to study the effect of filtering in more detail. We first introduce how we pro-
cess our dataset to allow for analysis of visibility of individual routing events and
study the overall visibility of valid/invalid prefixes. Next, we showcase several rel-
evant real-world case studies of conflicting, and hence potentially malicious, prefix
announcements. Visibility of a prefix in the global routing table translates directly
into its reachability, and thus serves as a proxy to study the benefit of RPKI filtering
in the wild. In this section, we present our findings for IPv4.

4.1 Tracking Visibility in the Global Routing Table

Aggregating prefix-origin snapshots into timelines: To study the visibility
of RPKI-registered prefixes, we leverage our fine-grained BGP dataset, consisting of
per-feeder snapshots of all prefix-origin pairs every 5 minutes in September 2019 (cf.,
§ 2.1). As a first step, we aggregate adjacent prefix-origin pairs into continuous time-
lines. We require (i) that the maximum deviation in visibility within each timeline is
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Prefix-origin timelines count %

[Pv4 total 883,400 100%
RPKI covered 147,870 16.7%
RPKI-valid 139,537 15.8%
RPKI-invalid ASN 4,203 0.47%
RPKI-invalid length 4,130 0.46%
IPv6 Total 91,313 100%
RPKI covered 19,173 20.1%
RPKI-valid 17,656 19.3%
RPKI-invalid ASN 362 0.40%
RPKI-invalid length 1155 1.26%

Table 5.1: Properties of prefix-origin timelines and their respective RPKI validity
states (September 2019).

less than 10%, otherwise we terminate the timeline and start a new one. We express
visibility of a prefix-origin pair timeline as the fraction of active feeder ASes that
propagate a route to given prefix and origin AS. Secondly, (ii) we require consistent
RPKI state (valid/invalid ASN /invalid length /unknown) for each prefix-origin time-
line.® The resulting timelines consist of a tuple of a prefix, an origin AS, a visibility
level, its RPKI state, and timestamps. We filter prefix-origin timelines with a private
AS number or AS-Set as origin, and prefix-origin timelines with very low visibility,
i.e., seen by 3 or fewer peers, since such very low visibility prefixes are unlikely to
represent actual events in the global routing table. Table 5.1 shows the properties of
our resulting dataset for IPv4 (top) and IPv6 (bottom).

Overall prefix-origin visibility by RPKI state: Figure 5-4 shows CDFs of the
visibility of prefix-origin timelines for IPv4 and IPv6, expressed as percentage of
active feeder ASes seeing a prefix-origin. Overall, we find that RPKI-valid as well
as RPKI-unknown prefix-origins (i.e., prefixes not covered by validated ROAs) show
similar visibility levels, with 80% of all prefix-origins seen by 80% or more of feeder
ASes (see green and blue lines). RPKI invalid prefix-origins, however, show vastly
different visibility: some 20% of these prefix-origins are very localized announcements
(seen by less than 5% of feeder ASes, see orange and red lines), and we speculate that
these cases are instances of misconfigurations, whether in BGP or RPKI records,
which happen to also show up as RPKI-invalid artifacts. More importantly, we find
that even invalid prefix-origins with higher visibility show distinctively lower visibility
when compared to valid prefix-origins (see concentration of RPKI-invalid at around
70%, compared to over 80% for RPKI-valid in Figure 5-4a). In IPv6, there are even
fewer RPKI-valid prefix-origins with low visibility compared to IPv4 (see Figure 5-

5For 0.37% IPv4 and 0.13% of IPv6 prefix-origin timelines, the RPKI state changed due to
churn in the RPKI database caused by changes of RPKI entries during our measurement window.
We remove these instances.
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Figure 5-4: CDF of IPv4 prefix-origin pairs by visibility during September 2019 for
different RPKI state, for IPv4 (top) and IPv6 (bottom).
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4b): less than 10% IPv6 prefix-origins have less than 80%visibility compared to 20%
for IPv4. This difference in prefix-origin propagation is the direct result of filtering
of RPKI-invalid announcements.

4.2 Conflicting Prefix Announcement Scenarios

Next, we study RPKI in action, i.e., we want to understand if registration in the
RPKI benefits networks in cases of conflicting announcements. In particular, we
cover 3 scenarios: (i) Multiple Origin AS (MOAS) announcements: instances where
two equal prefixes are announced with two different origins, often caused by inten-
tional or unintentional prefix hijacks; (7) subMOAS announcements: instances where
an announcement of a more specific prefix points to a different origin AS, also a po-
tential prefix hijack scenario; (i7i) same-origin subprefixes, instances where a more
specific prefix is visible, points to the same origin AS as its parent, but fails RPKI
validation due to max length restrictions. This scenario is what we would expect to
see in the case of a path hijack, the most advanced form of prefix hijacks [55]. We
note that in this work, we do not attempt to classify instances of conflicting prefix
announcements into malicious activity vs. misconfigurations. Instead, we base our
notion of illicit announcements on the RPKI state of the involved prefixes: if two pre-
fix announcements are in conflict, and only one of them passes RPKI validation, in
our analysis we treat the invalid one as if it is an illicit announcement (while it might
also be due to incorrect/unissued ROAs). Our argument here is that, irrespective
of the root cause of these conflicts, we can study the effectiveness of RPKI filtering
under the same conditions that would also hold when a malicious actor injects BGP
prefixes to hijack address space.

4.3 Visibility of Multiple Origin AS (MOAS) Prefixes

To study the visibility of prefixes that are concurrently originated by multiple origin
ASes, we first isolate our prefix-origin timelines that show (i) two origin ASes for the
same prefix and (i) one of these prefix-origins is registered in the RPKI and valid.
In total, we find about 90,000 instances of MOAS prefix-origin pairs in September
2019 for IPv4, of which some 10% are cases in which at least one prefix-origin is
RPKI-valid, while others are not. Of these cases, about 20% (N= 1898) are cases
of exactly 2 MOAS prefix-origin pairs one valid and the other invalid according to
RPXKI records. For IPv6, we find about 41,000 instances of MOAS prefix-origin pairs
in September 2019, of which some 133 are cases in which at least one prefix-origin is
RPKI-valid while others are not.

Figure 5-5 shows the distribution of the maximum visibility of IPv4 prefix-origin
timelines during MOAS conflicts of two prefix-origin pairs, where we partition RPKI-
valid and -invalid state, see positive y-dimension in Figure 5-5. Figure 5-6 shows
the distribution of the maximum visibility of prefix-origin timelines during MOAS
conflicts.

We see a stark difference in the visibility of prefix-origin timelines: RPKI-valid
prefixes clearly dominate visibility, with more than 70% of valid prefixes in IPv4
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Figure 5-5: Visibility of prefix-origin pairs during MOAS conflicts: RPKI-valid and

invalid ASN MOAS prefix pairs in the positive y-dimension, RPKI-unknown MOAS

prefix pairs in the negative y-dimension, partitioned as stable/unstable according to
total advertisement time during September 2019.

having visibility greater than 70%, and we only see few instances of RPKI-valid
prefixes with low visibility (only 12% of instances with less than 30% visibility). IPv6
results follow a similar distribution, with low and high-visibility mode more distanced.

On the other hand, invalid prefix-origin timelines show distinctively lower visibil-
ity: In IPv4, some 60% have a visibility level lower than 30%. Some invalid prefixes
do reach substantial visibility levels, but we do point out that even those higher-
visibility invalid prefixes cluster at around ~65%, that is, significantly lower when
compared to valid prefixes, which cluster at around around ~80%. In IPv6, only a
few prefix-origin timelines reach visibility over 60%. These results are consistent with
our expectations: the RPKI benefit should be significant in instances of exact MOAS
conflicts, since two prefixes compete for reachability in the global routing table, and
even when RPKI filtering is not enforced, some routers still give preference to RPKI-
valid announcements over RPKI-invalid announcements as part of the route selection
process (discarding an invalid route only if a valid one is available) [178].

To assess the potential benefit of registering a prefix in the RPKI vs. not regis-
tering it, we next compare the above studied instances of MOAS conflicts in which
the concerning prefix is registered in the RPKI against vanilla cases of MOAS, in
which the concerning prefix is not registered, and hence both prefix-origins are of
type RPKI-unknown. Here, in the absence of RPKI information, we face the difficult
problem of determining which of the conflicting announcements represents the legit-
imate announcement vs. the illicit one. Taking a pragmatic approach, we leverage
stability of announcements as a proxy: In the case of a MOAS conflict where neither
prefix-origin is registered in the RPKI, we tag the prefix-origin that was visible for a
longer period of time as stable, and the conflicting prefix-origin that was visible for a
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Figure 5-6: Visibility of RPKI covered IPv6 prefix-origin pairs during MOAS
conflicts

shorter period of time as unstable. We pick only MOAS cases where the stable prefix-
origin is announced for a period at least 3 times longer® than the unstable prefix-origin
counterpart (N=6,374 MOAS events for [Pv4). Unfortunately, only about 30 MOAS
events show this property and thus we only preform the comparison for IPv4 prefixes.
We acknowledge that our heuristic requiring stable prefix-origin be announced at least
3 times longer than the unstable prefix-origin is not a hard-and-fast rule, since there
are many potential root causes for unstable announcements (e.g., rewiring, address
space transfers, etc.). However, it allows us to present a one-to-one comparison of
RPKI vs. non-RPKI scenarios.

We plot the distribution of prefix-origin visibility of RPKI-unknown prefixes in the
negative y-dimension in Figure 5-5. We find that, overall, stable prefixes show much
greater visibility when a MOAS conflict happens, when compared to their conflicting
unstable counterparts. However, contrasting the vanilla case (no RPKI registration,
negative y-dimension) against the case in which the prefix is registered in the RPKI
(positive y-dimenstion), we see a difference: unstable RPKI-unknown prefixes gener-
ally reach higher levels of visibility when compared to RPKI-invalid prefixes. This
difference manifests both for very low visibility cases, where RPKI-unknown cluster
at around ~15% visibility, higher than their RPKI-invalid counterparts which cluster
at ~8%, as well as for cases of higher visibility: unstable RPKI-unknown prefixes
reach visibility levels of some 70%, while RPKI-invalid cluster below 60%. Indeed,
less than 14% of RPKI-invalid MOAS instances reach a visibility over 60% compared
to 37% for unstable RPKI-unknown MOAS instances. RPKI registration shows a
clear effect on prefix visibility when MOAS conflicts happen.

SWe tested different thresholds, finding that the modes of the distribution do not change much.
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4.4 Visibility of Subprefix Announcements

We next study instances of subprefix announcements, which instead do not com-
pete with the covering prefix for visibility, since routers use longest-prefix matching,
preferring more-specific routes for packet forwarding. For this reason, subprefix an-
nouncements can be a powerful and dangerous tool to, e.g., hijack address space
and redirect traffic, and their effect has been also evidenced in large-scale routing
incidents, including route leaks [164,179).

To study the impact of RPKI registration on subprefix announcements, we first
isolate all incidents of subprefix announcements in our dataset, i.e., we observe a
covering (that is, less specific) prefix, covered by a validated ROA in the RPKI,
and concurrently a more specific prefix announcement that does not pass RPKI
validation—either because of an invalid ASN (subMOAS) or invalid prefix length
(subprefix). In total, we find 10,450 instances of RPKI-invalid subprefix and sub-
MOAS announcements in IPv4, conflicting with 2,291 RPKI-valid covering prefixes.
Figure 5-7a and Figure 5-8a show the distribution of prefix visibility in the case of
subMOAS for IPv4 and IPv6 respectively: if a more-specific prefix announcement
fails RPKI validation because it has a different origin AS (N=5,401 subMOAS pre-
fixes, N=966 covering prefixes for [Pv4; N=575 subMOAS prefixes, N=102 covering
prefixes for IPv6). While the RPKI-valid covering prefixes show high visibility, their
invalid counterpart, subMOAS prefixes, show two modes of visibility: some 35% of
invalid subMOAS show very low visibility, i.e., lower than 10%. More importantly,
however, is the finding that none of the subMOAS prefixes reach the same visibility
level as their valid parent: while subMOAS prefixes barely exceed 75% visibility, their
valid covering prefixes typically reach some 85% - 90% visibility and 75% reach at
least 80% visibility. These observations are consistent with our earlier findings of in-
creasing RPKI filtering, and highlight that RPKI registration also benefits registrants
in the case of difficult-to-combat subMOAS situations.

Figure 5-7b shows the visibility for invalid-length subprefix announcements having
the same origin AS as their covering RPKI-valid counterpart (N=5,049 subprefix,
N=1,325 covering prefixes for IPv4; N=1,903 subprefix, N=235 covering prefixes for
[Pv6). Recall that the RPKI permits to specify a maxLength attribute, limiting the
prefix length of any prefix matching the RPKI record, irrespective of the origin AS.
Besides cases of misconfiguration, this scenario also applies in the case of path hijacks:
instances where an attacker injects a subprefix that allegedly points to the same origin
AS as its valid covering prefix, but in fact the attacker redirects traffic to its network.
Such attacks can, e.g., be carried out by prepending the valid origin AS at the end of
the path after the hijacker’s AS number. Such path hijacks present advanced forms of
prefix hijacks and are difficult to detect using today’s methods [55]. In Figure 5-7b,
we see similarly lowered levels of visibility for RPKI-invalid subprefix announcements,
even if they point to the registered origin AS. Invalid announcements reach some 70%
of visibility, substantially lower when compared to their valid covering prefix. These
results show that RPKI registration can benefit networks even in this most advanced
case of illicit announcements: subprefix path hijacks.
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5 Discussion

Recent research has shown increasing registration of ROAs in the RPKI by networks
around the globe. Our work complements these observations, adding an important
dimension: RPKI enforcement. We find that a substantial, and growing, number of
ISPs in the Internet begin to filter invalid RPKI announcements, including major
players such as AT&T. Increasing RPKI enforcement starts to bring direct value to
networks, since registration in the RPKI benefits them in real-world scenarios, such
as prefix hijacks. Our findings show that already as of today, registration in the
RPKI limits the propagation of illicit announcements, in MOAS conflicts as well as
in instances of subMOAS and subprefix announcements. While the RPKI protects
its registrants in the case of such illicit announcements, we can also expect that
increasing RPKI enforcement provides further incentives for networks to keep their
RPKI records up-to-date, since stale records and other misconfigurations will have a
direct impact on reachability of the respective address blocks. Our method provides
a simple way to track current levels of RPKI filtering and to study its impact on illicit
prefix announcements.

6 Conclusion

This work provides the first large-scale empirical evidence that validation of infor-
mation as part of BGP route selection process benefits owners of IP prefixes that
register them in authoritative databases such as the RPKI. Illicit announcements
of IP prefixes for which networks have properly registered ROAs in the RPKI have
limited visibility compared to announcements involving prefixes that are not covered
by ROAs. Indeed, we measured that when less than 10% of networks had adopted
this practice using the RPKI framework, the spread of invalid and potentially il-
licit announcements in BGP was reduced by 10-15%. Thus, registering ROAs in the
RPKI delivers direct value to networks by effectively reducing the impact of illicit an-
nouncements. This empirical result demonstrates that this practice yields significant
benefits in the present Internet and these benefits are not something to just hope for
in the future. As many network operators and researchers have expressed skepticism
about the benefits of RPKI when partially deployed, this result—based on real-world
evidence—is game changing for understanding and advocating for RPKI and ROAs
adoption.

This work also increases the incentive of providers to deploy operational security
using RPKI by providing a method to passively track operator’s RPKI-related be-
havior over time, which can identify different implementation decisions. Continuous
monitoring of deployment of RPKI-validation and tracking of implementation deci-
sions and challenges increases the transparency of the adoption and adoption process,
providing further incentives for network operators to join the growing group of net-
works that protect their prefixes by registering ROAs in the RPKI. Indeed, Telia,
one of the largest Internet Providers in the world, reproduced our method to monitor
theirs and other networks RPKI-validation practices [180].
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Chapter 6

Insights and Future Directions

The previous chapters have explored the reasons that have prevented security im-
provements in BGP, and provided empirical evaluations of the impact of BGP design
flaws and solutions at scale and over time. The analysis of the life-cycle of ideas to
secure BGP in Chapter 2 surfaced long-lasting disagreements related to the relevant
threat model and choices of trust that have prevented consensus for a direction in
routing security to emerge. Then the empirical study of malicious behavior in BGP
revealed the existence of BGP serial hijackers—mnetworks that persistently perform
hijacks in BGP, proving that, in the current state of BGP security, there are very
few barriers to performing even the basic forms of routing attacks, and networks are
able to engage in repetitive malicious behavior with little consequences. In addition,
the empirical study of misconfigurations showed that harmful route leaks frequently
happen and that even these large networks for which availability is critical to properly
provide their services, are vulnerable to them.

On the defense side, the study of the adoption of routing information validation
in BGP using the RPKI and ROAs provided encouraging results. It revealed that
this practice is finally gaining traction and that its brings benefits to networks even
with limited deployment, contrary to the idea that almost full-deployment is needed
for RPKI and ROAs to improve security. It also illustrated how passive monitoring
of security practices can make more transparent security decisions of networks and
their associated settings.

This chapter takes a step back to discuss barriers to the adoption of routing
security measures, their impact and how empirical work can provide much needed
evidence to overcome them. The goal is to link together the different parts to provide
better evidence to better engage with network operators and all other stakeholders—
including policy makers—to improve routing security in a viable way.

After the discussion of the insights, this chapter describes a set of actions that
can support the adoption of routing security. These actions cannot be undertaken
effectively by a single entity as they must be taken collectively, and could be orches-
trated by a bottom-up industry effort, top-down by governments, or by public-private
partnerships. Finally, this chapter proposes directions for future work in the area.
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1 Insights to secure Internet routing

This section examines the main barriers of adoption of routing security and discusses
how empirical evidence can provide a better understanding of trade-offs between
different solutions. The insights are organized around three main aspects: trust,
threat models, and uncertainty.

Trust relates to the choice by networks adopting routing security practices of BGP
security mechanism and the related support infrastructure. BGP security solutions
differ in the choice of supporting infrastructure and the organizations involved in
the operation. This difference is many times implicit in specifications of security
solutions and later under-considered in technical works, but it plays a central role.
When adopting a security mechanism, networks decide based on the technical aspects
of the mechanism as well as the choice of supporting infrastructure and organization.

The threat models of the different security proposals also differ, particularly when
considering bad or wrong behavior on the other end of a BGP session. Most secu-
rity proposals use cryptographic records and signatures that allowed verification of
integrity of the data, i.e., that the information was not changed and it is what the
party wanted to say, but that does not prevent a network lying or unintentionally
sending wrong information. Depending on the security proposals, the incorrect be-
havior of other network was considered harmful in different scenarios, but no solution
can cover all possibilities of misbehavior in a distributed system such as Internet
routing.! Thus, choosing a security proposal is also deciding on a threat model.

Finally, given that no solution is perfect, networks adopting routing security are
faced with uncertainty about the outcomes of their implementation efforts. Security
proposals may interfere with legitimate BGP announcements that happen not to
follow security rules but that are not malicious or wrong per se. Proposals might also
disrupt other aspect of usual operation. These consequences of security proposals are
not usually studied until networks implement a given framework, making harder the
initial buy-in from network operators.

1.1 The critical role of trust

The central role of trust in the adoption of routing security became apparent through
the review of the many proposals to secure routing, as presented in chapter 2. Indeed,
when choosing a security mechanisms, networks decide which infrastructure and re-
lated organization to trust. Then, the empirical work of chapters 3, 4 and 5 provided
insightful evidence to understand the implications and how to build trust in different
aspects of security proposals.

There are two aspects of trust that can influence networks’ decision to adopt
security proposals: the trustworthiness of supporting infrastructure and related orga-
nizations; and the trust that other networks and organization will play they part in
routing security. The next paragraphs discuss each aspect in more detail.

IThis problem is referred as Byzantine failure, where a node in the networks lies but otherwise
functions properly [181].
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Trustworthiness of supporting infrastructure

BGP security proposals use different mechanisms to support routing security.
Each mechanism depends on different organizations as roots of trust to build author-
itative databases and manage supporting infrastructure. These organizations decide
for instance who can authoritatively claim ownership of a given resource and autho-
rize the resource use in BGP. Indeed, the organizations at the root of trust issue or
delegate to others the ability to issue authoritative assertions about routing resources,
which significantly influences the content of the authoritative databases. In addition,
the operational management of authoritative databases and other supporting infras-
tructure impacts the decision by networks operators to integrate security proposal
into existing systems. For instance, the availability of the data and synchroniza-
tion frequency of new or modified records can have repercussions in the operational
integration and influences the security outcome. Thus, the arguments put forward
to prefer one or another type of supporting infrastructure for routing security con-
cern both the risk of misbehavior these organizations, and the operational ability of
organization(s) managing the infrastructure.

To build trust in third party infrastructure supporting routing security (e.g., RPKI
or Internet Routing Registries’ infrastructure), it is relevant to understand and moni-
tor both the behavior and operation of such infrastructure. How networks are imple-
menting and using the scheme can inform about these aspects of trust in supporting
infrastructure. As an example informing about trustworthiness in the RPKI frame-
work, chapter 5 presents a technique to measure which networks are integrating RPKI
in their routing operations. These networks use RPKI data to validate information
in BGP announcement they receive and drop the invalid ones rather than including
them in the route selection process. This integration thus impacts routing decisions.
Networks that adopt this practice are trusting the RPKI framework and the organi-
zations managing in its infrastructure.? The longitudinal analysis reveals the uptake
that route validation with RPKI data had in the past few years, providing evidence
of an emerging direction for BGP security. It demonstrates that many networks had
started to trust RPKI infrastructure to integrate it in their usual operation. In addi-
tion, the analysis provides a view of different implementation settings and challenges,
relevant to the inner workings and operational readiness of the RPKI framework.

Future work to increase trust in the infrastructure supporting routing security can
develop monitoring systems of the operation and use of such infrastructure. Having
publicly available data that makes transparent key aspects of RPKI or similar in-
frastructures’ operation and how networks have integrated those mechanisms in their
operation gives empirical evidence for network operators to evaluate the trustworthi-
ness of such infrastructures. If network operators do not trust administratively and
operationally these infrastructures they will not integrate them in their operation.
Knowing other networks use a mechanism and how, and having easy access to rele-
vant operational monitoring can encourage the adoption of secure routing solutions.

2The organization managing the RPKI infrastructure and the roots of trust are the Regional
Internet Registries (RIRs). See chapter 5 for more detail.
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Relying on other parties

A network can only prevent the spread of incorrect routing information it receives
and sends. Since it cannot limit incorrect or malicious announcements elsewhere in
the Internet, it relies on other networks to prevent the spread of incorrect information
related to its resources. The actions of one network impacts the security of resources
from other networks, thus improving routing security requires that many networks
implement routing security practices. Thus, networks ultimately rely on and have to
trust security practices other networks adopt. In other words, the cost networks incur
adopting security practices benefits others, creating a collective action problem.

A structural solution to overcome the collective action problem is to increase
transparency of who is doing what, involving the different actors and creating a sense of
accountability.? In the context of routing security, creating the sense of accountability
requires more transparent and accessible information about which network is using
which security practices and even evaluate the implementation of the practices over
time. For instance, through the method developed in chapter 5 to identify networks
using RPKI data to validate information in BGP, it is also possible to identify different
outcomes coming from different implementation of this practice. Telia, one of the
largest transit providers based in Europe, reproduced this method to have an outsider
perspective of the outcome of their integration of RPKI validation in BGP route
selection, and to compare their efforts with other similar networks [180].

Similarly, studying the dataset of route leak misconfigurations built in chapter 4
revealed that many networks appeared to be using a BGP configuration that limits
the size of misconfigurations spreading through the routing system. Tracking these
practices and who is appropriately implementing them allows network operators to
better understand the security posture as well as the operational competence of other
networks, which are necessary for building trust between networks.

Finally, the method presented in chapter 3 to find networks that persistently
perform hijacks in BGP provides an overall assessment of the hijacking activity coming
from a network. The outcome of this work has been used by networks and other
research groups for evaluating network reputation and likelihood of future hijacking
activity, other aspects of building trust between networks.

Future work can develop other methods to monitor network’s implementation of
other security practices and other aspects of routing behavior. For instance, the use
of routing information in the Internet Routing Registries (IRRs) or other types of
route filtering could be monitored and tracked over time. Similarly, network’s overall
burstiness behavior of BGP announcements and changes at link level in AS Paths
could be evaluated over time to inform about the usual and unusual routing behav-
ior of networks. Additionally, building databases of ground truth routing events is
key to identify operational practices and who is enforcing them. Making transparent
networks’ posture with respect to security practices can develop trust between net-

3Transparency does not imply accountability per se. For instance, in a scheme such as the
RPKI, there is currently no expectation that networks will implement the integration with the route
selection process. There are no consequences for not validating announcements. However, peer
pressure and other policy mechanism can create expectations.
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works. It becomes visible which networks are playing their part to secure routing,
encouraging other networks to act.

Summarizing, to adopt a routing security mechanism, networks need to trust
the supporting infrastructure and related organizations, and that other networks will
eventually also implement security. Unfortunately, these details were often lost among
the technical details and description of mechanics of proposals. The next paragraph
discusses this phenomenon.

Choice of trust in security proposals

Documents describing security proposals and later review papers often do not
systemically describe and explain the choice of support infrastructure and the involved
organizations, as were technical details such as security guarantees, scalability and
performance. Different network operators have different postures on trusting other
actors and infrastructure. Indeed, currently many partial solutions to improve BGP
security co-exist, making it challenging for consensus or clear directions to emerge
(see chapter 2 for more discussion of differences between security proposals and trust
delegation).

Depending on the security proposals, certain organizations play critical roles in
support of routing security. There are risks of misbehaviors in any framework, but
discussion around proposals did not contemplate how to build trust in the chosen
framework and the trustworthiness of involved organizations. Some proposals con-
centrate authoritative issuance of routing assertions in a few organizations (e.g., RPKI
that has 5 roots of trust) while others are more decentralized (e.g., IRR has more than
20 registries from a mix of for-profit and non-for-profit organizations). Both schemes
have different implications related to how trust is distributed in the mechanisms and
how network operators assess the trustworthiness of the actors and infrastructure.
For instance, in the RPKI framework, Regional Internet Registries (RIRs) manage
the trust anchors or roots of trust of the RPKI repository for their geographic zone.
The policies and practices that RIRs set up for their RPKI repository use and the
issuance of authoritative RPKI records considerably influence the adoption and se-
curity outcomes of RPKI. As an example, ARIN? is the only RIR that requires the
signing of a legal agreement before accessing data in ARIN’s RPKI repository, re-
sulting in many network deciding not to include ARIN records when they integrate
RPKI data to validate routes in BGP routers (for more details in the impact of this
practice, see chapter 3.3).

Future work can tackle the question of how to build trust in security frameworks
to lower the barriers of adoption. What metrics and behaviors related to security
frameworks are relevant for operators to trust the support infrastructure of security
proposals? What else could facilitate the process of building trust and the adoption
of these proposals? Tackling these questions would help guide discussions about
proposals to build the consensus and trust needed to increase adoption, specially at

4ARIN (American Registry for Internet Numbers) is the RIR covering North America.
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the early stage of deployment.

1.2 Settling on threat models

Different security proposals to secure BGP were designed for different threat models,
all based on possible kinds of attacks. Most security proposals agreed on the use of
cryptography as a mechanism to verify the integrity of the data sent by a network
in BGP, i.e., that the information sent was not changed by a third party and that
it corresponds to what the network wanted to say. However, verifying integrity does
not prevent a network from lying or unintentionally sending wrong information.

Security proposals considered the incorrect behavior of other networks harmful in
different scenarios. For instance, some solutions proposed to verify and validate only
part of the routing information sent in BGP, other proposed to verify only in case of
conflict with other announcement, and others only when the announcement has not
been seen in recent historical data.

Nonetheless, no solution can cover all possible misbehavior in a distributed sys-
tem. Without additional security frameworks, networks by themselves cannot verify
routing information of other networks in the Internet. Thus, a network that lies but
otherwise functions properly is hardly distinguishable from a network advertising only
legitimate and correct information. Security proposals establish what and when to
verify information in BGP, and the authoritative source. Thus, choosing a security
proposal is also deciding on a threat model and the kind of misbehavior of networks
that is not tolerated.

Unfortunately, little is known about the pervasiveness and impact of different
kinds of attacks in BGP |, making it challenging to evaluate the trade-offs between
proposals. Indeed, attacks currently in use by malicious actors do not predict how
malicious actors will perform once better security is deployed. Bad actors can adapt
their behavior and strategy, so blocking one attack vector currently in use will not
necessarily reduce and limit overall levels of attacks. Nevertheless, it is unclear that
more complex kinds of BGP hijacks (e.g., path hijacks) can spread as easily as the
basic hijacks® (e.g., prefix hijacks) currently do. Thus, empirical evidence can com-
plement and illuminate relevant aspects of the structural analysis of possible threats.

The empirical evidence presented in chapter 3 demonstrated that hijacks, even in
the most basic form, are so pervasive, that there are networks (in large part) dedicated
to hijacking. This finding suggest that it is justified to deploy security solutions even if
these solutions do not prevent more complex and stealthier kinds of attacks. The bar
for attackers is too low and even with repeated evidence of their malicious behavior,
there are almost no consequences for perpetrators. In addition, that study provides
a list of suspicious networks that can be used to analyze other aspect of malicious
behavior, contributing to guide structural analysis.

Future work can develop new uses of automated methods to find different types of
malicious behavior and evaluate their pervasiveness at scale and over time. More work
is needed to better understand critical vulnerabilities to fix as well as the capabilities

Ssee Chapter 1 Section2 for more details on different kinds of hijacks.
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of malicious actors to adapt. In addition, more empirical or simulation studies are
needed to understand the viability and reach of different kinds of hijacks, taking into
account routing policies and deployment levels of different routing security practices.

1.3 Coping with uncertainty and imperfection

A final challenge to deploying schemes to improve security is the more or less inevitable
imprecision of most approaches, and thus the uncertainty regarding the impact to the
outcome and operation of (early) adopters. In an ideal world, designers would invent
security mechanisms that only prevent bad or unwanted behavior from happening, but
that is an unrealistic expectation. Mechanisms are designed with a set of rules about
what constitutes good and usual behavior. However, even if a behavior does not follow
those rules, it can still be legitimate. Moreover, there is hardly an agreement about
what constitutes bad or unwanted behavior. Indeed, behaviors allowed by security
mechanisms can still be malicious or unwanted, and similarly, behaviors blocked by
security mechanisms can be part of expected and usual operation.

A fundamental challenge for the design of any security mechanism—including
proposals to secure BGP—is the balance between designing a mechanism that under-
shoots or overshoots. It is very hard to design a mechanism that perfectly draws the
line between unwanted behavior and usual operation. As a consequence, proposals
either undershoot or overshoot. If they undershoot, they leave options for malicious
actors, who are quick to exploit them. If proposals overshoot, they prevent (or in-
convenience) too many legitimate efforts. In both cases, it can be argued that the
effort to deploy security mechanisms is not worth the effort, based on the mechanism
limitations or the harm to operations.

Proposals to improve security are usually evaluated by trying to determine the
scope of the bad behaviors they prevent. The estimation of how much inconvenience
or disruption to acceptable behavior they trigger is often limited to performance and
scalability issues. However, there are many ways in which a security mechanism may
inconvenience or disrupt operations, and they are not studied in a systematic a way.

The fact that there might be disruptions to benign operations implies that ongo-
ing measurement of benign activity must be a part of the overall deployment scheme.
As an example, software-related issues in the RPKI framework and the potential
disruption of customer traffic (e.g., a valid BGP route may be dropped because an
authoritative record is out-of-date causing loss of availability to the related IP address
block) held back transit providers” adoption of RPKI data for validating BGP infor-
mation until recently. Operationalizing the security scheme to limit the disruption of
usual behavior is critical for reaching higher levels of adoption.

Unfortunately, there currently is no established path to operationalize solutions.
Even if a protocol is standardized by the IEFT, there is no ownership and thus no
clearly designated party in charge of developing the necessary pieces of software to
implement the standard. This effort is currently addressed by many different actors
such as router vendors (developing the code to integrate security solution with the
routing protocol), administrators of support infrastructure such as the RIRs and
independent third parties.
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In designing an approach to improve routing security, it is most important to
understand the complexities and incentives for deployment, which require empirical
evidence to better understand trade-offs. For solutions to have impact, many network
operators are required to take action and integrate solutions in their operation, so it
is crucial to have a realistic view of how adoption will be encouraged and supported.

Future work can develop infrastructure to support ongoing measurement of both
malicious (actual hijacks) and benign activities, to gauge whether the state of security
is getting better, and whether collateral impairment of benign operations is being
detected and mitigated.

2 Actions to improve routing security

Based on the insights discussed above, this section describes three main actions that
would increase the adoption of routing security solutions. These actions can help
overcome the fact that routing security cannot be undertaken effectively by a single
entity, it requires a collective effort. The actions could be orchestrated by a bottom-
up effort, top-down by governments, or by public-private partnerships. In particular,
governments could encourage collective action by shaping incentives, through regula-
tion, or by direct investment.

e Encourage the validation of information in BGP using authoritative databases.
This means (1) encouraging owners of IP address space to register address
blocks, whether in use in BGP or not, and the associated networks authorized
to originate them in BGP in a publicly available routing database; and (2)
encouraging networks to integrate data from these authoritative sources to val-
idate information in BGP announcements before considering the information in
the route selection process. Validating information in BGP reduces the impact
of incorrect and potentially illicit routing information even in partial deploy-
ment. Although only validating IP prefixes and origin ASes still allows other
attacks and misocnfiguration to spread, it is a relevant first step that reduces
the impact of basic—widely used— forms of attacks.

e Mitigate non-technical barriers to adoption of BGP information validation (e.g.,
using the RPKI framework or IRRs). These include legal barriers (e.g., con-
tracting terms between address owners and RIRs), and lack of organizational
ownership in the software development of key components of security mecha-
nisms (e.g., reaching maturity in key software packages). These barriers indeed
make it harder for network operators, and specially early adopters of security
practices, to integrate security practices in their usual operation, which can
significantly delay—and totally stall—their adoption.

e Organize an ongoing assessment of the overall state of routing security, the steps
being undertaken to improve it, and the actions taken by different parties. Pro-
viding an ongoing assessment generates incentives to the individual parties to do
their part, identifies continuing barriers to progress, and provides information
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to the larger community about the current levels of security and what barriers
remain.

These actions are focused on promoting cooperation between networks and other
relevant actors in securing Internet routing. By changing the structure of the dilemma
with government creating the necessary incentives or bottom-up private sector ini-
tiatives calling for action, and by lowering non-technical barriers of adoption, these
actions would move routing towards better security. Having these actions pursuing
collective adoption of security practices also reduces the collateral damage of individ-
ual organizations deciding to adopt stronger security practices, leveling the playing
field. The efforts to track progress and monitor compliance will create a level of
accountability for the behaviors and practices of the various actors, which again con-
tributes to the shared sense of trust among those actors.

3 Future directions

Much has changed in the Internet since the first version of the Border Gateway
Protocol (BGP) was standardized in 1989. In particular, the scale of the Internet
makes it very difficult to detect unwanted and malicious behavior from networks
in BGP. To reduce the spread of routing misconfigurations and attacks, network
operators need to adopt better security practices. However, although there has been
much work on routing security proposal in the last 30 years, little has changed in
operational environments. This dissertation provided evidence-based insights on how
to improve the adoption of BGP security. In Section 1 of this chapter, many avenues
for future work are described in the discussion of barriers to the adoption of routing
security. The next paragraphs summarize those ideas.

A key challenge to support the adoption of routing security is to develop network
operators’ trust in the supporting infrastructure of security mechanisms and their
operational management, as well as in the ability of other networks to properly inte-
grate those mechanism in their BGP operation. Therefore, tackling the question of
how to build network operators’ trust in security frameworks will be critical to reach
high-levels of adoptions. What information do network operators need to integrate
security mechanisms in their operation? At what granularity”? Answering these ques-
tions would help design appropriate methods to make transparent and easily available
information that can lower the barriers to adoption of routing security practices.

Developing monitoring systems to assess the behavior and operation of infrastruc-
ture supporting routing security can contribute to increase trust in the organization
managing in the infrastructure. Having publicly available data that makes trans-
parent key aspects of supporting infrastructures’ operation and how networks have
integrated those mechanisms in their operation, gives empirical evidence for network
operators to evaluate the trustworthiness of such infrastructures.

In addition, knowing other networks use a mechanism and how can encourage
the adoption of routing security. Thus, building monitoring systems that track all
types of practices that impact BGP security can provide information to ease the
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operationalization and prevent routing disruption in the adoption of BGP security.
Making networks’ posture with respect to security practices publicly available can
develop trust between networks. It becomes visible which networks are playing their
part to secure routing, encouraging other networks to act. As an example, the use
of route filtering and the validation of BGP data using Internet Routing Registries
(IRRs data) should be tracked over time and made publicly available.

Equally important, studying the usual and unusual routing behaviors in BGP, as
well as network reputation in general, can help build trust between networks. For
instance network’s overall burstiness of BGP announcements and changes at link level
in AS Paths can inform about networks’ usual operational behavior. Additionally,
developing new uses of automated methods to find different types of malicious be-
havior and evaluate their pervasiveness at scale and over time can inform network
reputation.

Moreover, building databases of ground truth routing events is key to improve
detection of interesting events for network reputation and to identify operational
practices and who is enforcing them. External datasets coming from mailing lists,
social networks and news can provide a starting point and timeframe of interesting
events.

Likewise, more work is needed to better understand critical BGP vulnerabilities to
fix and understand the capabilities and costs of malicious actors to adapt. In addition,
more empirical or simulation studies are needed to understand the viability and reach
of different kinds of hijacks, taking into account routing policies and deployment levels
of different routing security practices.

Finally, developing infrastructure to support ongoing measurements of both mali-
cious (actual hijacks) and misconfigurations that spread through the Internet, would
allow to gauge whether the state of security is getting better. Then, complement-
ing with measurements of benign activities could help assess collateral impairment of
benign operations and whether they are being properly detected and mitigated.
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