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#### Abstract

Reinforcement learning (RL) has recently emerged as a generic yet powerful solution for learning complex decision-making policies, providing the key foundational underpinnings of recent successes in various domains, such as game playing and robotics. However, many state-of-the-art algorithms are data-hungry and computationally expensive, requiring large amounts of data to succeed. While this is possible for certain scenarios, in applications arising in social sciences and healthcare for example, where available data is sparse, this naturally can be costly or infeasible. With the surging interest in applying RL to broader domains, it is imperative to develop an informed view about the usage of data involved in its algorithmic design.

This thesis hence focuses on studying the data efficiency of RL, through a structural perspective. Advancement along this direction naturally requires us to understand when and why algorithms are successful to begin with; and building upon such understanding, further improve the data efficiency of RL. To this end, this thesis begins by taking inspiration from the empirical successes. We consider the popular use of simulation-based Monte Carlo Tree Search (MCTS) in RL, as exemplified by the remarkable achievement of AlphaGo Zero, and probe the data efficiency of incorporating such a key ingredient. Specifically, we investigate the correct form to utilize such a tree structure for estimating values and characterize the corresponding data complexity. These results further enable us to analyze the data complexity of a RL algorithm that combines MCTS with supervised learning as done in AlphaGo Zero.

Having developed a better understanding, as a next step, we improve the algorithmic designs of simulation-based data-efficient RL algorithms that have access to a generative model. We provide such improvements for both bounded and unbounded spaces. Our first contribution is a structural framework through a novel lens of low-rank representation of the $Q$-function. The proposed data-efficient RL algorithm exploits the low-rank structure to perform pseudo-exploration by querying/simulating only a selected subset of state-action pairs, via a new matrix estimation technique. Remarkably, this leads to a significant (exponential) improvement in data complexity. Moving to our endeavor with unbounded spaces, one must first address the unique conceptual challenges incurred by the unbounded domains. Inspired by classical queueing systems, we propose an appropriate notion of stability for quantifying "goodness" of policies. Subsequently, by leveraging the stability structure of the underlying systems, we design efficient, adaptive algorithms with a modified, efficient


Monte Carlo oracle that guarantee the desired stability with a favorable data complexity that is polynomial with respect to the parameters of interest.

Altogether, through new analytical tools and structural frameworks, this thesis contributes to the design and analysis of data-efficient RL algorithms.
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## Chapter 1

## Introduction

Sequential decision-making is ubiquitous in a variety of domains in the real-world. In healthcare, treatment plans are applied sequentially and revised adaptively according to the progress and the observed health state of the patients. In robotic tasks such as locomotion and grasping, a sequence of appropriate actions that manipulates the robot must be executed sequentially in order to achieve the desired behavior. In personal investment, we make decisions to allocate the wealth to different assets from time to time, adjusting them so as to maximize the long-term wealth. A prominent feature of all the aforementioned examples is the long-term dependence: instead of just an immediate reward following an action, the decision maker seeks a sequence of actions that would maximize the cumulative long-term outcomes such as the eventual health of the patients or the eventual wealth after retirement.

Reinforcement Learning (RL) has recently emerged as a generic yet promising technique for sequential decision-making tasks. Typical settings of those tasks, such as the ones above, involve a decision maker interacting with the environment. Decisions (potentially sub-optimal) are attempted, with corresponding feedback from the environment received back by the decision maker. RL is precisely about learning from those interactions to seek an optimal policy, through the formal framework of Markov Decision Processes (MDP). In general, it has a rich history [158, 22, 82], but recent advancements in machine learning, optimization, statistics and importantly computational resources have truly pushed the boundary of modern RL techniques. RL, coupled with expressive function approximators such as neural networks, has been the main technique underpinning remarkable successes in a variety of domains, such as game playing [122, 150, 149], robotics [108, 86], recommendation system [35, 159], autonomous driving [136, 91] and healthcare [171, 127].

This thesis aims to further our understanding about modern RL algorithms. In particular, we will focus our investigation on the data efficiency through a "structural" lens, which will be made clearer throughout this thesis.

## ■ 1.1 Reinforcement Learning

We begin with a short introduction to Reinforcement Learning, including its generic setting and common notation used in this thesis, to setup the necessary background.

RL considers the problem of learning through agent-environment interaction. At each discrete time step $t$, an agent (or decision maker) begins at a state $s$ and then decides an action $a$ to take. Upon receiving the action, the environment transits to a next state $s^{\prime}$ via certain rules associated with the current state-action pair, $(s, a)$. The environment also returns a corresponding immediate reward for the state-action pair. The process is then repeated at the next time step $t+1$, and the agent's goal is to maximize the cumulative reward s/he could possibly get. In the previous example of personal investment, the state $s$ could be the distribution of wealth on different assets at the current time; the action $a$ could be to buy or sell some portions of the assets; the immediate reward could be the corresponding cash outflow or inflow; the distribution of wealth then changes as a result of the previous distribution and the buy/sell action.

Formally, the above setup can be described as an infinite-horizon discounted Markov Decision Process (MDP), which includes five components, $(\mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R}, \gamma) . \mathcal{S}$ and $\mathcal{A}$ are the state space and the action space, respectively. In this thesis, we generally consider continuous state space. $\mathcal{P}\left(s^{\prime} \mid s, a\right)$ is the unknown transition kernel which determines the probability of transitioning to state $s^{\prime} \in \mathcal{S}$ given the current state $s \in \mathcal{S}$ and action $a \in \mathcal{A}$. $\mathcal{R}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ is the reward function which determines the immediate reward (possibly random) received for taking action $a \in \mathcal{A}$ at state $s \in \mathcal{S}$. Finally, $\gamma \in(0,1)$ is the discounting factor. A policy $\pi(a \mid s)$ specifies the probability of selecting action $a \in \mathcal{A}$ at state $s \in \mathcal{S}$. The standard value function associated with a policy $\pi$ is defined as

$$
V^{\pi}(s)=\mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^{t} \mathcal{R}\left(s_{t}, a_{t}\right) \mid s_{0}=s\right],
$$

where $a_{t} \sim \pi\left(\cdot \mid s_{t}\right)$ and the expectation is taken with respect to the randomness of the state transition, the policy and the reward function (if random). That is, $V^{\pi}(s)$ is the discounted cumulative reward obtained by starting at state $s$ and following the policy $\pi$ to choose actions at each time step. The optimal value function, denoted by $V^{*}$, is the value function of the reward-maximizing policy, i.e.,

$$
V^{*}(s)=\sup _{\pi} V^{\pi}(s), \forall s \in \mathcal{S},
$$

and the corresponding reward-maximizing policy is commonly referred as the optimal policy, denoted by $\pi^{*}$. It is well understood that such an optimal policy exits in reasonable generality [23]. Another "value function" that is critical in designing several RL algorithms
is the state-action value function, or $Q$-function:

$$
Q^{\pi}(s, a)=\mathbb{E}[\mathcal{R}(s, a)]+\gamma \mathbb{E}_{s^{\prime} \sim \mathcal{P}(\cdot \mid s, a)}\left[V^{\pi}\left(s^{\prime}\right)\right] .
$$

In other words, $Q^{\pi}(s, a)$ is the discounted cumulative reward by starting at state $s$, taking action $a$ immediately and then following the policy $\pi$ afterwards. Similarly, we define the optimal $Q$-function, denoted by $Q^{*}$, as

$$
Q^{*}(s, a)=\mathbb{E}[\mathcal{R}(s, a)]+\gamma \mathbb{E}_{s^{\prime} \sim \mathcal{P}(\cdot \mid s, a)}\left[V^{*}\left(s^{\prime}\right)\right] .
$$

Generically speaking, RL concerns about either learning the optimal values, $V^{*}$ or $Q^{*}$, or learning the optimal policy, $\pi^{*}$. Throughout, to measure the data efficiency of an algorithm, we use the standard asymptotic notation, $O(\cdot)$ and $\Omega(\cdot)$, to quantify the number of samples involved. We also use $\tilde{O}(\cdot)$ and $\tilde{\Omega}(\cdot)$ to hide logarithmic factors for simplicity.

Terminology. Literature on RL is rich and is growing rapidly. In what follows, we provide a concise summary of the various classes of RL algorithms and the related terminologies, with the aim to provide better context for this thesis.

Model-free versus Model-based: as the name suggests, model-free methods learn the quantity of interest directly without learning a model of the environment (i.e., the transition kernel). A classical example is the $Q$-learning algorithm which iteratively updates the $Q$ value through temporal difference estimates [175, 122]. In contrast, for model-based RL methods, the transition dynamics is learnt and subsequently utilized for policy learning (e.g., direct planning through Model Predictive Control $[61,29]$ or data augmentation for modelfree methods) $[173,139,78,172,83,113,51,107,126,68]$. Thus far, model-free methods are generally more prevalent and more thoroughly developed due to their flexibility and ease of application [122, 121, 180, 140, 141, 110, 69, 59, 174, 75]. Learning a model accurately is fundamentally hard, and the bias can lead to poor policy learning. However, recent work has demonstrated that, when designed appropriately, model-based approaches can be far more data-efficient in terms of the number of samples required to learn a good policy and can also generalize as well as the state-of-the-art model-free methods [41, 42, 102, 83, 70]. Designing efficient RL methods, possibly through learning models, is an active research area.

Value-based versus Policy Optimization: recall that the agent's goal is to maximize the cumulative reward. Policy optimization achieves so by directly parameterizing the policy (i.e., $\pi_{\theta}(a \mid s)$ with parameter $\theta$ ) and then optimizing it through gradient steps with respect to objectives that are either the cumulative reward or some forms of approximations [176, 140, 141, 85]. In comparison, value-based methods do so indirectly by learning the value functions, in particular, the optimal $Q$-value. Methods in this class often parameterizes the $Q$-value (i.e., $Q_{\theta}(s, a)$ ) and typically optimizes it with respect to objective functions based
on the Bellman equation $[122,75,174,167,180,8]$. In addition, policy optimization methods are almost always updated in an on-policy manner, meaning that at each update step $k$, the data used must be generated according to the current policy $\pi_{\theta_{k}}$. Value-based methods, on the other hand, are mostly off-policy methods: they can utilize all the historical data, regardless of the underlying policies that generate them. Indeed, modern methods often include an experience reply buffer $[122,8]$ to effectively leverage such off-policy property. It is worth mentioning that the distinction of value-based or policy optimization methods is not strict. In fact, there is a variety of algorithms in between, often under the name of actor-critic methods $[98,110,69,59]$. They parameterize both the policy (i.e., the actor) and the value function (i.e., the critic) with the aim of improving the learning process from the help of each other. Further, modern implementation of some policy optimization methods also involves a parameterized value function, serving as a baseline to reduce the variance in the associated gradient estimates.

Online versus Offline: thus far, the vast majority of RL literature has focused on the "online" setting, where the agent is able to continuously and adaptively sample transition data during the learning process. Such online sampling is instructive in guiding the overall learning process, helping these methods effectively quantify and reduce uncertainty for unseen state-action pairs. However, this type of interaction with the environment can be costly or simply infeasible for numerous real-world applications such as healthcare, autonomous driving, and socio-economic systems. As a result, there has been a rapidly growing literature on "offline RL" (or batch RL) [109, 100, 112, 60, 105, 177, 5, 101, 183, 93], which focuses on leveraging pre-collected, fixed data to learn the RL quantity of interest. Naively, many (online) off-policy methods $[69,59,110,66,122]$ can be directly applied in this offline setting, as they are in principle designed to leverage historical data and to be independent of the data generating policies. Their performance, however, degrades significantly [60, 100]. Without the ability to perform online correction, these methods suffer severely from distributional shift [109] and simply fail most of the time. To tackle this challenge, the current literature often designs policies that are "close", in an appropriate sense, to the observed behavioural policy in the offline dataset, via directly quantifying and regularizing the uncertainty for a given state-action pair [100, 177, 60].

This Thesis. This thesis will explore both value and policy learning, in a model-free manner. Following literature on theoretical reinforcement learning, we consider the setup with the access of a generative model (i.e., a simulator) [84]. This means that the transition kernel $\mathcal{P}$ and the reward function $\mathcal{R}(s, a)$ are unknown, but the agent could access the transition data through querying the generative model at any state-action pair $(s, a)$. The complexity (or data efficiency) of an algorithm is then measured through the number of transition data required to achieve a certain guarantee. Naturally, we consider the online
setup where we are able to query the generative model at will throughout the process. After we develop a better understanding of the results, potential extensions and connections to other types of settings shall be discussed at the end of the thesis.

## - 1.2 Theme of The Thesis

With remarkable advancements in computational resources, the successes of many modern RL algorithms are often centered around the usage of huge amount of data and the cleverness in how they are leveraged. For instance, on Atari games, Deep Q-learning requires 50 millions training frames (around 38 days of game experience in total) and meanwhile, utilizes a reply buffer of 1 million frames to cleverly leverage past transition data to update and regularize the neural network [122]. In practice, different applications naturally admit different data patterns: some, such as video games and robotics, may be easy to request more data while others like healthcare may be costly or infeasible to do so. As RL is becoming increasingly popular and widely used across various domains, it is vital to develop a better understanding about the usage of data involved in its algorithmic design. Therefore, this thesis focuses on investigating the data efficiency of RL. This naturally leads to two quests: understanding and improvement. More precisely,

1. Can we characterize the data complexity for existing, empirically successful algorithms?
2. Further, can we design provably data-efficient RL algorithms?

This thesis will take a "structural" perspective to explore the above questions. To be successful or efficient, RL algorithms often utilize certain kinds of structures within the decision-making tasks. At a high level, this structure can be: (1) a different representation/viewpoint of the underlying problem, such as representing the next-steps transitions into trees and subsequently producing value estimates in the Monte Carlo Tree Search; (2) certain mathematical properties of the task, such as having Lipschitz or "low-rank" value functions or admitting a "stable" policy. While the term "structure" may be vague at this moment, we will unpack this perspective and its usefulness throughout the thesis. To achieve this, the thesis is divided into three parts. In the following, we give a preview of each part.

## ■ 1.2.1 Monte Carlo Tree Search

Arguably, one of the breakthroughs of RL in recent years is AlphaGo [148]. Go is traditionally considered as the most challenging classical games in artificial intelligence. Remarkably, AlphaGo defeated even world champions, setting new standards of superhuman performance. Such phenomenal success naturally motivates the investigation on its algorithm.

In particular, what is the data efficiency involved that leads to the superior performance empirically?

At a high level, the overall learning algorithm of AlphaGo Zero (AGZ) [150], a successive, improved version of AlphaGo, can be summarized as an effective combination of Monte Carlo Tree Search (MCTS) and supervised learning. The algorithm performs a kind of approximate dynamic programming with a simulator. It employs supervised learning to learn a policy/value function (represented by a neural network) based on samples generated via MCTS; the neural network is recursively used to estimate the value of leaf nodes in the next iteration of MCTS for simulation guidance, and the eventual sample data generated by the MCTS-based policy is applied for gradient update of the network parameters. In the first part of this thesis, we focus our investigation on the non-asymptotic behavior of MCTS, as it is the key component behind AGZ's success. This will also enable us to subsequently analyze the overall data complexity when it is combined with supervised learning for iteratively improving the estimation of value function.

As the name suggests, the key structure behind the power of MCTS is the tree representation. By viewing the multi-step transitions as trees, one can utilize the representation to design effective algorithms to evaluate the value of the current state by drawing insights from the bandit literature. Let us now elaborate this aspect. Consider for a moment that we only attempt to maximize a one-step reward, i.e., we start with the initial state $s_{0}$ and the process terminates after we take the first action $a_{1}$. This is commonly referred as the Multi-armed Bandit (MAB) problem [6, 13, 104, 27], where the goal is to discover amongst finitely many actions (or arms), the one with the best average reward while choosing as few non-optimal actions as possible during the learning process. The rewards for any given arm are assumed to be independent and identically distributed (i.i.d.). A common challenge in such setting is the exploration-exploitation tradeoff: should we choose the action that has the highest empirical reward so far or should we explore more options (potentially suboptimal) so as to discover the reward distribution better. The classical Upper Confidence Bound (UCB) algorithm resolves the tradeoff by utilizing the exponential concentration for such i.i.d. and hence stationary reward processes at each arm: at each time of the learning process, choose action with the maximal index (ties broken arbitrarily), where the index of an arm is defined as the empirical mean reward plus a bonus term which is a constant times $\sqrt{\log t / s}$. Here, $t$ is the total number of trials so far and $s \leq t$ is the number of times the particular action is chosen in these $t$ trials. Note that the bonus depends logarithmically on $t$.

The goal of MCTS is very similar to the MAB setup described above - choose an action at a given query state that gives the best average reward. However, instead of only a one-step immediate reward, the overall reward in general depends on the future actions.

Therefore, to determine the best action for the given state, one has to take future actions into account, and MCTS does this by simulating future via effectively expanding all possible future actions recursively in the form of trees. In essence, the optimal action at the root of such a tree is determined by finding optimal path in the tree. And determining this optimal path requires solving multiple MABs, one per each intermediate node within the tree. Apart from the MABs associated with the lowest layer of the tree, all the MABs associated with the intermediate nodes turn out to have rewards that are the rewards generated by MAB algorithms for nodes downstream. This creates complicated, hierarchically inter-dependent MABs. Even though, because of the similarity, it is still natural and tempting to directly apply the UCB algorithm for MAB to this hierarchical MAB on trees. That is, at each node of the tree, one applies the UCB algorithm with a logarithmic bonus to choose an action during the simulation. This in fact leads to one of the earliest and most popular form of MCTS, the UCT (Upper Confidence Bounds for Trees) algorithm [94, 95]. In [94, 95], certain asymptotic optimality property of UCT is claimed. The proof therein is, however, incomplete, as we discuss in greater details in Chapter 2.

Indeed, to determine the appropriate, UCB-like index algorithm for each node of the MCTS tree, it is essential to understand the concentration property of the rewards, i.e., concentration of regret for MABs associated with nodes downstream. In standard MAB, the logarithmic bonus term originates from the exponential concentration given the i.i.d rewards. In the MCTS tree, while the rewards at leaf level may enjoy exponential concentration due to independence, the regret of any algorithm even for such a MAB is unlikely to have exponential concentration in general $[12,137]$. Further, the MAB of our interest has nonstationary rewards due to strong dependence across hierarchy. Indeed, an oversight of this complication led [94, 95] to suggest UCT inspired by the standard UCB algorithm for MABs with stationary, independent rewards.

The goal of the first part of this thesis is hence to provide a rigorous theoretical foundation for MCTS with the correct concentration properties. We will show that the correct concentration should be polynomial instead of exponential. The analysis and the result can serve as an example for how one could extend and analyze a traditional MAB algorithm to the multi-step tree setup. This opens new directions such as adapting continuous armed bandit algorithm to MCTS with continuous domains [117]. Once this non-asymptotic guarantee of MCTS is established, we can then readily understand the data complexity of AlphaGo-style algorithm that combines MCTS with supervised learning. To summarize, we are interested in the following questions:

- What is the appropriate form of MCTS for which the asymptotic convergence property claimed in the literature [94, 95] holds?
- Can we rigorously establish the "strong policy improvement" property of MCTS when combined with supervised learning as observed in the literature (e.g., in [150])? If yes, what is the quantitative form of it?
- Does supervised learning combined with MCTS lead to the optimal policy, asymptotically? If so, what is its finite-sample (non-asymptotic) performance?


## ■ 1.2.2 Data-efficient "Low-rank" RL

Having analyzed the data efficiency of empirically successful algorithms, the natural next step is to consider how we could further improve the algorithmic designs of simulation-based RL methods. We start with compact domains in the second part of the thesis and focus on learning the optimal $Q$-value, $Q^{*}$.

Generic learning methods often suffer from "curse-of-dimensionality": the sample complexity for learning any quantity of interest often scales exponentially in the dimension. Specifically, in RL, by viewing the problem of learning $Q^{*}$ as a non-parametric regression problem, the classical minimax theory $[154,164]$ suggests that for $\varepsilon>0$, we need $\Omega\left(\varepsilon^{-\left(d_{1}+d_{2}+2\right)}\right)$ samples to learn an $\varepsilon$-optimal $Q$-function, when the (continuous) state and action spaces have dimensions $d_{1}$ and $d_{2}$ respectively and the $Q$-function is Lipschitz continuous over them. Here, an $\varepsilon$-optimal $Q$-function means an estimate $\hat{Q}$ that is uniformly close to $Q^{*}$ over the state-action domain, i.e.,

$$
\sup _{s \in \mathcal{S}, a \in \mathcal{A}}\left|\hat{Q}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon
$$

While this worst-case result is discouraging, practical RL tasks, as exemplified by empirical successes, seem to possess low-dimensional latent structures that make learning with limited data possible in the real world. Indeed, feature-based literature precisely aims to explain such phenomenon by positing that either the transition kernel [178, 179] or the value function [163, $119,129,114,184]$ is "structured", often linear in low-dimensional features associated with states and actions. For example, [178] considers feature-based linear transition model where the transition kernel $\mathcal{P}\left(s^{\prime} \mid s, a\right)=\sum_{k \in[K]} \phi_{k}(s, a) \psi_{k}\left(s^{\prime}\right)$ for a known feature map $\phi: \mathcal{S} \times \mathcal{A} \rightarrow$ $\mathbb{R}^{K}$ and some unknown functions $\psi_{1}, \psi_{2}, \ldots, \psi_{K}: \mathcal{S} \rightarrow \mathbb{R}$. Such structural knowledge then enables the design of an efficient $Q$-learning algorithm whose sample complexity scales with the feature dimension $K$ instead of the dimension of the state space and/or the action space. In general, while feature-based structures may be true, the algorithm may not have the knowledge of such feature map beforehand in practice; and relying on the hope of a neural network to find it might be too much to ask.

Motivated by this, the primary goal in this part of the thesis is to learn the optimal
$Q$-function in a data-efficient manner if it has a lower-dimensional representation, without the need of any additional information such as knowledge of features. Therefore, we ask the following key questions:

- Is there a universal representation of $Q$-function that allows for designing a dataefficient learning algorithm if the $Q$-function has a low-dimensional structure?
- If so, how to leverage the structure in a principled manner?

We will answer these in the affirmative by first developing a spectral representation of the $Q$-function for a generic RL task. Under mild technical conditions, we show that $Q^{*}$ admits a general representation:

$$
\begin{equation*}
Q^{*}(s, a)=\sum_{i=1}^{\infty} \sigma_{i} f_{i}(s) g_{i}(a), \quad \forall s \in \mathcal{S}, a \in \mathcal{A}, \tag{1.1}
\end{equation*}
$$

with $\sum_{i=1}^{\infty} \sigma_{i}^{2}<\infty$, and $\left\{f_{i}: i \in \mathbb{N}\right\}$ and $\left\{g_{i}: i \in \mathbb{N}\right\}$ being orthonormal sets of functions. That is, for any $\delta>0$, there exists $r(\delta)$ such that the $r(\delta)$ components in (1.1) provide $\delta$-approximation of $Q^{*}$. This inspires a parametric family of $Q^{*}$ parameterized by $r \geq 1$, i.e., $Q^{*}(s, a)=\sum_{i=1}^{r} \sigma_{i} f_{i}(s) g_{i}(a)$, with all Lipschitz $Q^{*}$ captured as $r \rightarrow \infty$. When $r$ is small, it suggests a form of lower-dimensional structure within $Q^{*}$ : we call such a $Q^{*}$ to have (low) rank r.

Given the above universal representation with the notion of dimensionality for $Q^{*}$ through its rank, we focus on leveraging the structure to learn $Q^{*}$ efficiently when $Q^{*}$ is of low rank $r$. To achieve this, let us take a matrix viewpoint of the $Q$-function to develop the intuition. Notice that for any set of $m$ states $\left\{s_{k}\right\}_{k=1}^{m}$ and $n$ actions $\left\{a_{\ell}\right\}_{\ell=1}^{n}$, the induced matrix $\left[Q^{*}\left(s_{k}, a_{\ell}\right): k \in[m], \ell \in[n]\right]$ has rank (at most) $r$. Naively, when the $m$ chosen states "cover" $\mathcal{S}$ finely ( $n$ actions cover $\mathcal{A}$, respectively) and suppose we also have a good estimate for the entire matrix, we can estimate $Q^{*}$ for the entire domain $\mathcal{S} \times \mathcal{A}$ by interpolating the estimates for the $m n$ entries. This leads to the sample complexity of $\tilde{O}\left(\varepsilon^{-\left(d_{1}+d_{2}+2\right)}\right)$, matching the mini-max lower bound. On the other hand, this also suggests that in order to further improve the sample complexity, we should aim to produce good estimate without estimating the whole matrix. In other words, if we are able to get a good estimate of the entire matrix by only estimating a selective portion of the entries instead of all the $m n$ entries, then such improvement will be directly translated to a reduced sample complexity.

The above intuition motivates the design of an appropriate, efficient matrix estimation technique, and this is precisely where the low-rank structure of $Q^{*}$ becomes crucial. In literature, matrix estimation concerns completing a $m \times n$ matrix from partial, noisy observation of it. This problem has been extremely well studied [132, 31, 32, 97, 34, 38, 49, 37] with provable recovery guarantees for low-rank matrices. However, most recovery guarantees are
given in terms of Frobenius norm of the error, or mean squared error. In our case, note that the completed matrix in fact contains operational meaning: each entry is an estimate of $Q^{*}\left(s_{k}, a_{l}\right), k \in[m]$ and $l \in[n]$. Therefore, in order to obtain an $\varepsilon$-optimal $Q$-function (in the $\ell_{\infty}$ sense) from the completed matrix, we need the matrix estimation technique to reliably estimate each entry, i.e., with $\ell_{\infty}$ error guarantee. This is technically hard and there are only limited results [52, 39]. To make matters worse, because an accurate estimate of $Q^{*}(s, a)$ necessarily depends on the infinite future, the measurement noise for estimating entries of the matrix in our setting can be unavoidably arbitrary (not necessarily zero mean) though bounded. Therefore, a new method is required and that is precisely what we will achieve.

To summarize, using the matrix estimation technique introduced and starting with 0 as initial estimate of $Q^{*}$, our estimate is improved iteratively by inter-leaving one-step lookahead (for estimating a portion of the entries) and matrix estimation (for completing the rest of the matrix). Such approach of leveraging the low-rank structure of $Q^{*}$ eventually leads to a data-efficient RL algorithm whose sample complexity only scales as $\tilde{O}\left(\varepsilon^{-\left(\max \left\{d_{1}, d_{2}\right\}+2\right)}\right)$.

## ■ 1.2.3 Stability in Unbounded State Space

In the last part of this thesis, we continue our investigation on data-efficient RL, but focusing on unknown dynamical systems with an unbounded state space. Such problems are ubiquitous in various application domains, as exemplified by scheduling for networked systems. While algorithms for the setting with finite, bounded or compact state spaces have been well studied, with both classical asymptotic results and recent non-asymptotic performance guarantees, literature on problems with unbounded state space is scarce, with few exceptions such as linear quadratic regulator $[1,50]$, where the structure of the dynamics is known. Indeed, the unboundedness of the state space presents with new challenges for algorithm or policy design, as well as analysis of policy in terms of quantifying the "goodness". As we will develop, the structure that helps to systematically explore and resolve those challenges is the stability of the system.

First, to exemplify the challenges involved, let us consider a simple example of discretetime queueing system with two queues as shown in Figure 1.1. Jobs arrive to queue $i \in\{1,2\}$ per Bernoulli process with rate $\lambda_{i} \in(0,1)$. A central server can choose to serve job from one of the queues at each time, and if a job from queue $i$ is chosen to serve, it departs the system with probability $\mu_{i} \in(0,1)$. That is, in effect $\rho_{i}=\lambda_{i} / \mu_{i}$ amount of "work" arrives to queue $i$ while total amount of work the system can do is 1 . The state of the system is $q=\left(q_{1}, q_{2}\right)$ with $q_{i}$ representing number of jobs in the $i$ th queue. The evolution of the system is controlled by a scheduling decision that specifies which queue $i \in\{1,2\}$ to serve at each time. Viewed as a MDP, the state space is $\mathcal{S}=\{0,1, \ldots\} \times\{0,1, \ldots\}$ and the action


Figure 1.1. A two queue network: arrival, service rates for queue $i \in\{1,2\}$ are $\lambda_{i}, \mu_{i}$, respectively.
space is $\mathcal{A}=\{1,2\}$. Operated under policy $\pi$, the server will serve queue $\pi(q)$ at state $q$. The problem of stochastic control of the network is to identify a policy that optimizes a given criterion (e.g., average or discounted total queue lengths).

In traditional RL approaches, the policy is trained offine using finitely many samples for finite, bounded or compact state spaces and then it is deployed in wild without further changes. Here, the term "offline" should not be confused with the offline RL setting introduced in Section 1.1. We use offline here to distinguish the stages between learning and deployment: for a real system, one can train a policy in the hindsight with finite samples and then deploy without changes when running the system (i.e., offline) or continuously train/update the policy while it is running (i.e., online). A natural adaption of the traditional RL approaches is by restricting the RL policy to a finite subset of the state space chosen appropriately or arbitrarily for training. However, even in our simple, motivating example, the system will reach a state $q$ not contained in the finite training data with non-zero probability. Due to unboundedness, such a state $q$ can be arbitrarily far from any training data, and hence the estimate for $q$ 's transition probabilities and value function will remain at their initial/default values (say 0 ) or will be highly inaccurate. With such an uninformative estimate, the corresponding policy will be independent of the state $q$ or simply erroneous. And it is likely that the policy may end up serving empty queue with a nonzero probability. This might cause the queues to grow unboundedly with strictly positive probability. Clearly, more sophisticated approaches to truncate systems are not going to help as they will suffer from a similar issue.

An alternative to truncation is to "compactify" the state space by mapping the unbounded space to a bounded set. The problem is then reduced to one with a bounded domain. However, traditional RL approaches may also fall short for the reduced problem: properties of the original problem that allow for efficient learning can be easily destroyed under the mapping. Consider a simple example where the state space is $\mathcal{S}=(-\infty, \infty)$. For continuous problems, certain smoothness property is necessary for efficient learning. Suppose that for the original MDP, the optimal value function $V^{*}$ that we wish to learn is $\zeta$-Lipschitz for a constant $\zeta>0$. Consider a natural mapping $z=\tanh s$, which "compactifies" the unbounded space $\mathcal{S}$ to $[-1,1]$. Using chain rule, we have $\left|\frac{\partial V^{*}}{\partial z}\right|=\left|\frac{\partial V^{*}}{\partial s} \cdot \frac{\partial s}{\partial z}\right| \leq \zeta \cdot\left|\frac{1}{1-z^{2}}\right|$. As the
original state $s$ approaches infinity, $z$ approaches either 1 or -1 , in which case the derivative becomes infinity, implying that the smoothness property is completely lost. Therefore, it is impossible to learn the function over the bounded set well with finite samples. Such issues will be exaggerated in higher dimensions. In general, this kind of state space compactification suffers similar issues as truncation: it necessarily discounts/skews large states, which are exactly the states we care about when studying stability. It seems extremely challenging to find a proper mapping that preserves all the nice properties; thus efficient learning in the "compactified" space is far from obvious if not impossible. Finally, another potential approach is to find "lower-dimensional structure" through functional approximation, e.g., by parametrizing the policy $\pi$ within some function classes (such as linear functions or neural networks). For this approach to work, the function class must be expressive enough to contain a stable policy. However, it is not at all clear, a priori, which parametric function class has this property, even for the simple example in Figure 1.1. This challenge is only exacerbated in more complicated systems. Although some approximation architectures work well empirically $[116,115,47]$, there is no rigorous performance guarantee in general.

To sum up, the traditional RL approaches for finite, bounded or compact state space are not well suited for systems with unbounded state space. Approaches that rely on offline training only are bound to fail as system will reach a state that is not observed in finitely many samples during offline training and hence, there is no meaningful guidance from the policy. Therefore, to learn a reasonable policy with an unbounded state space, the policy ought to be updated whenever a new scenario is encountered. That is, we need to consider online policies, i.e., one that is continuously updated upon incurring new scenarios. Another challenge is in analyzing or quantifying "goodness" of such a policy. Traditionally, the "goodness" of an RL policy is measured in terms of the error induced in approximating, for example, the optimal value function over the entire state space; usually measured through $\|\cdot\|_{\infty}$ norm error bound $[90,23]$. Since the state space is unbounded, expecting a good approximation of the optimal value function over the entire state space is not a meaningful measure. Therefore, we need an alternative to quantify the "goodness" of a policy. Overall, these motivate the investigation of the following questions:

1. What is the appropriate "goodness" of performance for a RL policy for unbounded state space?
2. Is there an online, data-driven RL policy that achieves such "goodness"? And if so, how does the number of samples required per time-step scale?

Inspired by queueing network and control theory, we introduce a notion of stochastic stability to quantify the "goodness" of a policy. Indeed, when facing systems with unbounded domains, it is often desired to operate the system under a small, bounded regime and to
be able to guide the system back to the regime when it occasionally leaves it. Back to our queueing example, this means a queueing network with small queue lengths and hence, smaller system delay. We introduce a formal definition of stability to quantify the above requirements. With the framework at hand, we then investigate how to obtain an online, efficient stable policy. The structure that enables this is the stability of the unknown optimal policy. Arguably, real system of interest ought to be stable under the policy with maximum reward. Indeed, operating under a small, bounded regime (and hence stable) is often highly correlated with the system performance, as exemplified in our queueing example. We hence consider systems with such a structure and will demonstrate an efficient, stable policy that also automatically adjusts its hyper-parameters based on formal statistical tests.

## ■ 1.3 Contributions

Through the studies of MCTS, low-rank $Q^{*}$ and stability, this thesis makes a step forward in understanding the data efficiency of RL by investigating the two quests posted in Section 1.2. The structures within each problem enable such analysis and improvement. Below, we summarize the methodological, algorithmic and technical contributions of this thesis.

## ■ 1.3.1 Methodological Contributions

Non-stationary MAB and Recursive Polynomial Concentration (Chapter 2). To overcome the challenges in analyzing the hierarchical dependence of the MCTS tree, we formulate an appropriate form of non-stationary MAB which correctly models the MAB at each of the node in the tree. For such a non-stationary MAB, we define UCB algorithm with appropriate index and under which we establish appropriate concentration of the induced regret. This, in turn, allows us to recursively define the UCT algorithm for MCTS, from the leaf level to the root level, by appropriately defining index for each of the node-action within the MCTS tree. By analyzing the concentration of each level, we conclude the desired concentration property at the root node, i.e., the output of MCTS.

Low-rank Representation (Chapter 3). Given state space $\mathcal{S}=[0,1]^{d_{1}}$ and action space $\mathcal{A}=[0,1]^{d_{2}}$, let $Q^{*}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ be the optimal $Q$-function for the RL task of interest. We consider the integral operator $K=K_{Q^{*}}$ induced by $Q^{*}$ that maps an integrable function $h: \mathcal{S} \rightarrow \mathbb{R}$ to $K h: \mathcal{A} \rightarrow \mathbb{R}$ such that $K h(a)=\int_{s \in \mathcal{S}} Q^{*}(s, a) h(s) d s, \forall a \in \mathcal{A}$. For Lipschitz $Q^{*}$, we show that $K$ is a Hilbert-Schmidt operator admitting generalized singular value decomposition. This leads to the spectral representation of $Q^{*}$ : $Q^{*}(s, a)=$ $\sum_{i=1}^{\infty} \sigma_{i} f_{i}(s) g_{i}(a), \forall s \in \mathcal{S}, a \in \mathcal{A}$. As mentioned, this inspires a parametric family of $Q^{*}$ parameterized by $r \geq 1$, i.e., $Q^{*}(s, a)=\sum_{i=1}^{r} \sigma_{i} f_{i}(s) g_{i}(a)$, with all Lipschitz $Q^{*}$ captured as $r \rightarrow \infty$. Importantly, when $r$ is small (i.e., $Q^{*}$ is low-rank), we introduce in Matrix

Estimation (ME) technique to "complete" estimation of $Q^{*}$ based on estimates for only a small, selective portion of the state-action space. Such usage of ME leads to a significant improvement on data efficiency, but has not been explored in RL before. To the best of our knowledge, this is the first work to show a provable, quantitative utility of exploiting the lowrank structure to reduce sample complexity in $Q$-learning. Moreover, the main methodology we develop remains valid and applicable to various problems in machine learning beyond RL, which involve a bi-variate function possessing a low-rank structure.

Notion of Stability (Chapter 4). For systems with unbounded state space, we introduce a notion of stability to quantify "goodness" of RL policies for unbounded state space inspired by the literature in queueing systems and control theory. Informally, a RL policy is stable if the system dynamics under the policy returns to a finite, bounded or compact subset of the system infinitely often - in the context of our queueing example, it would imply that queue sizes remain finite with probability 1 . For applications where instability implies unbounded cost, the notion of stability provides a meaningful notion of first-order optimality; Indeed, further refined notions of performance beyond stability, such as diffusion-approximation or heavy traffic analysis as typically considered in queueing systems would be natural next steps to consider.

## ■ 1.3.2 Algorithmic \& Technical Contributions

Corrected UCT for MCTS and Non-asymptotic Analysis (Chapter 2). We consider the following non-stationary MAB with a polynomial concentration, which serves as the key building block in analyzing MCTS. Given $[K]=\{1, \ldots, K\}$ actions or arms, let $X_{i, t}$ denote the reward generated by playing arm $i \in[K]$ for the $t$-th time. Let empirical mean over $n$ trials for arm $i$ be $\bar{X}_{i, n}=\frac{1}{n} \sum_{t=1}^{n} X_{i, t}$, and let $\mu_{i, n}=\mathbb{E}\left[\bar{X}_{i, n}\right]$ be its expectation. Suppose $\mu_{i, n} \rightarrow \mu_{i}$ as $n \rightarrow \infty$ for all $i \in[K]$ and let there exist constants, $\beta>1, \xi>0$, and $1 / 2 \leq \eta<1$ such that for every $z \geq 1$ and every integer $n \geq 1$,

$$
\mathbb{P}\left(\left|n \bar{X}_{i, n}-n \mu_{i}\right| \geq n^{\eta} z\right) \leq \frac{\beta}{z^{\xi}} .
$$

Note that for i.i.d. bounded rewards, above holds for $\eta=1 / 2$ for any finite $\xi$ due to exponential concentration. We propose to utilize the UCB algorithm where at time $t$, the $\operatorname{arm} I_{t}$ is chosen according to

$$
\begin{equation*}
I_{t} \in \arg \max _{i \in[K]}\left\{\bar{X}_{i, T_{i}(t-1)}+B_{t-1, T_{i}(t-1)}\right\}, \tag{1.2}
\end{equation*}
$$

where $T_{i}(t)=\sum_{l=1}^{t} \mathbb{I}\left\{I_{l}=i\right\}$ is the number of times arm $i$ has been played, up to (including) time $t$, and the bias or bonus term $B_{t, s}$ is defined as $B_{t, s}=\frac{\beta^{1 / \xi} \cdot t^{\eta(1-\eta)}}{s^{1-\eta}}$. Let $\mu_{*}=\max _{i \in[K]} \mu_{i}$
and let $\bar{X}_{n}$ denote the empirical average of the rewards collected. Then, we establish that $\mathbb{E}\left[\bar{X}_{n}\right]$ converges to $\mu_{*}$, and that for every $n \geq 1$ and every $z \geq 1$, a similar polynomial concentration holds:

$$
\mathbb{P}\left(\left|n \bar{X}_{n}-n \mu_{*}\right| \geq n^{\eta} z\right) \leq \frac{\beta^{\prime}}{z^{\xi^{\prime}}},
$$

where $\xi^{\prime}=\xi \eta(1-\eta)-1$, and $\beta^{\prime}>1$ is a large enough constant.
For MCTS, as discussed, the leaf nodes have rewards that can be viewed as generated per standard stationary MAB. Therefore, the rewards for each arm (or action) at the leaf level in MCTS satisfy the required concentration property with $\eta=1 / 2$ due to independence. Hence, from our result for non-stationary MAB above, we immediately obtain that we can recursively apply the UCB algorithm per (1.2) at each level in the MCTS with $\eta=1 / 2$ and appropriately adjusted constants $\beta$ and $\xi$. In effect, we obtain modified UCT where the bias or bonus term $B_{t, s}$ scales as $t^{1 / 4} / s^{1 / 2}$. This is in contrast to $B_{t, s}$ scaling as $\sqrt{\log t / s}$ in the standard UCB as well as UCT suggested in the literature [94, 95]. Interestingly enough, the empirical results of AGZ are obtained by utilizing a bonus term that scales as $t^{1 / 2} / s$. This is qualitatively similar to what our results suggest.

By recursively applying the convergence and concentration property of the non-stationary MAB for the resulting algorithm for MCTS, we establish that for any query state $s$ of the MDP, using $n$ simulations of the MCTS, we can obtain a value function estimation within error $\delta \varepsilon_{0}+O\left(n^{-1 / 2}\right)$, if we start with a value function estimation for all the leaf nodes within error $\varepsilon_{0}$ for some $\delta<1$ (independent of $n$, dependent on depth of MCTS tree). That is, MCTS is indeed asymptotically correct as was conjectured in the prior literature.

MCTS with Supervised Learning (Chapter 2). The result stated above for MCTS implies its "bootstrapping" property - if we start with a value function estimation for all states within error $\varepsilon$, then MCTS can produce estimation of value function for a given query state within error less than $\varepsilon$ with enough simulations. By coupling such improved estimations of value function for a number of query states, combined with expressive enough supervised learning, one can hope to generalize such improved estimations of value function for all states. That is, MCTS coupled with supervised learning can be a "strong policy improvement operator". Indeed, this is precisely what we establish by utilizing nearest neighbor supervised learning. Specifically, we establish that with $\widetilde{O}\left(\varepsilon^{-(4+d)}\right)$ number of samples, MCTS with nearest neighbor finds an $\varepsilon$ approximation of the optimal value function with respect to $\ell_{\infty}$-norm; here $d$ is the dimension of the state space. This is nearly optimal in view of a minimax lower bound of $\widetilde{\Omega}\left(\varepsilon^{-(2+d)}\right)$ [143].

Sample-efficient Low-rank RL (Chapter 3). Given the universal representation with the notion of dimensionality for $Q^{*}$ through its rank, we develop a data-efficient RL method.

Specifically, for any $\varepsilon>0$, our method finds $\hat{Q}$ such that $\left\|\hat{Q}-Q^{*}\right\|_{\infty}<\varepsilon \operatorname{using} \tilde{O}\left(\varepsilon^{-\left(\max \left\{d_{1}, d_{2}\right\}+2\right)}\right)$ samples, with the hidden constant in $\tilde{O}(\cdot)$ dependent on $r, \max \left\{d_{1}, d_{2}\right\}$. In contrast, the minimax lower bound for learning a generic Lipschitz $Q^{*}$ in the $L^{\infty}$ sense (also in the $L^{2}$-sense) is of $\Omega\left(\varepsilon^{-\left(d_{1}+d_{2}+2\right)}\right)$ [164]. That is, our method removes the dependence on the smaller of the two dimensions by exploiting the low-rank structure in $Q^{*}$. Note that this provides an exponential improvement in sample complexity, e.g., with $d_{1}=d_{2}=d$, our method requires the number of samples scaling as $\varepsilon^{-d-2}$ in contrast to $\varepsilon^{-2 d-2}$ required for generic Lipschitz $Q^{*}$. While low-rank representation of $Q^{*}$ enables theoretical guarantees, the proof is in the puddling: we find that for well-known control tasks, the underlying $Q^{*}$ has a low-rank structure. In particular, empirically, using our method that exploits the low-rank structure leads to a significant improvement in sample complexity over the method that does not.

Matrix Estimation (ME), A Novel Method (Chapter 3). Our data-efficient RL method relies on a novel low-rank Matrix Estimation method we introduce. Notice that for any set of $m$ states $\left\{s_{k}\right\}_{k=1}^{m}$ and $n$ actions $\left\{a_{\ell}\right\}_{\ell=1}^{n}$, the induced matrix $\left[Q^{*}\left(s_{k}, a_{\ell}\right): k \in\right.$ $[m], \ell \in[n]]$ has rank (at most) $r$. At a high level, to obtain the improved sample complexity as claimed, we wish to faithfully recover the $m \times n$ rank- $r$ matrix in the $\ell_{\infty}$ sense, by observing only $\tilde{O}(\max (m, n) r)$ entries with each entry having bounded, but arbitrary noise $\delta$. In the literature $[31,32,37,49]$, such a harsh setting has not been considered. In this work, we introduce a ME method that manages to recover the entire matrix with entry-wise error within $O(\delta)$ through adaptively sampling certain rows and columns. This advance in ME should be of independent interest. With this novel method, we improve our estimates of $Q^{*}$ iteratively by interleaving one-step lookahead and ME. This, ultimately leads to an $\varepsilon$-optimal $Q^{*}$ with desired data efficiency.

Sample Efficient Stable RL Policy (Chapter 4). As a proof of concept, we present a simple RL policy using a Sparse Sampling Monte Carlo oracle [88] that is stable for any MDP, as long as the optimal policy respects a Lyapunov function with drift condition. Our policy does not require knowledge of or access to such a Lyapunov function. It recommends an action at each time using finitely many simulations of the MDP through the oracle. That is, the policy is online and guarantees stability for each trajectory starting without any prior training. The number of samples required at each time step scales as $O\left(\left(\frac{1}{\alpha^{4}} \log ^{2} \frac{1}{\alpha}\right)^{O\left(\log \frac{1}{\alpha}\right)}\right)$, where $-\alpha<0$ is the drift in Lyapunov function.

To further improve the data efficiency, for MDPs with Lipschitz optimal value function, we propose a modified Sparse Sampling Monte Carlo oracle for which the number of samples required at each time step scales as $O\left(\frac{1}{\alpha^{2 d+4}} \log ^{d+1} \frac{1}{\alpha}\right)$, where $d$ is the dimension of the state space. That is, the sample complexity becomes polynomial in $1 / \alpha$ from being superpolynomial with the vanilla oracle. The efficient oracle utilizes the minimal structure of smoothness in the optimal value function and should be of interest in its own right, as it
provides sample complexity improvement for all policies in the literature where such an oracle plays a key role, e.g., [89, 128].

Adaptive Algorithm Based on a Statistical Test (Chapter 4). While the algorithm does not require knowing the Lyapunov function itself, it does have a parameter whose optimal value depends on the drift parameter of the Lyapunov function. Therefore, we further develop an adaptive, agnostic version of our algorithm that automatically searches for an appropriate tuning parameter. We establish that either this algorithm discovers the right value and hence ensures stability, or the system is near-stable in the sense that $\left\|s_{t}\right\| / \log ^{2} t=O(1)$ as $t \rightarrow \infty$. The near-stability is a form of sub-linear regret. For example, in the context of a queueing system, this would correspond to queues growing as $O\left(\log ^{2} t\right)$ with time in contrast to $O(1)$ queues for stable (or optimal) policy. Further, in the context of queueing systems, it would imply the so-called "rate" stability [46] - to the best of our knowledge, this is first such general RL policy for generic queueing systems with such a property.

## - 1.4 Organization of the Thesis

The rest of the thesis is organized as follows. In Chapter 2, we focus on analyzing the data complexity of MCTS and the resulting learning algorithm when combined with supervised learning. Chapter 3 investigates data-efficient RL algorithms for low-rank $Q^{*}$ via matrix estimation techniques. In Chapter 4, we study efficient, stable policy for problems with unbounded state space. Each of the chapters is structured to be self-contained with additional necessary background introduced. Finally, we conclude in Chapter 5 with additional remarks and future directions. Appendices A and B provide additional results and discussions for Chapters 2 and 3, respectively.

## ■ 1.5 Bibliographic Note

Preliminary versions of the results in Chapter 2 appeared in [144]. Chapter 3 is based on the work [142]. Finally, earlier versions of the results in Chapter 4 can be found in [145].

# Non-asymptotic Analysis of Monte Carlo Tree Search 

We formally start our investigation on data efficiency of reinforcement learning in this chapter. Motivated by the impressive achievements of AlphaGo Zero (AGZ) [150], we are curious to develop some theoretical understanding about the data efficiency involved in its algorithmic design. To this end, this chapter studies the popular tree-based search strategy within the framework of RL, the Monte Carlo Tree Search (MCTS).

MCTS is a search framework for finding optimal decisions, based on the search tree built by random sampling of the decision space [26]. Since MCTS was first introduced, many variations and enhancements have been proposed, and it has been widely used in sequential decision makings that have a tree structure, exemplified by games and planning problems. In particular, as mentioned in Section 1.2.1, MCTS is arguably one of the key components accounting for the success of AGZ: it is recursively applied to generate training samples, upon which supervised learning methods are employed to learn a policy/value function (represented by deep neural networks).

Despite the wide application and empirical success of MCTS, there is only limited work on theoretical guarantees of MCTS and its variants. Arguably, one of the most important and popular work in this area is [94, 95], which propose running tree search by applying the Upper Confidence Bound (UCB) algorithm - originally designed for stochastic multi-arm bandit (MAB) problems [6, 13] - to each node of the tree for balancing exploration and exploitation within the tree search. This leads to the so-called UCT (Upper Confidence Bounds for Trees) algorithm, which is one of the popular forms of MCTS in practice. While UCT is believed to provide an approximately optimal value function for a given state with enough simulations [94, 95], the claimed proof of this property is incomplete, as we discuss in greater details in Section 2.1. More importantly, naively following the insights from the stochastic MAB literature is problematic. With logarithmic bonus in [94], UCT as suggested in effect requires exponential concentration of regret for the underlying non-stationary MAB associated with each node in the tree, which is unlikely to hold in general even for stationary

MAB as pointed out in [12]. .
Indeed, rigorous analysis of MCTS is subtle, even though its asymptotic convergence may seem natural. A key challenge is that the tree policy (e.g., UCT) for selecting actions typically needs to balance exploration and exploitation, so the random sampling process at each node is non-stationary (non-uniform) across multiple simulations. A more severe difficulty arises due to the hierarchical/iterative structure of tree search, which induces complicated probabilistic dependency between a node and the nodes within its sub-tree. Specifically, as part of simulation within MCTS, at each intermediate node (or state), the action is chosen based on the outcomes of the past simulation steps within the sub-tree of the node in consideration. Such strong dependencies across time (i.e., depending on the history) and space (i.e., depending on the sub-trees downstream) amongst nodes make the analysis non-trivial.

As the key contribution of this chapter, we establish polynomial concentration property of regret for a class of non-stationary MAB. We show that the non-stationary reward process at each node of the simulation tree indeed respects such a polynomial concentration. This in turn establishes that the MCTS with appropriate polynomial rather than logarithmic bonus term in UCB has the claimed property of [94, 95]. Interestingly enough, empirically successful approaches [150] utilize a similar polynomial form of MCTS as suggested by our result (cf. Section 2.3.2). Using this as a building block, we analyze a stylized, abstract version of AGZ's algorithm by combining MCTS with supervised learning iteratively. In particular, we argue that MCTS, combined with nearest neighbor supervised learning, acts as a "policy improvement" operator, i.e., it iteratively improves value function approximation for all states, due to combining with supervised learning, despite evaluating at only finitely many states. In effect, we establish that to learn an $\varepsilon$-optimal value function with respect to $\ell_{\infty}$ norm, MCTS combined with nearest neighbor requires a sample size scaling as $\widetilde{O}\left(\varepsilon^{-(d+4)}\right)$, where $d$ is the dimension of the state space. This is nearly optimal due to a minimax lower bound of $\widetilde{\Omega}\left(\varepsilon^{-(d+2)}\right)$, suggesting the strength of the variant of MCTS we propose here and our resulting analysis.

Organization of Chapter 2. We structure Chapter 2 as follows. To begin with, a literature survey on MCTS is provided in Section 2.1. Then, Section 2.2 states the formal setting considered and the conditions required in this chapter. With this background, Section 2.3 describes the Monte Carlo Tree Search algorithm and our main result on its non-asymptotic analysis. Section 2.4 then focuses on a reinforcement learning method that combines MCTS with nearest neighbor supervised learning. It describes the finite-sample guarantees of the method for finding $\varepsilon$-optimal value function with respect to $\ell_{\infty}$ norm. The remaining sections of this chapter provide all the technical details. In order to prove our claims, Section 2.5 introduces a form of non-stationary multi-arm bandit and an upper confidence bound policy
for it. For this setting, we present the concentration of induced regret and prove it in Section 2.6. This is a key result and serves as the building block, with which we establish the desired property of MCTS in Section 2.7. Section 2.8 finishes the proof for the guarantees of the RL method using MCTS. Further, with the main insights developed, we extend our results to the general stochastic setting in Section 2.9. Finally, we conclude this chapter in Section 2.10. Supplementary results on the proof of a related lower bound as well as toy numerical experiments are provided in Appendices A. 1 and A.2, respectively.

## - 2.1 Related Work

We discuss some of the existing work on MCTS and its various modifications used for RL. As previewed, MCTS is an approach for estimating the (optimal) value of states by building a search tree from Monte-Carlo simulations [94, 33, 45, 26]. In [94, 95], authors argue for the asymptotic convergence of MCTS with standard UCT. However, the proof is incomplete [160]. A key step towards proving the claimed result is to show the convergence and concentration properties of the regret for UCB under non-stationary reward distributions. In particular, to establish an exponential concentration of regret (Theorem 5, [95]), Lemma 14 is applied. However, it requires conditional independence of $\left\{Z_{i}\right\}$ sequence, which does not hold, hence making the conclusion of exponential concentration questionable. Therefore, the proof of the main result (Theorem 7, [95]), which applies Theorem 5 with an inductive argument, is a conjecture at best.

In fact, it may be infeasible to prove Theorem 5 in [95] as it was stated. For example, the work of [12] shows that for bandit problems, the regret under UCB concentrates around its expectation polynomially, rather than exponentially as desired in [95] (e.g., if the essential infimum of the optimal arm's reward is below the mean reward of the second-best arm; see Theorem 10 of [12]). Further, authors in [137] prove that for any strategy that does not use the knowledge of time horizon, it is infeasible to improve this polynomial concentration and establish exponential concentration. Our result is consistent with these fundamental bounds of stationary MAB - we establish polynomial concentration of regret for non-stationary MAB, which plays a crucial role in our analysis of MCTS. Also see the work [124] for a discussion of the issues with logarithmic bonus terms for tree search.

While we focus on UCT in this chapter, we note that there are other variants of MCTS developed for a diverse range of applications. The work of [44] introduces flat UCB in order to improve the worst case regret bounds of UCT. In [138], MCTS is modified for single-player games by adding to the standard UCB formula a term that captures the possible deviation of the node. In the work by [156], a variant of MCTS is introduced for multi-player games by adopting the $\max ^{n}$ idea. In addition to turn-based games like Go and Chess, MCTS has also
been applied to real-time games (e.g., Ms. PacMan, Tron and Starcraft) and nondeterministic games with imperfect information. The applications of MCTS go beyond games, and appear in areas such as optimization, scheduling and other decision-making problems. We refer to the survey on MCTS by [26] for other variations and applications.

It has become popular recently to combine MCTS with deep neural networks, which serve to approximate the value function and/or policy [148, 150, 149]. For instance, in AlphaGo Zero, MCTS uses the neural network to query the value of leaf nodes for simulation guidance; the neural network is then updated with sample data generated by MCTS-based policy and used in tree search in the next iteration. The work of [16] develops generative adversarial tree search that generates roll-outs with a learned GAN-based dynamic model and reward predictor, while using MCTS for planning over the simulated samples and a deep $Q$-network to query the $Q$-value of leaf nodes.

In terms of theoretical results, the closest work to this chapter is [79], where they also consider a batch, MCTS-based reinforcement learning algorithm, which is a variant of AlphaGo Zero's algorithm. The key algorithmic difference from ours lies in the leaf-node evaluator of the search tree: they use a combination of an estimated value function and an estimated policy. The latest observations at the root node are then used to update the value and policy functions (leaf-node evaluator) for the next iteration. They also give a finite-sample analysis. However, their result and ours are quite different: in their analysis, the sample complexity of MCTS, as well as the approximation power of value/policy architectures, are imposed as an assumption; here we prove an explicit finite-sample bound for MCTS and characterize the non-asymptotic error prorogation under MCTS with non-parametric regression for leaf-node evaluation. Therefore, they do not establish "strong policy improvement" property of the MCTS.

Two other closely related papers are [162] and [87], which study a simplified MCTS for two-player zero-sum games. There, the goal is to identify the best action of the root in a given game tree. For each leaf node, a stochastic oracle is provided to generate i.i.d. samples for the true reward. In [162], authors give a high probability bound on the number of oracle calls needed for obtaining $\varepsilon$-accurate score at the root. The more recent paper [87] develops refined, instance-dependent sample complexity bounds. Compared to classical MCTS (e.g., UCT ), both the setting and the algorithms in the above papers are simpler: the game tree is given in advance, rather than being built gradually through samples; the algorithm proposed in [162] operates on the tree in a bottom-up fashion with uniform sampling at the leaf nodes. As a result, the analysis is significantly simpler and it is unclear whether the techniques can be extended to analyze other variants of MCTS.

It is important to mention the work of [33] that explores the idea of using UCB for adaptive sampling in MDPs. The approximate value computed by the algorithm is shown
to converge to the optimal value. We remark that their algorithm is different from the algorithm we analyze in this chapter. In particular, their algorithm proceeds in a depthfirst, recursive manner, and hence involves using UCB for a stationary MAB at each node. In contrast, the UCT algorithm we study involves non-stationary MABs, hence our analysis is significantly different from theirs. We refer the readers to the work by [94] and [45] for further discussion of the difference. Another related work by [88] studies a sparse sampling algorithm for large MDPs. This algorithm is also different from the MCTS family we analyze in this chapter. Relatedly, [14] considers a setting with finite horizon and continuous action space. During the tree simulation, a progressive widening technique is used to decide when to sample (add) a new action at each step; if no new action is needed for the current step, UCT is then extended with a specific choice and parameter of polynomial bonus for action selection. In contrast, we consider an infinite horizon setting. More importantly, we establish guarantees for a class of polynomial bonus forms determined by the set of inter-dependent algorithmic parameters. Again, this is made possible by introducing an appropriate form of non-stationary MAB, which could be of independent interest. Recently, this idea is further extended by [117] to establish results for MCTS with a continuous armed bandit strategy, which shows more favorable performance than the algorithm proposed by [14]. Finally, we remark that the work by [56] studies multiple-step lookahead policies in RL, which can be implemented via MCTS.

## - 2.2 Setup and Problem Statement

## - 2.2.1 MDP Regularity

We consider the setup of infinite-horizon discounted Markov Decision Process (MDP) as reviewed in Section 1.1. To recap, this is described by a five-tuple $(\mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R}, \gamma)$, where $\mathcal{S}$ is the set of states, $\mathcal{A}$ is the set of actions, $\mathcal{P} \equiv \mathcal{P}\left(s^{\prime} \mid s, a\right)$ is the Markovian transition kernel, $\mathcal{R}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ is a random reward function, and $\gamma \in(0,1)$ is a discount factor. At each time step, the system is in some state $s \in \mathcal{S}$. When an action $a \in \mathcal{A}$ is taken, the state transits to a next state $s^{\prime} \in \mathcal{S}$ according to the transition kernel $\mathcal{P}$ and an immediate reward is generated as an independent sample according to the distribution of $\mathcal{R}(s, a)$. Again, We consider the setup with access to the generative model (i.e., a simulator) [84], which is a common setting in the theoretical reinforcement learning literature. Precisely, we assume that the agent has knowledge of $\mathcal{S}, \mathcal{A}$ and $\gamma$. The transition kernel $\mathcal{P}$ and the rewards $\mathcal{R}$ are unknown, but the agent could query the generative model at any given state-action pair $(s, a)$ to obtain a sample of next state and the associated immediate reward.

In this chapter, we focus on estimating the optimal value function $V^{*}$. Recall that the value function $V^{\pi}(s)$ associated with a policy $\pi$ is defined as the expected discounted sum
of rewards received by following the policy $\pi$ from the initial state $s$, and $V^{*}$ is the value function of the reward-maximizing policy, i.e., $V^{*}(s)=V^{\pi^{*}}(s)=\sup _{\pi} V^{\pi}(s), \forall s \in \mathcal{S}$. It is well understood that such an optimal policy/value exists in reasonable generality [23]. In this chapter, we restrict our attention to the MDPs with the following regularity conditions.

1. (Compact domain) The action space $\mathcal{A}$ is a finite set and the state space $\mathcal{S}$ is a compact subset of $d$ dimensional set; without loss of generality, let $\mathcal{S}=[0,1]^{d}$;
2. (Bounded reward) The immediate rewards are random variables, uniformly bounded such that $\mathcal{R}(s, a) \in\left[-R_{\max }, R_{\max }\right], \forall s \in \mathcal{S}, a \in \mathcal{A}$ for some $R_{\max }>0$;
3. (Deterministic transition) The state transitions are deterministic, i.e. $\mathcal{P} \equiv \mathcal{P}\left(s^{\prime} \mid s, a\right) \in$ $\{0,1\}$ for all $s, s^{\prime} \in \mathcal{S}, a \in \mathcal{A}$.

Define $\beta \triangleq 1 /(1-\gamma)$ and $V_{\max } \triangleq \beta R_{\max }$. Since all the rewards are bounded by $R_{\max }$, it is easy to see that the absolute value of the value function for any state under any policy is bounded by $V_{\max }[58,155]$.

On Deterministic Transition. Traditional AI game research has been focused on deterministic games with a tree representation. MCTS has been extensively utilized in such deterministic transition problems [26], as demonstrated by the recent successes of MCTS in Go [150], Chess [149] and Atari games [67]. There has been an extensive theoretical literature on the analysis of MCTS and related methods for deterministic transitions [26, 77, 124, 17], which provide crucial insights for more general scenarios in RL.

Having noted that, our analysis and results for deterministic transitions indeed naturally extend to the stochastic setting with minor modifications. Considering the importance of deterministic transition setting, as well as the clarity of our proof framework, we first develop the results and the associated analysis for the setting of deterministic transitions. After developing a good understanding of the main ideas, we shall extend them for the stochastic setting as described in Section 2.9.

## ■ 2.2.2 Value Function Iteration

We review the classical value function iteration which will be useful for our technical development. It is an iterative approach for finding optimal value function, $V^{*}$. To begin, the so-called Bellman equation characterizes the optimal value function as

$$
\begin{equation*}
V^{*}(s)=\max _{a \in \mathcal{A}}\left(\mathbb{E}[\mathcal{R}(s, a)]+\gamma V^{*}(s \circ a)\right), \tag{2.1}
\end{equation*}
$$

where $s \circ a \in \mathcal{S}$ is the notation to denote the state reached by applying action $a$ on state $s$. Under our considered setup, the transitions are deterministic and hence $s \circ a$ represents a
single, deterministic state rather than a random state.
The value function iteration effectively views (2.1) as a fixed point equation and tries to find a solution to it through a natural iteration. Precisely, let $V^{(t)}(\cdot)$ be the value function estimation in iteration $t$ with $V^{(0)}$ being arbitrarily initialized. Then, for $t \geq 0$, for all $s \in \mathcal{S}$,

$$
\begin{equation*}
V^{(t+1)}(s)=\max _{a \in \mathcal{A}}\left(\mathbb{E}[\mathcal{R}(s, a)]+\gamma V^{(t)}(s \circ a)\right) . \tag{2.2}
\end{equation*}
$$

It is well known [23] that value iteration is contractive with respect to $\|\cdot\|_{\infty}$ norm for all $\gamma<1$. Specifically, for $t \geq 0$, we have

$$
\begin{equation*}
\left\|V^{(t+1)}-V^{*}\right\|_{\infty} \leq \gamma\left\|V^{(t)}-V^{*}\right\|_{\infty} . \tag{2.3}
\end{equation*}
$$

## - 2.3 Monte Carlo Tree Search

Monte Carlo Tree Search (MCTS) has been quite popular recently in many of the reinforcement learning tasks. In effect, given a state $s \in \mathcal{S}$ and a value function estimate $\hat{V}$, it attempts to run the value function iteration for a fixed number of steps, say $H$, to evaluate $V^{(H)}(s)$ starting with $V^{(0)}=\hat{V}$ per (2.2). This, according to (2.3), would provide an estimate within error $\gamma^{H}\left\|\hat{V}-V^{*}\right\|_{\infty}$ - an excellent estimate of $V^{*}(s)$ if $H$ is large enough. The goal is to perform computation for value function iteration necessary to evaluate $V^{(H)}$ for state $s$ only and not necessarily for all states as required by traditional value function iteration. MCTS achieves this by simply "unrolling" the associated "computation tree". Another challenge that MCTS overcomes is the fact that value function iteration as in (2.2) assumes knowledge of model so that it can compute $\mathbb{E}[\mathcal{R}(\cdot, \cdot)]$ for any state-action pair. But in reality, rewards are observed through samples, not a direct access to $\mathbb{E}[\mathcal{R}(\cdot, \cdot)]$. MCTS tries to utilize the samples in a careful manner to obtain accurate estimation for $V^{(H)}(s)$ over the computation tree suggested by the value function iteration as discussed above. The concern of careful use of samples naturally connects it to multi-arm bandit like setting. We remark that in this chapter, our goal is to understand the theoretical (finite-sample) property of MCTS in estimating the value of the query state. Practical usage of MCTS may also involve constructing and executing a policy for the query state based on the simulation data.

Next, we present a detailed description of the MCTS algorithm in Section 2.3.1. This can be viewed as a correction of the algorithm presented in [94, 95]. We state its theoretical property in Section 2.3.2.

### 2.3.1 Algorithm

We provide details of a specific form of MCTS, which replaces the logarithmic bonus

```
Algorithm 1 Fixed-Depth Monte Carlo Tree Search
    Input: (1) current value oracle \(\hat{V}\), root node \(s^{(0)}\) and search depth \(H\);
            (2) number of MCTS simulations \(n\);
            (3) algorithmic constants, \(\left\{\alpha^{(i)}\right\}_{i=1}^{H},\left\{\beta^{(i)}\right\}_{i=1}^{H},\left\{\xi^{(i)}\right\}_{i=1}^{H}\) and \(\left\{\eta^{(i)}\right\}_{i=1}^{H}\).
    Initialization: for each depth \(h\), initialize the cumulative node value \(\tilde{v}^{(h)}(s)=0\)
    and visit count \(N^{(h)}(s)=0\) for every node \(s\) and initialize the cumulative edge value
    \(q^{(h)}(s, a)=0\).
    for each MCTS simulation \(t=1,2, \ldots, n\) do
        /* Simulation: select actions until reaching depth \(H * /\)
        for depth \(h=0,1,2, \ldots, H-1\) do
            at state \(s^{(h)}\) of depth \(h\), select an action (edge) according to
            \(a^{(h+1)}=\arg \max _{a \in \mathcal{A}} \frac{q^{(h+1)}\left(s^{(h)}, a\right)+\gamma \tilde{v}^{(h+1)}\left(s^{(h)} \circ a\right)}{N^{(h+1)}\left(s^{(h)} \circ a\right)}+\frac{\left(\beta^{(h+1)}\right)^{1 / \xi^{(h+1)}} \cdot\left(N^{(h)}\left(s^{(h)}\right)\right)^{\alpha^{(h+1)} / \xi^{(h+1)}}}{\left(N^{(h+1)}\left(s^{(h)} \circ a\right)\right)^{1-\eta^{(h+1)}}}\),
where dividing by zero is assumed to be \(+\infty\).
upon taking the action \(a^{(h+1)}\), receive a random reward \(r^{(h+1)} \triangleq \mathcal{R}\left(s^{(h)}, a^{(h+1)}\right)\) and transit to a new state \(s^{(h+1)}\) at depth \(h+1\).
        end for
        /* Evaluation: call value oracle for leaf nodes*/
        reach \(s^{(H)}\) at depth \(H\), call the current value oracle and let \(\tilde{v}^{(H)}\left(s^{(H)}\right)=\hat{V}\left(s^{(H)}\right)\).
        /* Update Statistics: quantities on the search path*/
        for depth \(h=0,1,2, \ldots, H-1\) do
            update statistics of nodes and edges that are on the search path of current simula-
            tion:
            visit count: \(N^{(h+1)}\left(s^{(h+1)}\right)=N^{(h+1)}\left(s^{(h+1)}\right)+1\)
            edge value: \(q^{(h+1)}\left(s^{(h)}, a^{(h+1)}\right)=q^{(h+1)}\left(s^{(h)}, a^{(h+1)}\right)+r^{(h+1)}\)
            node value: \(\tilde{v}^{(h)}\left(s^{(h)}\right)=\tilde{v}^{(h)}\left(s^{(h)}\right)+r^{(h+1)}+\gamma r^{(h+2)}+\cdots+\gamma^{H-1-h} r^{(H)}+\gamma^{H-h} \tilde{v}^{(H)}\left(s^{(H)}\right)\)
        end for
    end for
    Output: average of the value for the root node \(\tilde{v}^{(0)}\left(s^{(0)}\right) / n\).
```

term of UCT with a polynomial one. Overall, we fix the search tree to be of depth $H$. Similar to most literature on this topic, it uses a variant of the Upper Confidence Bound (UCB) algorithm to select an action at each stage (depth) in order to balance exploration and exploitation. That is, at a node, the action that corresponds to the highest mean reward plus an appropriate bonus term thus far is selected. A state at the next depth is then reached and the action selection process is repeated. At a leaf node (i.e., a state at depth $H$ ), we use the current value oracle $\hat{V}$ to evaluate its value, and this finishes one iteration of MCTS. Hence, one iteration of MCTS corresponds to one length $H$ path from
the root to the leaf. The rewards collected along the simulated path are then utilized to update values corresponding to the nodes/edges for simulation guidance at the subsequent iteration. Note that since we consider deterministic transitions, consequently, the tree is fixed once the root node (state) is chosen, and we use the notation $s \circ a$ to denote the next state after taking action $a$ at state $s$. Each edge represents a state-action pair, while each node represents a state. For clarity, we use superscript to distinguish quantities related to different depth. The pseudo-code for the MCTS procedure is given in Algorithm 1, and Figure 2.1 shows the structure of the search tree and related notation.


Figure 2.1. Notation and a sample simulation path of MCTS (thick lines).
In Algorithm 1, there are certain sequences of algorithmic parameters required, namely, $\alpha, \beta, \xi$ and $\eta$. The choices for these constants will become clear in our non-asymptotic analysis. At a higher level, the constants for the last layer (i.e., depth $H$ ), $\alpha^{(H)}, \beta^{(H)}, \xi^{(H)}$ and $\eta^{(H)}$ depend on the properties of the leaf nodes, while the rest are recursively determined by the constants one layer below. We note that in selecting action $a^{(h+1)}$ at each depth $h$ (i.e., Line 6 of Algorithm 1), the upper confidence term is polynomial in $n$ while a typical UCB algorithm would be logarithmic in $n$, where $n$ is the number of visits to the corresponding state thus far. The logarithmic factor in the original UCB algorithm was motivated by the exponential tail probability bounds. In our case, it turns out that exponential tail bounds for each layer seems to be infeasible without further structural assumptions. As mentioned
in Section 2.1, prior work $[12,137]$ has justified the polynomial concentration of the regret for the classical UCB in stochastic (independent rewards) multi-arm bandit setting. This implies that the concentration at intermediate depth (i.e., depth less than $H$ ) is at most polynomial. Indeed, we will prove these polynomial concentration bounds even for nonstationary (dependent, non-stationary rewards) multi-arm bandit that shows up in MCTS and discuss separately in Section 2.5.

## - 2.3.2 Analysis

Now, we state the following result on the non-asymptotic performance of the MCTS as described above.

Theorem 1. Consider an MDP satisfying the regularity conditions in Section 2.2.1. Let $H \geq 1$, and for $1 / 2 \leq \eta<1$, let

$$
\begin{align*}
\eta^{(h)} & =\eta^{(H)} \equiv \eta, \quad \forall h \in[H],  \tag{2.5}\\
\alpha^{(h)} & =\eta(1-\eta)\left(\alpha^{(h+1)}-1\right), \quad \forall h \in[H-1],  \tag{2.6}\\
\xi^{(h)} & =\alpha^{(h+1)}-1, \quad \forall h \in[H-1] . \tag{2.7}
\end{align*}
$$

Suppose that a large enough $\xi^{(H)}$ is chosen such that $\alpha^{(1)}>2$. Then, there exist corresponding constants $\left\{\beta^{(i)}\right\}_{i=1}^{H}$ such that for each query state $s \in \mathcal{S}$, the following claim holds for the output $\hat{V}_{n}(s)$ of MCTS with $n$ simulations:

$$
\begin{equation*}
\left|\mathbb{E}\left[\hat{V}_{n}(s)\right]-V^{*}(s)\right| \leq \gamma^{H} \varepsilon_{0}+O\left(n^{\eta-1}\right) \tag{2.8}
\end{equation*}
$$

where $\varepsilon_{0}=\left\|\hat{V}-V^{*}\right\|_{\infty}$ with $\hat{V}$ being the estimate of $V^{*}$ utilized by the MCTS algorithm for leaf nodes.

Since $\eta \in[1 / 2,1)$, Theorem 1 implies a best case convergence rate of $O\left(n^{-1 / 2}\right)$ by setting $\eta=1 / 2$. We note that the constant in the $O(\cdot)$-notation also depends on $\eta \in\left[\frac{1}{2}, 1\right)$. However, the leading impact of $\eta$ on $n$ is entirely captured through $n^{\eta-1}$. Therefore, the order-wise optimal convergence is achieved by the choice of $\eta=1 / 2$. With these parameter choices, the bonus term in the upper confidence bound (line 6 of Algorithm 1) scales as $\left(N^{(h)}\left(s^{(h)}\right)\right)^{1 / 4} / \sqrt{N^{(h+1)}\left(s^{(h)} \circ a\right)}$, that is, in the form of $t^{1 / 4} / \sqrt{S}$, where $t \equiv N^{(h)}\left(s^{(h)}\right)$ is the number of times that state $s^{(h)}$ at depth $h$ has been visited, and $S \equiv N^{(h+1)}\left(s^{(h)} \circ a\right)$ is the number of times action $a$ has been selected at state $s^{(h)}$. Interestingly enough, the empirical results of AGZ are obtained by utilizing a bonus that scales as $t^{1 / 2} / S$. This is qualitatively similar to what our results suggest.

High Probability Bound. Theorem 1 states bounds on expected estimation error in value
function, cf. (2.8). We remark that the proof is established via recursively arguing a certain form of convergence and polynomial concentration properties for the non-stationary value function estimate sequence for nodes at each depth. That is, starting with the convergence and polynomial concentration properties for nodes at depth $h+1$, we establish a similar form of convergence and polynomial concentration properties for nodes at depth $h$. We recursively apply this argument, starting from the leaf nodes, until reaching the root node. Therefore, the output $\hat{V}_{n}(s)$ of MCTS at root node also satisfies a form of polynomial concentration. Specifically, under the setup of Theorem 1, it follows that for every $n \geq 1$ and every $z \geq 1$

$$
\mathbb{P}\left(n \hat{V}_{n}(s)-n \mu^{*}(s) \geq n^{\eta} z\right) \leq \frac{\beta^{(1)}}{z^{\xi^{(0)}}}, \quad \mathbb{P}\left(n \hat{V}_{n}(s)-n \mu^{*}(s) \leq-n^{\eta} z\right) \leq \frac{\beta^{(1)}}{z^{\xi^{(0)}}}
$$

where $\eta, \xi^{(0)}$ and $\beta^{(1)}$ are some constants (see Theorem 1 and the proof in Section 2.7 for details). Here, $\mu^{*}(s)$ is the value function estimation for $s$ after $H$ iterations of value function iteration starting with $\hat{V}$. With the classical contraction result for value function iteration, i.e., $\left|\mu^{*}(s)-V^{*}(s)\right| \leq \gamma^{H} \varepsilon_{0}$, we obtain
$\mathbb{P}\left(n \hat{V}_{n}(s)-n V^{*}(s) \geq n^{\eta} z+\gamma^{H} \varepsilon_{0}\right) \leq \frac{\beta^{(1)}}{z^{\xi^{(0)}}}, \quad \mathbb{P}\left(n \hat{V}_{n}(s)-n V^{*}(s) \leq-n^{\eta} z-\gamma^{H} \varepsilon_{0}\right) \leq \frac{\beta^{(1)}}{z^{\xi^{(0)}}}$.

## ■ 2.4 Reinforcement Learning through MCTS with Supervised Learning

Recently, MCTS has been utilized prominently in various empirical successes of reinforcement learning including AlphaGo Zero (AGZ). Here, MCTS is combined with expressive supervised learning methods to iteratively improve the policy as well as the value function estimation. In effect, MCTS combined with supervised learning acts as a "policy improvement" operator.

Intuitively, MCTS produces an improved estimation of value function for a given state of interest, starting with a given estimation of value function by "unrolling" the "computation tree" associated with value function iteration. And MCTS achieves this using observations obtained through simulations. Establishing this improvement property rigorously was the primary goal of Section 2.3. Now, given such improved estimation of value function for finitely many states, a good supervised learning method can learn to generalize such an improvement to all states. If so, this is like performing value function iteration, but using simulations. Presenting such a policy and establishing such guarantees is the crux of this section.

To that end, we present a reinforcement learning method that combines MCTS with nearest neighbor supervised learning. For this method, we establish that indeed, with suf-
ficient number of samples, the resulting policy improves the value function estimation just like value function iteration. Using this, we provide a finite-sample analysis for learning the optimal value function within a given tolerance. We find it nearly matching a minimax lower bound in [143] which we recall in Section 2.4.4, and thus establish near minimax optimality of such a reinforcement learning method.

### 2.4.1 Reinforcement Learning Procedure

Here we describe the method to produce estimation of optimal value function $V^{*}$. Similar approach can be applied to obtain estimation of policy as well. Let $V^{(0)}$ be the initial estimation of $V^{*}$, and for simplicity, let $V^{(0)}(\cdot)=0$. We describe a procedure that iterates between use of MCTS and supervised learning to iteratively obtain estimation $V^{(\ell)}$ for $\ell \geq 1$, so that iteratively better estimation of $V^{*}$ is produced as $\ell$ increases. To that end, for $\ell \geq 1$,

- For appropriately sampled states $S^{\ell}=\left\{s_{i}\right\}_{i=1}^{m_{\ell}}$, apply MCTS to obtain improved estimations of value function $\left\{\hat{V}^{(\ell)}\left(s_{i}\right)\right\}_{i=1}^{m_{\ell}}$ using $V^{(\ell-1)}$ to evaluate leaf nodes during simulations.
- Using $\left\{\left(s_{i}, \hat{V}^{(\ell)}\left(s_{i}\right)\right\}_{i=1}^{m_{\ell}}\right.$ with a variant of nearest neighbor supervised learning with parameter $\delta_{\ell} \in(0,1)$, produce estimation $V^{(\ell)}$ of the optimal value function.

For completeness, the pseudo-code is provided in Algorithm 2.

```
Algorithm 2 Reinforcement Learning Procedure
    Input: initial value function oracle \(V^{(0)}(s)=0, \forall s \in \mathcal{S}\)
    for \(l=1,2, \ldots, L\) do
        /* improvement via MCTS */
        uniformly and independently sample states \(S^{\ell}=\left\{s_{i}\right\}_{i=1}^{m_{\ell}}\).
        for each sampled state \(s_{i}\) do
            apply the MCTS algorithm, which takes as inputs the current value oracle \(V^{(l-1)}\),
            the depth \(H^{(l)}\), the number of simulation \(n_{l}\), and the root node \(s_{i}\), and outputs an
            improved estimate for \(V^{*}\left(s_{i}\right)\) :
                    \(\hat{V}^{(l)}\left(s_{i}\right)=\operatorname{MCTS}\left(V^{(l-1)}, H^{(l)}, n_{l}, s_{i}\right)\)
        end for
        /* supervised learning */
        with the collected data \(\mathcal{D}^{(l)}=\left\{\left(s_{i}, \hat{V}^{(l)}\left(s_{i}\right)\right)\right\}_{i=1}^{m_{l}}\), build a new value oracle \(V^{(l)}\) via a
        nearest neighbor regression with parameter \(\delta_{l}\) :
\[
\begin{equation*}
V^{(l)}(s)=\text { Nearest } \operatorname{Neigbhor}\left(\mathcal{D}^{(l)}, \delta_{l}, s\right), \forall s \in \mathcal{S} . \tag{2.10}
\end{equation*}
\]
end for
11: Output: final value oracle \(V^{(L)}\).
```


### 2.4.2 Supervised Learning

For simplicity, we shall utilize the following variant of the nearest neighbor supervised learning parametrized by $\delta \in(0,1)$. Given state space $\mathcal{S}=[0,1]^{d}$, we wish to cover it with minimal (up to scaling) number of balls of radius $\delta$ (with respect to $\ell_{2}$-norm). To that end, since $\mathcal{S}=[0,1]^{d}$, one such construction is where we have balls of radius $\delta$ with centers being $\left\{\left(\theta_{1}, \theta_{2}, \ldots, \theta_{d}\right): \theta_{1}, \ldots, \theta_{d} \in \mathcal{Q}(\delta)\right\}$ where

$$
\mathcal{Q}(\delta)=\left\{\frac{1}{2} \delta i: i \in \mathbb{Z}, 0 \leq i \leq\left\lfloor\frac{2}{\delta}\right\rfloor\right\} \cup\left\{1-\frac{1}{2} \delta i: i \in \mathbb{Z}, 0 \leq i \leq\left\lfloor\frac{2}{\delta}\right\rfloor\right\} .
$$

Let the collection of these balls be denoted by $c_{1}, \ldots, c_{K(\delta, d)}$ with $K(\delta, d)=|\mathcal{Q}(\delta)|$. It is easy to verify that $\mathcal{S} \subset \cup_{i \in[K(\delta, d)]} c_{i}, K(\delta, d)=\Theta\left(\delta^{-d}\right)$ and $C_{d} \delta^{d} \leq \operatorname{volume}\left(c_{i} \cap \mathcal{S}\right) \leq C_{d}^{\prime} \delta^{d}$ for strictly positive constants $C_{d}, C_{d}^{\prime}$ that depends on $d$ but not $\delta$. For any $s \in \mathcal{S}$, let $j(s)=\min \left\{j: s \in c_{j}\right\}$. Given observations $\left\{\left(s_{i}, \hat{V}^{(\ell)}\left(s_{i}\right)\right\}_{i=1}^{m_{\ell}}\right.$, we produce an estimate $V^{(\ell)}(s)$ for all $s \in \mathcal{S}$ as follows:

$$
V^{(\ell)}(s)= \begin{cases}\frac{\sum_{i: s_{i} \in c_{j(s)}} \hat{V}^{(\ell)}\left(s_{i}\right)}{\left|\left\{i: s_{i} \in c_{j(s)}\right\}\right|}, & \text { if }\left|\left\{i: s_{i} \in c_{j(s)}\right\}\right| \neq 0  \tag{2.11}\\ 0 & \text { otherwise. }\end{cases}
$$

It is worth noting that other supervised learning algorithms could be used to achieve similar performance guarantees under appropriate conditions. In this work, as a concrete example, we instantiate the supervised learning algorithm with nearest neighbors for its simplicity as well as its generalization guarantee for smooth functions. As only the basic Lipschitz smoothness will be assumed (Assumption 1 in Section 2.4.3), we do not expect order-wise gain in terms of improving sample complexity from other learning methods. However, it could be beneficial to use a more refined method, e.g., local polynomial interpolation, if the underlying function posses higher-order smoothness or a parametric form.

### 2.4.3 Finite-sample Analysis

For finite-sample analysis of the proposed reinforcement learning method, we make the following structural assumption about the MDP. Specifically, we assume that the optimal value function (i.e., true regression function) is smooth in some sense. We note that some form of smoothness assumption for MDPs with continuous state/action space is typical for $\ell_{\infty}$ guarantee. The Lipschitz continuous assumption stated below is natural and representative in the literature on MDPs with continuous state spaces [124, 55, 54, 21].

Assumption 1 (Smoothness). The optimal value function $V^{*}: \mathcal{S} \rightarrow \mathbb{R}$ satisfies Lipschitz continuity with parameter $\zeta$, i.e., $\forall s, s^{\prime} \in \mathcal{S}=[0,1]^{d},\left|V^{*}(s)-V^{*}\left(s^{\prime}\right)\right| \leq \zeta\left\|s-s^{\prime}\right\|_{2}$.

Now we state the result characterizing the performance of the reinforcement learning policy described above. Details of the statement and the proof can be found in Section 2.8.

Theorem 2. Consider a MDP satisfying the regularity conditions in Section 2.2.1 and Assumption 1. Let $\varepsilon>0$ be a given error tolerance. Then, for $L=\Theta\left(\log \frac{\varepsilon}{V_{\max }}\right)$, with appropriately chosen $m_{\ell}, \delta_{\ell}$ for $\ell \in[L]$ as well as parameters in MCTS, the reinforcement learning algorithm produces estimation of value function $V^{(L)}$ such that

$$
\mathbb{E}\left[\sup _{s \in \mathcal{S}}\left|V^{(L)}(s)-V^{*}(s)\right|\right] \leq \varepsilon,
$$

by selecting $m_{\ell}$ states uniformly at random in $\mathcal{S}$ within iteration $\ell$. This, in total, requires $T$ number of state transitions (or samples), where

$$
T=O\left(\varepsilon^{-(4+d)} \cdot\left(\log \frac{1}{\varepsilon}\right)^{5}\right) .
$$

We note that in Theorem 2, the expectation is taken with respect to all the randomness in the algorithm, i.e., the randomness in sampling the states at each iteration (Line 4 of Algorithm 2) and the randomness in each query of the MCTS algorithm (Line 6 of Algorithm 2).

## ■ 2.4.4 Minimax Lower Bound

Leveraging the minimax lower bound for the problem of non-parametric regression [164, 154], recent work [143] establishes a lower bound on the sample complexity for reinforcement learning algorithms for general MDPs without additional structural assumptions. Indeed, the lower bound also holds for MDPs with deterministic transitions (the proof is provided in Appendix A.1), which is stated in the following proposition.

Proposition 1. Given an algorithm, let $V_{T}$ be the estimation of $V^{*}$ after $T$ samples of state transitions for the given MDP. Then, for each $\varepsilon \in(0,1)$, there exists an instance of deterministic MDP such that in order to achieve

$$
\mathbb{P}\left(\left\|\hat{V}_{T}-V^{*}\right\|_{\infty}<\varepsilon\right) \geq 1-\varepsilon
$$

it must be that

$$
T \geq C^{\prime} d \cdot \varepsilon^{-(d+2)} \cdot \log \left(\frac{1}{\varepsilon}\right)
$$

where $C^{\prime}>0$ is a constant independent of the algorithm.
Proposition 1 states that for any procedure to learn the optimal value function within $\varepsilon$ approximation error, the number of samples required must scale as $\widetilde{\Omega}\left(\varepsilon^{-(2+d)}\right)$. Theorem 2
implies that the sample complexity of the proposed algorithm scales as $\widetilde{O}\left(\varepsilon^{-(4+d)}\right)$ (omitting the logarithmic factor). Hence, in terms of the dependence on the dimension, the proposed algorithm is nearly optimal. Optimizing the dependence of the sample complexity on other parameters is an important direction for future work.

## ■ 2.5 Non-stationary Multi-arm Bandit

In the next sections, we provide the proofs of the results stated before. We begin by introducing a class of non-stationary multi-arm bandit (MAB) problems, which will play a crucial role in analyzing the MCTS algorithm. To that end, let there be $K \geq 1 \mathrm{arms}$ or actions of interest. Let $X_{i, t}$ denote the random reward obtained by playing the arm $i \in[K]$ for the $t$ th time with $t \geq 1$. Let $\bar{X}_{i, n}=\frac{1}{n} \sum_{t=1}^{n} X_{i, t}$ denote the empirical average of playing arm $i$ for $n$ times, and let $\mu_{i, n}=\mathbb{E}\left[\bar{X}_{i, n}\right]$ be its expectation. For each arm $i \in[K]$, the reward $X_{i, t}$ is bounded in $[-R, R]$ for some $R>0$, and we assume that the reward sequence, $\left\{X_{i, t}: t \geq 1\right\}$, is a non-stationary process satisfying the following convergence and concentration properties:
A. (Convergence) the expectation $\mu_{i, n}$ converges to a value $\mu_{i}$, i.e.,

$$
\begin{equation*}
\mu_{i}=\lim _{n \rightarrow \infty} \mathbb{E}\left[\bar{X}_{i, n}\right] . \tag{2.12}
\end{equation*}
$$

B. (Concentration) there exist three constants, $\beta>1, \xi>0$, and $1 / 2 \leq \eta<1$ such that for every $z \geq 1$ and every integer $n \geq 1$,

$$
\begin{equation*}
\mathbb{P}\left(n \bar{X}_{i, n}-n \mu_{i} \geq n^{\eta} z\right) \leq \frac{\beta}{z^{\xi}}, \quad \mathbb{P}\left(n \bar{X}_{i, n}-n \mu_{i} \leq-n^{\eta} z\right) \leq \frac{\beta}{z^{\xi}} \tag{2.13}
\end{equation*}
$$

## ■ 2.5.1 Algorithm

Consider applying the following variant of Upper Confidence Bound (UCB) algorithm to the above non-stationary MAB. Define upper confidence bound for arm or action $i$ when it is played $s$ times in total of $t \geq s$ time steps as

$$
\begin{equation*}
U_{i, s, t}=\bar{X}_{i, s}+B_{t, s}, \tag{2.14}
\end{equation*}
$$

where $B_{t, s}$ is the bonus term. Denote by $I_{t}$ the arm played at time $t \geq 1$. Then,

$$
\begin{equation*}
I_{t} \in \arg \max _{i \in[K]}\left\{\bar{X}_{i, T_{i}(t-1)}+B_{t-1, T_{i}(t-1)}\right\}, \tag{2.15}
\end{equation*}
$$

where $T_{i}(t)=\sum_{l=1}^{t} \mathbb{I}\left\{I_{l}=i\right\}$ is the number of times arm $i$ has been played, up to (including) time $t$. We shall make specific selection of the bonus term $B_{t, s}$ as

$$
\begin{equation*}
B_{t, s}=\frac{\beta^{1 / \xi} \cdot t^{\alpha / \xi}}{s^{1-\eta}} \tag{2.16}
\end{equation*}
$$

A tie is broken arbitrarily when selecting an arm. In the above, $\alpha>0$ is a tuning parameter that controls the exploration and exploitation trade-off. Let $\mu_{*}=\max _{i \in[K]} \mu_{i}$ be the optimal value with respect to the converged expectation, and $i_{*} \in \arg \max _{i \in[K]} \mu_{i}$ be the corresponding optimal arm . We assume that the optimal arm is unique. Let $\delta_{i *, n}=\mu_{i_{*}, n}-\mu_{i_{*}}$, which measures how fast the mean of the optimal non-stationary arm converges. For simplicity, quantities related to the optimal arm $i_{*}$ will be simply denoted with subscript $*$, e.g., $\delta_{*, n}=\delta_{i_{*}, n}$. Finally, denote by $\Delta_{\min }=\min _{i \in[K], i \neq i_{*}} \Delta_{i}$ the gap between the optimal arm and the second optimal arm with notation $\Delta_{i}=\mu_{*}-\mu_{i}$.

### 2.5.2 Analysis

Let $\bar{X}_{n} \triangleq \frac{1}{n} \sum_{i=1}^{K} T_{i}(n) \bar{X}_{i, T_{i}(n)}$ denote the empirical average under the UCB algorithm (2.15). Then, $\bar{X}_{n}$ satisfies the following convergence and concentration properties.

Theorem 3. Consider a non-stationary MAB satisfying (2.12) and (2.13). Suppose that algorithm (2.15) is applied with parameter $\alpha$ such that $\xi \eta(1-\eta) \leq \alpha<\xi(1-\eta)$ and $\alpha>2$. Then, the following holds:

## A. Convergence:

$$
\left|\mathbb{E}\left[\bar{X}_{n}\right]-\mu_{*}\right| \leq\left|\delta_{*, n}\right|+\frac{2 R(K-1) \cdot\left(\left(\frac{2}{\Delta_{\min }} \cdot \beta^{1 / \xi}\right)^{\frac{1}{1-\eta}} \cdot n^{\frac{\alpha}{\xi(1-\eta)}}+\frac{2}{\alpha-2}+1\right)}{n} .
$$

B. Concentration: there exist constants, $\beta^{\prime}>1$ and $\xi^{\prime}>0$ and $1 / 2 \leq \eta^{\prime}<1$ such that for every $n \geq 1$ and every $z \geq 1$,

$$
\mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \geq n^{\eta^{\prime}} z\right) \leq \frac{\beta^{\prime}}{z^{\xi^{\prime}}}, \quad \mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \leq-n^{\eta^{\prime}} z\right) \leq \frac{\beta^{\prime}}{z^{\xi^{\prime}}},
$$

where $\eta^{\prime}=\frac{\alpha}{\xi(1-\eta)}, \xi^{\prime}=\alpha-1, \beta^{\prime}$ depends on $R, K, \Delta_{\min }, \beta, \xi, \alpha, \eta$.

### 2.6 Proof of Theorem 3

We establish the convergence and concentration properties of the variant of the Upper Confidence Bound algorithm described in Section 2.5 and specified through (2.14), (2.15) and (2.16).

## ■ 2.6.1 Establishing the Convergence Property

We define a useful notation

$$
\begin{equation*}
\Phi(n, \delta)=n^{\eta}\left(\frac{\beta}{\delta}\right)^{1 / \xi} \tag{2.17}
\end{equation*}
$$

We begin with a helpful lemma, which shows that the probability that a non-optimal arm or action has a large upper confidence is polynomially small. Proof is provided in Section 2.6.3.

Lemma 1. Let $i \in[K], i \neq i_{*}$ be a sub-optimal arm and define

$$
\begin{equation*}
A_{i}(t) \triangleq \min _{u \in \mathbb{N}}\left\{\frac{\Phi\left(u, t^{-\alpha}\right)}{u} \leq \frac{\Delta_{i}}{2}\right\}=\left\lceil\left(\frac{2}{\Delta_{i}} \cdot \beta^{1 / \xi} \cdot t^{\alpha / \xi}\right)^{\frac{1}{1-\eta}}\right\rceil \tag{2.18}
\end{equation*}
$$

For each $s$ and $t$ such that, $A_{i}(t) \leq s \leq t$, we have

$$
\mathbb{P}\left(U_{i, s, t}>\mu_{*}\right) \leq t^{-\alpha} .
$$

Lemma 1 implies that as long as each arm is played enough, the sub-optimal ones become less likely to be selected. This allows us to upper bound the expected number of sub-optimal plays as follows.

Lemma 2. Let $i \in[K], i \neq i_{*}$, then

$$
\mathbb{E}\left[T_{i}(n)\right] \leq\left(\frac{2}{\Delta_{i}} \cdot \beta^{1 / \xi}\right)^{\frac{1}{1-\eta}} \cdot n^{\frac{\alpha}{\xi(1-\eta)}}+\frac{2}{\alpha-2}+1 .
$$

Proof of Lemma 2 is deferred to Section 2.6.3.
Completing Proof of Convergence. By the triangle inequality,

$$
\left|\mu_{*}-\mathbb{E}\left[\bar{X}_{n}\right]\right|=\left|\mu_{*}-\mu_{*, n}\right|+\left|\mu_{*, n}-\mathbb{E}\left[\bar{X}_{n}\right]\right|=\left|\delta_{*, n}\right|+\left|\mu_{*, n}-\mathbb{E}\left[\bar{X}_{n}\right]\right| .
$$

The second term can be bounded as follows:

$$
\begin{align*}
& n\left|\mu_{*, n}-\mathbb{E}\left[\bar{X}_{n}\right]\right| \\
& =\left|\mathbb{E}\left[\sum_{t=1}^{n} X_{i_{*}, t}\right]-\mathbb{E}\left[\sum_{i=1}^{K} T_{i}(n) \bar{X}_{i, T_{i}(n)}\right]\right| \\
& \leq\left|\mathbb{E}\left[\sum_{t=1}^{n} X_{i_{*}, t}\right]-\mathbb{E}\left[T_{*}(n) \bar{X}_{i_{*}, T_{*}(n)}\right]\right|+\left|\mathbb{E}\left[\sum_{i=1, i \neq i_{*}}^{K} T_{i}(n) \bar{X}_{i, T_{i}(n)}\right]\right| \\
& =\left|\mathbb{E}\left[\sum_{t=T_{*}(n)+1}^{n} X_{i_{*}, t}\right]\right|+\left|\mathbb{E}\left[\sum_{i=1, i \neq i_{*}}^{K} T_{i}(n) \bar{X}_{i, T_{i}(n)}\right]\right| . \tag{2.19}
\end{align*}
$$

Recall that the reward sequences are assumed to be bounded in $[-R, R]$. Therefore, the first term of (2.19) can be bounded as follows:

$$
\left|\mathbb{E}\left[\sum_{t=T_{*}(n)+1}^{n} X_{i_{*}, t}\right]\right| \leq \mathbb{E}\left[\sum_{t=T_{*}(n)+1}^{n}\left|X_{i_{*}, t}\right|\right] \leq R \cdot \mathbb{E}\left[\sum_{i=1, i \neq i_{*}}^{K} T_{i}(n)\right] .
$$

The second term can also be bounded as:

$$
\left|\mathbb{E}\left[\sum_{i=1, i \neq i_{*}}^{K} T_{i}(n) \bar{X}_{i, T_{i}(n)}\right]\right| \leq R \cdot \mathbb{E}\left[\sum_{i=1, i \neq i_{*}}^{K} T_{i}(n)\right] .
$$

Hence, we obtain that

$$
\left|\mu_{*}-\mathbb{E}\left[\bar{X}_{n}\right]\right|=\left|\delta_{*, n}\right|+\left|\mu_{*, n}-\mathbb{E}\left[\bar{X}_{n}\right]\right| \leq\left|\delta_{*, n}\right|+\frac{2 R \cdot \mathbb{E}\left[\sum_{i=1, i \neq i_{*}}^{K} T_{i}(n)\right]}{n}
$$

Combining the above bounds and Lemma 2 yields the desired convergence result in Theorem 3.

## ■ 2.6.2 Establishing the Concentration Property

Having proved the convergence property, the next step is to show that a similar concentration property (cf. (2.13)) also holds for $\bar{X}_{n}$. We aim to precisely capture the relationship between the original constants assumed in the assumption and the new constants obtained for $\bar{X}_{n}$. To begin with, recall the definition of $A_{i}(t)$ in Lemma 1 and define

$$
\begin{equation*}
A(t)=\max _{i \in[K]} A_{i}(t)=\left\lceil\left(\frac{2}{\Delta_{\min }} \cdot \beta^{1 / \xi}\right)^{\frac{1}{1-\eta}} \cdot t^{\frac{\alpha}{\xi(1-\eta)}}\right] \tag{2.20}
\end{equation*}
$$

It can be checked that replacing $\beta$ with any larger number still makes the concentration inequalities (2.13) hold. Without loss of generality, we hence let $\beta$ be large enough so that $\frac{2}{\Delta_{\text {min }}} \cdot \beta^{1 / \xi}>1$. We further denote by $N_{p}$ the first time such that $t \geq A(t)$, i.e.,

$$
\begin{equation*}
N_{p}=\min \{t \geq 1: t \geq A(t)\}=\Theta\left(\left(\frac{2^{\xi} \beta}{\Delta_{\min }^{\xi}}\right)^{\frac{1}{\xi(1-\eta)-\alpha}}\right) \tag{2.21}
\end{equation*}
$$

We first state the following concentration property, which will be further refined to match the desired form in Theorem 3. We defer the proof to Section 2.6.3.

Lemma 3. For any $n \geq N_{p}$ and $x \geq 1$, let $r_{0}=n^{\eta}+2 R(K-1)(3+A(n))$. Then,

$$
\mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \geq r_{0} x\right) \leq \frac{\beta}{x^{\xi}}+\frac{2(K-1)}{(\alpha-1)((1+A(n)) x)^{\alpha-1}},
$$

$$
\mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \leq-r_{0} x\right) \leq \frac{\beta}{x^{\xi}}+\frac{2(K-1)}{(\alpha-1)((1+A(n)) x)^{\alpha-1}}
$$

Lemma 3 confirms that indeed, as $n$ becomes large, the average $\bar{X}_{n}$ also satisfies certain concentration inequalities. However, the particular form of concentration in Theorem 3 does not quite match the form of concentration in Theorem 3 which we conclude next.

Completing Proof of Concentration Property. Let $N_{p}^{\prime}$ be a constant defined as follows:

$$
N_{p}^{\prime}=\min \left\{t \geq 1: t \geq A(t) \text { and } 2 R A(t) \geq t^{\eta}+2 R(4 K-3)\right\}
$$

Recall the definition of $A(t)$ and that $\alpha \geq \xi \eta(1-\eta)$ and $\alpha<\xi(1-\eta)$. Hence, $N_{p}^{\prime}$ is guaranteed to exist. In addition, note that by definition, $N_{p}^{\prime} \geq N_{p}$. For each $n \geq N_{p}^{\prime}$,

$$
\begin{aligned}
2 R K\left(\frac{2}{\Delta_{\min }} \cdot \beta^{1 / \xi}\right)^{\frac{1}{1-\eta}} \cdot n^{\frac{\alpha}{\xi(1-\eta)}} & =2 R K\left[\left(\frac{2}{\Delta_{\min }} \cdot \beta^{1 / \xi}\right)^{\frac{1}{1-\eta}} \cdot n^{\frac{\alpha}{\xi(1-\eta)}}+1-1\right] \\
& \geq 2 R K A(n)-2 R K \\
& =2 R(K-1) A(n)+2 R A(n)-2 R K \\
& \geq 2 R(K-1) A(n)+n^{\eta}+2 R(4 K-3)-2 R K \\
& =2 R(K-1)(A(n)+3)+n^{\eta}=r_{0}
\end{aligned}
$$

Now, let us apply Lemma 3: for every $n \geq N_{p}^{\prime}$ and $x \geq 1$, we have

$$
\begin{align*}
\mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \geq n^{\frac{\alpha}{\xi(1-\eta)}}\left[2 R K\left(\frac{2}{\Delta_{\min }} \cdot \beta^{1 / \xi}\right)^{\frac{1}{1-\eta}}\right] x\right) & \leq \mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \geq r_{0} x\right) \\
& \leq \frac{\beta}{x^{\xi}}+\frac{2(K-1)}{(\alpha-1)((1+A(n)) x)^{\alpha-1}} \\
& \leq \frac{2 \max \left(\beta, \frac{2(K-1)}{(\alpha-1)\left(1+A\left(N_{p}^{\prime}\right)\right)^{\alpha-1}}\right)}{x^{\alpha-1}}, \tag{2.22}
\end{align*}
$$

where the last inequality follows because $n \geq N_{p}^{\prime}$ and $A(n)$ is a non-decreasing function. In addition, since $\alpha<\xi(1-\eta)<\xi$, we have $\alpha-1<\xi$. For convenience, we define a constant

$$
\begin{equation*}
c_{1} \triangleq 2 R K\left(\frac{2}{\Delta_{\min }} \cdot \beta^{1 / \xi}\right)^{\frac{1}{1-\eta}} \tag{2.23}
\end{equation*}
$$

Equivalently, by a change of variable, i.e., letting $z=c_{1} x$, then for every $n \geq N_{p}^{\prime}$ and $z \geq 1$, we obtain that

$$
\begin{equation*}
\mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \geq n^{\frac{\alpha}{\xi(1-\eta)}} z\right) \leq \frac{2 c_{1}^{\alpha-1} \cdot \max \left(\beta, \frac{2(K-1)}{(\alpha-1)\left(1+A\left(N_{p}^{\prime}\right)\right)^{\alpha-1}}\right)}{z^{\alpha-1}} \tag{2.24}
\end{equation*}
$$

The above inequality holds because: (1) if $z \geq c_{1}$, then (2.24) directly follows from (2.22); (2) if $1 \leq z \leq c_{1}$, then the R.H.S. of (2.24) is at least 1 (by assumption, $\beta>1$ ) and the inequality trivially holds. The concentration inequality, i.e., (2.24), is now almost the same as the desired form in Theorem 3. The only difference is that it only holds for $n \geq N_{p}^{\prime}$. This is not hard to resolve. The easiest approach, which we show in the following, is to refine the constants to ensure that when $1 \leq n<N_{p}^{\prime}$, (2.24) is trivially true. To this end, we note that $\left|n \bar{X}_{n}-n \mu_{*}\right| \leq 2 R n$. For each $1 \leq n<N_{p}^{\prime}$, there is a corresponding $\bar{z}(n)$ such that $n^{\frac{\alpha}{\xi(1-\eta)}} \bar{z}(n)=2 R n$. That is,

$$
\bar{z}(n) \triangleq 2 R n^{1-\frac{\alpha}{\xi(1-\eta)}}, \quad 1 \leq n<N_{p}^{\prime} .
$$

This then implies that for each $1 \leq n<N_{p}^{\prime}$, the following inequality trivially holds:

$$
\mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \geq n^{\frac{\alpha}{\xi(1-\eta)}} z\right) \leq \frac{\bar{z}(n)^{\alpha-1}}{z^{\alpha-1}}, \quad \forall z \geq 1 .
$$

To see why, note that for each $1 \leq n<N_{p}^{\prime}$ : (1) if $z \geq \bar{z}(n)$, then $n^{\frac{\alpha}{\xi(1-\eta)} z \geq 2 R n \text { and }}$ the above probability should be 0 . Hence, any positive number on the R.H.S. makes the inequality trivially true; (2) if $1 \leq z<\bar{z}(n)$, the R.H.S. is at least 1 , which again makes the inequality hold. For convenience, define

$$
\begin{equation*}
c_{2} \triangleq \max _{1 \leq n<N_{p}^{\prime}} \bar{z}(n)=2 R\left(N_{p}^{\prime}-1\right)^{1-\frac{\alpha}{\xi(1-\eta)}} . \tag{2.25}
\end{equation*}
$$

Then, it is easy to see that for every $n \geq 1$ and every $z \geq 1$, we have

$$
\mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \geq n^{\eta^{\prime}} z\right) \leq \frac{\beta^{\prime}}{z^{\xi^{\prime}}},
$$

where the constants are given by

$$
\begin{align*}
& \eta^{\prime}=\frac{\alpha}{\xi(1-\eta)}  \tag{2.26}\\
& \xi^{\prime}=\alpha-1  \tag{2.27}\\
& \beta^{\prime}=\max \left\{c_{2}, 2 c_{1}^{\alpha-1} \cdot \max \left(\beta, \frac{2(K-1)}{(\alpha-1)\left(1+A\left(N_{p}^{\prime}\right)\right)^{\alpha-1}}\right)\right\} . \tag{2.28}
\end{align*}
$$

Finally, notice that since $\alpha \geq \xi \eta(1-\eta)$ and $\alpha<\xi(1-\eta)$, we have $1 / 2 \leq \eta \leq \eta^{\prime}<1$. Note that per (2.23), $c_{1}$ depends on $R, K, \Delta_{\min }, \beta, \xi$ and $\eta$. In addition, $c_{2}$ depends on $R, K, \Delta_{\min }, \beta, \xi, \alpha, \eta$ and $N_{p}^{\prime}$ depends on $R, K, \Delta_{\min }, \beta, \xi, \alpha, \eta$. Therefore, $\beta^{\prime}$ depends on $R, K, \Delta_{\min }, \beta, \xi, \alpha, \eta$. The other direction follows exactly the same reasoning, and this completes the proof of Theorem 3.

## ■ 2.6.3 Proofs of Lemmas 1, 2 \& 3

Proof of Lemma 1. By the choice of $A_{i}(t), s$ and $t$, we have $B_{t, s}=\frac{\Phi\left(s, t^{-\alpha}\right)}{s} \leq \frac{\Phi\left(A_{i}(t), t^{-\alpha}\right)}{A_{i}(t)} \leq$ $\frac{\Delta_{i}}{2}$. Therefore,

$$
\begin{array}{rlr}
\mathbb{P}\left(U_{i, s, t}>\mu_{*}\right) & =\mathbb{P}\left(\bar{X}_{i, s}+B_{t, s}>\mu_{*}\right) & \\
& =\mathbb{P}\left(\bar{X}_{i, s}-\mu_{i}>\Delta_{i}-B_{t, s}\right) \\
& \leq \mathbb{P}\left(\bar{X}_{i, s}-\mu_{i}>B_{t, s}\right) & \\
& \leq t_{i} \geq 2 B_{t, s} \\
& & \\
& \text { by concentration }(2.13)
\end{array}
$$

Proof of Lemma 2. If a sub-optimal arm $i$ is chosen at time $t+1$, i.e., $I_{t+1}=i$, then at least one of the following two equations must be true: with notation $T_{*}(\cdot)=T_{i_{*}}(\cdot)$,

$$
\begin{align*}
U_{i_{*}, T_{*}(t), t} & \leq \mu_{*}  \tag{2.29}\\
U_{i, T_{i}(t), t} & >\mu_{*} \tag{2.30}
\end{align*}
$$

Indeed, if both inequalities are false, we have $U_{i_{*}, T_{*}(t), t}>\mu_{*} \geq U_{i, T_{i}(t), t}$, which is a contradiction to $I_{t+1}=i$. We now use this fact to prove Lemma 2 .

Case 1: $n>A_{i}(n)$. Note that such $n$ exists because $A_{i}(n)$ grows with a polynomial order $O\left(n^{\frac{\alpha}{\xi(1-\eta)}}\right)$ and $\alpha<\xi(1-\eta)$, i.e., $A_{i}(n)=o(n)$. Then,

$$
\begin{aligned}
T_{i}(n) & =\sum_{t=0}^{n-1} \mathbb{I}\left\{I_{t+1}=i\right\} \stackrel{(a)}{=} 1+\sum_{t=K}^{n-1} \mathbb{I}\left\{I_{t+1}=i\right\} \\
& =1+\sum_{t=K}^{n-1}\left(\mathbb{I}\left\{I_{t+1}=i, T_{i}(t)<A_{i}(n)\right\}+\mathbb{I}\left\{I_{t+1}=i, T_{i}(t) \geq A_{i}(n)\right\}\right) \\
& \leq A_{i}(n)+\sum_{t=K}^{n-1} \mathbb{I}\left\{I_{t+1}=i, T_{i}(t) \geq A_{i}(n)\right\}
\end{aligned}
$$

where equality (a) follows from the fact that $B_{t, s}=\infty$ if $s=0$.
To analyze the above summation, we note that from (2.29) and (2.30),

$$
\begin{aligned}
& \mathbb{I}\left\{I_{t+1}=i, T_{i}(t) \geq A_{i}(n)\right\} \\
& \leq \mathbb{I}\left\{U_{i_{*}, T_{*}(t), t} \leq \mu_{*} \text { or } U_{i, T_{i}(t), t}>\mu_{*}, T_{i}(t) \geq A_{i}(n)\right\} \\
& \leq \mathbb{I}\left\{U_{i, T_{i}(t), t}>\mu_{*}, T_{i}(t) \geq A_{i}(n)\right\}+\mathbb{I}\left\{U_{i_{*}, T_{*}(t), t} \leq \mu_{*}, T_{i}(t) \geq A_{i}(n)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \mathbb{I}\left\{U_{i, T_{i}(t), t}>\mu_{*}, T_{i}(t) \geq A_{i}(n)\right\}+\mathbb{I}\left\{U_{i_{*}, T_{*}(t), t} \leq \mu_{*}\right\} \\
& =\mathbb{I}\left\{\exists s: A_{i}(n) \leq s \leq t \text {, s.t. } U_{i, s, t}>\mu_{*}\right\}+\mathbb{I}\left\{\exists s_{*}: 1 \leq s_{*} \leq t \text {, s.t. } U_{i_{*}, s_{*}, t} \leq \mu_{*}\right\} .
\end{aligned}
$$

To summarize, we have proved that

$$
\begin{align*}
& \mathbb{E}\left[T_{i}(n)\right] \\
& \leq A_{i}(n)+\sum_{t=A_{i}(n)}^{n-1} \mathbb{P}\left((2.29) \text { or }(2.30) \text { is true, and } T_{i}(t) \geq A_{i}(n)\right) \\
& \leq A_{i}(n)+\sum_{t=A_{i}(n)}^{n-1}[\mathbb{P}(\underbrace{\exists s: A_{i}(n) \leq s \leq t, \text { s.t. } U_{i, s, t}>\mu_{*}}_{E_{1}})+\mathbb{P}(\underbrace{\exists s_{*}: 1 \leq s_{*} \leq t, \text { s.t. } U_{i_{*}, s_{*}, t} \leq \mu_{*}}_{E_{2}})] . \tag{2.31}
\end{align*}
$$

To complete the proof of Lemma 2, it suffices to bound the probabilities of the two events $E_{1}$ and $E_{2}$. To this end, we use a union bound:

$$
\mathbb{P}\left(E_{1}\right) \leq \sum_{s=A_{i}(n)}^{t} \mathbb{P}\left(U_{i, s, t}>\mu_{*}\right) \stackrel{(a)}{\leq} \sum_{s=A_{i}(n)}^{t} t^{-\alpha} \leq t \cdot t^{-\alpha}=t^{1-\alpha},
$$

where step $(a)$ follows from $A_{i}(n) \geq A_{i}(t)$ and Lemma 1 . We bound $\mathbb{P}\left(E_{2}\right)$ in a similar way:

$$
\mathbb{P}\left(E_{2}\right) \leq \sum_{s_{*}=1}^{t} \mathbb{P}\left(U_{i_{*}, s_{*}, t} \leq \mu_{*}\right)=\sum_{s_{*}=1}^{t} \mathbb{P}\left(\bar{X}_{i_{*}, s_{*}}+B_{t, s_{*}} \leq \mu_{*}\right) \stackrel{(a)}{\leq} \sum_{s_{*}=1}^{t} t^{-\alpha} \leq t^{1-\alpha},
$$

where step (a) follows from concentration (cf. (2.13)). By substituting the bounds of $\mathbb{P}\left(E_{1}\right)$ and $\mathbb{P}\left(E_{2}\right)$ into (2.31), we have:

$$
\begin{aligned}
\mathbb{E}\left[T_{i}(n)\right] & \leq A_{i}(n)+\sum_{t=A_{i}(n)}^{n-1} 2 t^{1-\alpha} \\
& \leq A_{i}(n)+\int_{A_{i}(n)-1}^{\infty} 2 t^{1-\alpha} d t \\
& =A_{i}(n)+\frac{2\left(A_{i}(n)-1\right)^{2-\alpha}}{\alpha-2} \\
& \leq A_{i}(n)+\frac{2}{\alpha-2} \\
& \leq\left(\frac{2}{\Delta_{i}} \cdot \beta^{1 / \xi}\right)^{\frac{1}{1-\eta}} \cdot n^{\frac{\alpha}{\xi(1-\eta)}}+\frac{2}{\alpha-2}+1 .
\end{aligned}
$$

Case 2: $n \leq A_{i}(n)$. Note that if $n$ is such that $n \leq A_{i}(n)$, then the above bound trivially
holds because $T_{i}(n) \leq n \leq A_{i}(n)$. This completes the proof of Lemma 2 .
Proof of Lemma 3. We first prove one direction, namely, $\mathbb{P}\left(n \mu_{*}-n \bar{X}_{n} \geq r_{0} x\right)$. The other direction follows the similar steps, and we will comment on that at the end of this proof. The general idea underlying the proof is to rewrite the quantity $n \mu_{*}-n \bar{X}_{n}$ as sums of terms that can be bounded using previous lemmas or assumptions. To begin with, note that

$$
\begin{aligned}
n \mu_{*}-n \bar{X}_{n} & =n \mu_{*}-\sum_{i=1}^{K} T_{i}(n) \bar{X}_{i, T_{i}(n)} \\
& =n \mu_{*}-\sum_{t=1}^{T_{*}(n)} X_{i_{*}, t}-\sum_{i \neq i_{*}} T_{i}(n) \bar{X}_{i, T_{i}(n)} \\
& =n \mu_{*}-\sum_{t=1}^{n} X_{i_{*}, t}+\sum_{t=T_{*}(n)+1}^{n} X_{i_{*}, t}-\sum_{i \neq i_{*}} \sum_{t=1}^{T_{i}(n)} X_{i, t} \\
& \leq n \mu_{*}-\sum_{t=1}^{n} X_{i_{*}, t}+2 R \sum_{i \neq i_{*}} T_{i}(n),
\end{aligned}
$$

because $X_{i, t} \in[-R, R]$ for all $i, t$. Therefore, we have

$$
\begin{align*}
\mathbb{P}\left(n \mu_{*}-n \bar{X}_{n} \geq r_{0} x\right) & \leq \mathbb{P}\left(n \mu_{*}-\sum_{t=1}^{n} X_{i_{*}, t}+2 R \sum_{i \neq i_{*}} T_{i}(n) \geq r_{0} x\right) \\
& \leq \mathbb{P}\left(n \mu_{*}-\sum_{t=1}^{n} X_{i_{*}, t} \geq n^{\eta} x\right)+\sum_{i \neq i_{*}} \mathbb{P}\left(T_{i}(n) \geq(3+A(n)) x\right) \tag{2.32}
\end{align*}
$$

where the last inequality follows from the union bound.
To prove the theorem, we now bound the two terms in (2.32). By our concentration assumption, we can upper bound the first term as follows:

$$
\begin{equation*}
\mathbb{P}\left(n \mu_{*}-\sum_{t=1}^{n} X_{i_{*}, t} \geq n^{\eta} x\right) \leq \frac{\beta}{x^{\xi}} . \tag{2.33}
\end{equation*}
$$

Next, we bound each term in the summation of (2.32). Fix $n$ and a sub-optimal arm $i$. Let $u$ be an integer satisfying $u \geq A(n)$. For any $\tau \in \mathbb{R}$, consider the following two events:

$$
\begin{aligned}
& E_{1}=\left\{\text { For each integer } t \in[u, n], \text { we have } U_{i, u, t} \leq \tau\right\}, \\
& E_{2}=\left\{\text { For each integer } s \in[1, n-u], \text { we have } U_{i_{*}, s, u+s}>\tau\right\} .
\end{aligned}
$$

As a first step, we want to show that

$$
\begin{equation*}
E_{1} \cap E_{2} \Rightarrow T_{i}(n) \leq u \tag{2.34}
\end{equation*}
$$

To this end, let us condition on both events $E_{1}$ and $E_{2}$. Recall that $B_{t, s}$ is non-decreasing with respect to $t$. Then, for each $s$ such that $1 \leq s \leq n-u$, and each $t$ such that $u+s \leq t \leq n$, it holds that

$$
U_{i_{*}, s, t}=\bar{X}_{i_{*}, s}+B_{t, s} \geq \bar{X}_{i_{*}, s}+B_{u+s, s}=U_{i_{*}, s, u+s}>\tau \geq U_{i, u, t}
$$

This implies that $T_{i}(n) \leq u$. To see why, suppose that $T_{i}(n)>u$ and denote by $t^{\prime}$ the first time that arm $i$ has been played $u$ times, i.e., $t^{\prime}=\min \left\{t: t \leq n, T_{i}(t)=u\right\}$. Note that by definition $t^{\prime} \geq u+T_{*}\left(t^{\prime}\right)$. Hence, for any time $t$ such that $t^{\prime}<t \leq n$, the above inequality implies that $U_{i_{*}, T_{*}(t), t}>U_{i, u, t}$. That is, $i^{*}$ always has a higher upper confidence bound than $i$, and arm $i$ will not be selected, i.e., arm $i$ will not be played the $(u+1)$-th time. This contradicts our assumption that $T_{i}(n)>u$, and hence we have the inequality $T_{i}(n) \leq u$.

To summarize, we have established the fact that $E_{1} \cap E_{2} \Rightarrow T_{i}(n) \leq u$. As a result, we have:

$$
\begin{aligned}
\left\{T_{i}(n)>u\right\} & \subset\left(E_{1}^{c} \cup E_{2}^{c}\right) \\
& =\left(\left\{\exists t: u \leq t \leq n \text { s.t. } U_{i, u, t}>\tau\right\} \cup\left\{\exists s: 1 \leq s \leq n-u, \text { s.t. } U_{i_{*}, s, u+s} \leq \tau\right\}\right)
\end{aligned}
$$

Using union bound, we obtain that

$$
\begin{equation*}
\mathbb{P}\left(T_{i}(n)>u\right) \leq \sum_{t=u}^{n} \mathbb{P}\left(U_{i, u, t}>\tau\right)+\sum_{s=1}^{n-u} \mathbb{P}\left(U_{i_{*}, s, u+s} \leq \tau\right) \tag{2.35}
\end{equation*}
$$

Note that for the above bound, we are free to choose $u$ and $\tau$ as long as $u \geq A(n)$. To connect with our goal (cf. (2.32)), in the following, we set $u=\lfloor(1+A(n)) x\rfloor+1$ (recall that $x \geq 1$ ) and $\tau=\mu_{*}$ to bound $\mathbb{P}\left(T_{i}(n)>u\right)$. Since $u \geq A(n) \geq A_{i}(n)$, by Lemma 1 , we have

$$
\begin{aligned}
\sum_{t=u}^{n} \mathbb{P}\left(U_{i, u, t}>\mu_{*}\right) \leq \sum_{t=u}^{n} t^{-\alpha} \leq \int_{u-1}^{\infty} t^{-\alpha} d t & =\frac{(u-1)^{1-\alpha}}{\alpha-1} \\
& =\frac{(\lfloor(1+A(n)) x\rfloor)^{1-\alpha}}{\alpha-1} \leq \frac{((1+A(n)) x)^{1-\alpha}}{\alpha-1}
\end{aligned}
$$

As for the second summation in the R.H.S. of (2.35), we have that

$$
\sum_{s=1}^{n-u} \mathbb{P}\left(U_{i_{*}, s, u+s} \leq \tau\right)=\sum_{s=1}^{n-u} \mathbb{P}\left(U_{i_{*}, s, u+s} \leq \mu_{*}\right)
$$

$$
\begin{aligned}
& =\sum_{s=1}^{n-u} \mathbb{P}\left(\bar{X}_{i_{*}, s}+B_{u+s, s} \leq \mu_{*}\right) \\
& \leq \sum_{s=1}^{n-u}(s+u)^{-\alpha}=\sum_{t=1+u}^{n} t^{-\alpha} \\
& \leq \int_{u-1}^{\infty} t^{-\alpha} d t=\frac{(u-1)^{1-\alpha}}{\alpha-1} \leq \frac{((1+A(n)) x)^{1-\alpha}}{\alpha-1}
\end{aligned}
$$

where the first inequality follows from the concentration property, cf. (2.13). Combining the above inequalities and note that $(3+A(n)) x>\lfloor(1+A(n)) x\rfloor+1$ :

$$
\begin{equation*}
\mathbb{P}\left(T_{i}(n) \geq(3+A(n)) x\right) \leq \mathbb{P}\left(T_{i}(n)>u\right) \leq \frac{2((1+A(n)) x)^{1-\alpha}}{\alpha-1} . \tag{2.36}
\end{equation*}
$$

Substituting (2.33) and (2.36) into (2.32), we obtain

$$
\mathbb{P}\left(n \mu_{*}-n \bar{X}_{n} \geq r_{0} x\right) \leq \frac{\beta}{x^{\xi}}+\sum_{i \neq i_{*}} \frac{2((1+A(n)) x)^{1-\alpha}}{\alpha-1}
$$

which is the desired inequality in Lemma 3.
To complete the proof, we need to consider the other direction, i.e., $\mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \geq r_{0} x\right)$. The proof is almost identical. Note that

$$
\begin{aligned}
n \bar{X}_{n}-n \mu_{*} & =\sum_{i=1}^{K} T_{i}(n) \bar{X}_{i, T_{i}(n)}-n \mu_{*} \\
& =\sum_{t=1}^{n} X_{i_{*}, t}-n \mu_{*}-\sum_{t=T_{*}(n)+1}^{n} X_{i_{*}, t}+\sum_{i \neq i_{*}} \sum_{t=1}^{T_{i}(n)} X_{i, t} \\
& \leq \sum_{t=1}^{n} X_{i_{*}, t}-n \mu_{*}+2 R \sum_{i \neq i_{*}} T_{i}(n)
\end{aligned}
$$

because $X_{i, t} \in[-R, R]$ for all $i, t$. Therefore,

$$
\begin{aligned}
\mathbb{P}\left(n \bar{X}_{n}-n \mu_{*} \geq r_{0} x\right) & \leq \mathbb{P}\left(\sum_{t=1}^{n} X_{i_{*}, t}-n \mu_{*}+2 R \sum_{i \neq i_{*}} T_{i}(n) \geq r_{0} x\right) \\
& \leq \mathbb{P}\left(\sum_{t=1}^{n} X_{i_{*}, t}-n \mu_{*} \geq n^{\eta} x\right)+\sum_{i \neq i_{*}} \mathbb{P}\left(T_{i}(n) \geq\left(3+A_{i}(n)\right) x\right) .
\end{aligned}
$$

The desired inequality then follows exactly from the same reasoning as before.

### 2.7 Analysis of MCTS and Proof of Theorem 1

With the previous results for the non-stationary MAB, in this section, we give a complete analysis for the fixed-depth Monte Carlo Tree Search (MCTS) algorithm illustrated in Algorithm 1 and prove Theorem 1. In effect, as discussed in Section 2.3, one can view a depth- $H$ MCTS as a simulated version of $H$ steps value function iteration. Given the current value function proxy $\hat{V}$, let $V^{(H)}(\cdot)$ be the value function estimation after $H$ steps of value function iteration starting with the proxy $\hat{V}$. Then, we prove the result in two parts. First, we argue that due to the MCTS sampling process, the mean of the empirical estimation of value function at the query node $s$, or the root node of MCTS tree, is within $O\left(n^{\eta-1}\right)$ of $V^{(H)}(s)$ after $n$ simulations, with the given proxy $\hat{V}$ being the input to the MCTS algorithm. Second, we argue that $V^{(H)}(s)$ is within $\gamma^{H}\left\|\hat{V}-V^{*}\right\|_{\infty} \leq \gamma^{H} \varepsilon_{0}$ of the optimal value function. Putting this together leads to Theorem 1.

We start by a preliminary probabilistic lemma in Section 2.7.1 that will be useful throughout. Sections 2.7.2 and 2.7.3 argue the first part of the proof as explained above. Section 2.7.4 provides proof of the second part. And Section 2.7.5 concludes the proof of Theorem 1.

## - 2.7.1 Preliminary

We state the following probabilistic lemma that is useful throughout. Proof can be found in Section 2.7.6.

Lemma 4. Consider real-valued random variables $X_{i}, Y_{i}$ for $i \geq 1$ such that $X$ s are independent and identically distributed taking values in $[-B, B]$ for some $B>0, X$ s are independent of $Y$ s, and $Y$ s satisfy
A. Convergence: for $n \geq 1$, with notation $\bar{Y}_{n}=\frac{1}{n}\left(\sum_{i=1}^{n} Y_{i}\right)$,

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left[\bar{Y}_{n}\right]=\mu_{Y}
$$

B. Concentration: there exist constants, $\beta>1, \xi>0,1 / 2 \leq \eta<1$ such that for $n \geq 1$ and $z \geq 1$,

$$
\mathbb{P}\left(n \bar{Y}_{n}-n \mu_{Y} \geq n^{\eta} z\right) \leq \frac{\beta}{z^{\xi}}, \quad \mathbb{P}\left(n \bar{Y}_{n}-n \mu_{Y} \leq-n^{\eta} z\right) \leq \frac{\beta}{z^{\xi}} .
$$

Let $Z_{i}=X_{i}+\rho Y_{i}$ for some $\rho>0$. Then, $Z$ s satisfy
A. Convergence: for $n \geq 1$, with notation $\bar{Z}_{n}=\frac{1}{n}\left(\sum_{i=1}^{n} Z_{i}\right)$, and $\mu_{X}=\mathbb{E}\left[X_{1}\right]$,

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left[\bar{Z}_{n}\right]=\mu_{X}+\rho \mu_{Y}
$$

B. Concentration: there exist constant $\beta^{\prime}>1$ depending upon $\rho, \xi, \beta$ and $B$, such that for $n \geq 1$ and $z \geq 1$,

$$
\mathbb{P}\left(n \bar{Z}_{n}-n\left(\mu_{X}+\rho \mu_{Y}\right) \geq n^{\eta} z\right) \leq \frac{\beta^{\prime}}{z^{\xi}}, \quad \mathbb{P}\left(n \bar{Z}_{n}-n\left(\mu_{X}+\rho \mu_{Y}\right) \leq-n^{\eta} z\right) \leq \frac{\beta^{\prime}}{z^{\xi}}
$$

### 2.7.2 Analyzing Leaf Level $H$

The goal is to understand the empirical reward observed at the query node for MCTS or the root node of the MCTS tree. In particular, we argue that the mean of the empirical reward at the root node of the MCTS tree is within $O\left(n^{\eta-1}\right)$ of the mean reward obtained at it assuming access to infinitely many samples. We start by analyzing the reward collected at the nodes that are at leaf level $H$ and level $H-1$.

The nodes at leaf level, i.e., level $H$, are children of nodes at level $H-1$ in the MCTS tree. Let there be $n_{H-1}$ nodes at level $H-1$ corresponding to states $s_{1, H-1}, \ldots, s_{n_{H-1}, H-1} \in \mathcal{S}$. Consider node $i \in\left[n_{H-1}\right]$ at level $H-1$, corresponding to state $s_{i, H-1}$. As part of the algorithm, whenever this node is visited, one of the $K$ feasible actions is taken. When an action $a \in[K]$ is taken, the node $s_{H}^{\prime}=s_{i, H-1} \circ a$, at the leaf level $H$ is reached. This results in reward at node $s_{i, H-1}$ (at level $H-1$ ) being equal to $\mathcal{R}\left(s_{i, H-1}, a\right)+\gamma \tilde{v}^{(H)}\left(s_{H}^{\prime}\right)$. Here, for each $s \in \mathcal{S}$ and $a \in[K]$, the reward $\mathcal{R}(s, a)$ is an independent, bounded random variable taking value in $\left[-R_{\max }, R_{\max }\right]$ with distribution dependent on $s, a ; \tilde{v}^{(H)}(\cdot)$ is the input of value function proxy to the MCTS algorithm denoted as $\hat{V}(\cdot)$, and $\gamma \in[0,1)$ is the discounting factor. Recall that $\varepsilon_{0}=\left\|\hat{V}-V^{*}\right\|_{\infty}$ and $\left\|V^{*}\right\|_{\infty} \leq V_{\max }$. Therefore, $\left\|\tilde{v}^{(H)}\right\|_{\infty}=\|\hat{V}\|_{\infty} \leq V_{\max }+\varepsilon_{0}$, and the reward collected at node $s_{i, H-1}$ by following any action is bounded, in absolute value, by $\tilde{R}_{\max }^{(H-1)}=R_{\max }+\gamma\left(V_{\max }+\varepsilon_{0}\right)$.

As part of the MCTS algorithm as described in (2.4), when node $s_{i, H-1}$ is visited for the $t+1$ time with $t \geq 0$, the action taken is

$$
\arg \max _{a \in \mathcal{A}}\left\{\frac{1}{u_{a}} \sum_{j=1}^{u_{a}}\left(r\left(s_{i, H-1}, a\right)(j)+\gamma \tilde{v}^{(H)}\left(s_{i, H-1} \circ a\right)(j)\right)+\frac{\left(\beta^{(H)}\right)^{1 / \xi^{(H)}} \cdot(t)^{\alpha^{(H)} / \xi^{(H)}}}{\left(u_{a}\right)^{1-\eta^{(H)}}}\right\}
$$

where $u_{a} \leq t$ is the number of times action $a$ has been chosen thus far at state $s_{i, H-1}$ in the $t$ visits so far, $r\left(s_{i, H-1}, a\right)(j)$ is the $j$ th sample of random variable per distribution $\mathcal{R}\left(s_{i, H-1}, a\right)$, and $\tilde{v}^{(H)}\left(s_{i, H-1} \circ a\right)(j)$ is the reward evaluated at leaf node $s_{i, H-1} \circ a$ for the $j$ th time. Note that for all $j$, the reward evaluated at leaf node $s_{i, H-1} \circ a$ is the same and equals to $\tilde{v}^{(H)}(\cdot)$, the input value function proxy for the algorithm. When $u_{a}=0$, we use notation $\infty$ to represent quantity inside the arg max. The net discounted reward collected by node $s_{i, H-1}$ during its total of $t \geq 1$ visits is simply the sum of rewards obtained by selecting the actions per the policy - which includes the reward associated with taking an
action and the evaluation of $\tilde{v}^{(H)}(\cdot)$ for appropriate leaf node, discounted by $\gamma$. In effect, at each node $s_{i, H-1}$, we are using the UCB policy described in Section 2.5 with parameters $\alpha^{(H)}, \beta^{(H)}, \xi^{(H)}, \eta^{(H)}$ with $K$ possible actions, where the rewards collected by playing any of these $K$ actions each time is simply the summation of bounded independent and identical (for a given action) random variable and a deterministic evaluation. By applying Lemma 4, where $X$ s correspond to independent rewards, $\rho=\gamma$, and $Y$ s correspond to deterministic evaluations of $\tilde{v}^{(H)}(\cdot)$, we obtain that for given $\xi^{(H)}>0$ and $\eta^{(H)} \in\left[\frac{1}{2}, 1\right)$, there exists $\beta^{(H)}$ such that the collected rewards at $s_{i, H-1}$ (i.e., sum of i.i.d. reward and deterministic evaluations) satisfy the convergence property (cf. (2.12)) and concentration property (cf. (2.13)) stated in Section 2.5. Therefore, by an application of Theorem 3, we conclude Lemma 5 stated below. We define some notations first:

$$
\begin{align*}
\mu_{a}^{(H-1)}\left(s_{i, H-1}\right) & =\mathbb{E}\left[\mathcal{R}\left(s_{i, H-1}, a\right)\right]+\gamma \tilde{v}^{(H)}\left(s_{i, H-1} \circ a\right) \\
\mu_{*}^{(H-1)}\left(s_{i, H-1}\right) & =\max _{a \in[K]} \mu_{a}^{(H-1)}\left(s_{i, H-1}\right) \\
a_{*}^{(H-1)}\left(s_{i, H-1}\right) & \in \arg \max _{a \in[K]} \mu_{a}^{(H-1)}\left(s_{i, H-1}\right)  \tag{2.37}\\
\Delta_{\min }^{(H-1)}\left(s_{i, H-1}\right) & =\mu_{*}^{(H-1)}\left(s_{i, H-1}\right)-\max _{a \neq a_{*}^{(H-1)}\left(s_{i, H-1}\right)} \mu_{a}^{(H-1)}\left(s_{i, H-1}\right)
\end{align*}
$$

We shall assume that the maximizer in the set $\arg \max _{a \in[K]} \mu_{a}^{(H-1)}\left(s_{i, H-1}\right)$ is unique, i.e. $\Delta_{\min }^{(H-1)}\left(s_{i, H-1}\right)>0$. And further note that all rewards belong to $\left[-\tilde{R}_{\max }^{(H-1)}, \tilde{R}_{\max }^{(H-1)}\right]$.

Lemma 5. Consider a node corresponding to state $s_{i, H-1}$ at level $H-1$ within the $M C T S$ for $i \in\left[n_{H-1}\right]$. Let $\tilde{v}^{(H-1)}\left(s_{i, H-1}\right)_{n}$ be the total discounted reward collected at $s_{i, H-1}$ during $n \geq 1$ visits of it, to one of its $K$ leaf nodes under the UCB policy. Then, for the choice of appropriately large $\beta^{(H)}>0$, for a given $\xi^{(H)}>0$, $\eta^{(H)} \in\left[\frac{1}{2}, 1\right)$ and $\alpha^{(H)}>2$, we have

## A. Convergence:

$$
\begin{aligned}
& \left|\mathbb{E}\left[\frac{1}{n} \tilde{v}^{(H-1)}\left(s_{i, H-1}\right)_{n}\right]-\mu_{*}^{(H-1)}\left(s_{i, H-1}\right)\right| \\
& \leq \frac{2 \tilde{R}_{\max }^{(H-1)}(K-1) \cdot\left(\left(\frac{2\left(\beta^{(H)} \xi^{\frac{1}{\xi^{(H)}}}\right.}{\Delta_{\min }^{(H-1)}\left(s_{i, H-1}\right)}\right)^{\frac{1}{1-\eta^{(H)}}} \cdot n^{\frac{\alpha^{(H)}}{\xi^{(H)}\left(1-\eta^{(H)}\right)}}+\frac{2}{\alpha^{(H)}-2}+1\right)}{n} .
\end{aligned}
$$

B. Concentration: there exist constants, $\beta^{\prime}>1$ and $\xi^{\prime}>0$ and $1 / 2 \leq \eta^{\prime}<1$ such that for every $n \geq 1$ and every $z \geq 1$,

$$
\mathbb{P}\left(\tilde{v}^{(H-1)}\left(s_{i, H-1}\right)_{n}-n \mu_{*}^{(H-1)}\left(s_{i, H-1}\right) \geq n^{\eta^{\prime}} z\right) \leq \frac{\beta^{\prime}}{z^{\xi^{\prime}}}
$$

$$
\mathbb{P}\left(\tilde{v}^{(H-1)}\left(s_{i, H-1}\right)_{n}-n \mu_{*}^{(H-1)}\left(s_{i, H-1}\right) \leq-n^{\eta^{\prime}} z\right) \leq \frac{\beta^{\prime}}{z^{\xi^{\prime}}}
$$

where $\eta^{\prime}=\frac{\alpha^{(H)}}{\xi^{(H)}\left(1-\eta^{(H)}\right)}, \xi^{\prime}=\alpha^{(H)}-1$, and $\beta^{\prime}$ is a large enough constant that is function of parameters $\alpha^{(H)}, \beta^{(H)}, \xi^{(H)}, \eta^{(H)}, \tilde{R}_{\max }^{(H-1)}, K, \Delta_{\min }^{(H-1)}\left(s_{i, H-1}\right)$.
Let $\Delta_{\text {min }}^{(H-1)}=\min _{i \in\left[n_{H-1}\right]} \Delta_{\min }^{(H-1)}\left(s_{i, H-1}\right)$. Then, the rate of convergence for each node $s_{i, H-1}, i \in\left[n_{H-1}\right]$ can be uniformly simplified as

$$
\begin{aligned}
\delta_{n}^{(H-1)} & =\frac{2 \tilde{R}_{\max }^{(H-1)}(K-1) \cdot\left(\left(\frac{2\left(\beta^{(H)} \frac{1}{\xi^{(H)}}\right.}{\Delta_{\min }^{(H-1)}}\right)^{\frac{1}{1-\eta^{(H)}}} \cdot n^{\frac{\alpha^{(H)}}{\xi^{(H)}\left(1-\eta^{(H)}\right)}}+\frac{2}{\alpha^{(H)}-2}+1\right)}{n} \\
& =\Theta\left(n^{\left.{\frac{\xi^{(H)}\left(1-\eta^{(H)}\right)}{}}^{-1}\right)}\right. \\
& \stackrel{(a)}{=} O\left(n^{\eta-1}\right),
\end{aligned}
$$

where (a) holds since $\alpha^{(H)}=\xi^{(H)}\left(1-\eta^{(H)}\right) \eta^{(H)}, \eta^{(H)}=\eta$. It is worth remarking that $\mu_{*}^{(H-1)}\left(s_{i, H-1}\right)$, as defined in (2.37), is precisely the value function estimation for $s_{i, H-1}$ at the end of one step of value iteration starting with $\hat{V}$.

### 2.7.3 Recursion: Going From Level $h$ to $h-1$

Lemma 5 suggests that the necessary assumption of Theorem 3, i.e. (2.12) and (2.13), is satisfied by $\tilde{v}_{n}^{(H-1)}$ for each node or state at level $H-1$, with $\alpha^{(H-1)}, \xi^{(H-1)}, \eta^{(H-1)}$ as defined per relationship (2.5) - (2.7) and with appropriately defined large enough constant $\beta^{(H-1)}$. We shall argue that result similar to Lemma 5 , but for node at level $H-2$, continues to hold with parameters $\alpha^{(H-2)}, \xi^{(H-2)}, \eta^{(H-2)}$ as defined per relationship (2.5) - (2.7) and with appropriately defined large enough constant $\beta^{(H-2)}$. And similar argument will continue to apply going from level $h$ to $h-1$ for all $h \leq H-1$. That is, we shall assume that the necessary assumption of Theorem 3, i.e. (2.12) and (2.13), holds for $\tilde{v}^{(h)}(\cdot)$, for all nodes at level $h$ with $\alpha^{(h)}, \xi^{(h)}, \eta^{(h)}$ as defined per relationship (2.5) - (2.7) and with appropriately defined large enough constant $\beta^{(h)}$, and then argue that such holds for nodes at level $h-1$ as well. This will, using mathematical induction, allow us to prove the results for all $h \geq 1$.

To that end, consider any node at level $h-1$. Let there be $n_{h-1}$ nodes at level $h-1$ corresponding to states $s_{1, h-1}, \ldots, s_{n_{h-1}, h-1} \in \mathcal{S}$. Consider a node corresponding to state $s_{i, h-1}$ at level $h-1$ within the MCTS for $i \in\left[n_{h-1}\right]$. As part of the algorithm, whenever this node is visited, one of the $K$ feasible action is taken. When an action $a \in[K]$ is taken, the node $s_{h}^{\prime}=s_{i, h-1} \circ a$, at the level $h$ is reached. This results in reward at node $s_{i, h-1}$ at level $h-1$ being equal to $\mathcal{R}\left(s_{i, h-1}, a\right)+\gamma \tilde{v}^{(h)}\left(s_{h}^{\prime}\right)$. As noted before, $\mathcal{R}(s, a)$ is an independent, bounded random variable while $\tilde{v}^{(h)}(\cdot)$ is effectively collected by following a
path all the way to the leaf level. Inductively, we assume that $\tilde{v}^{(h)}(\cdot)$ satisfies the convergence and concentration property for each node or state at level $h$, with $\alpha^{(h)}, \xi^{(h)}, \eta^{(h)}$ as defined per relationship (2.5) - (2.7) and with appropriately defined large enough constant $\beta^{(h)}$. Therefore, by an application of Lemma 4, it follows that this combined reward continues to satisfy (2.12) and (2.13), with $\alpha^{(h)}, \xi^{(h)}, \eta^{(h)}$ as defined per relationship (2.5) - (2.7) and with a large enough constant which we shall denote as $\beta^{(h)}$. These constants are used by the MCTS policy. By an application of Theorem 3, we can obtain the following Lemma 6 regarding the convergence and concentration properties for the reward sequence collected at node $s_{i, h-1}$ at level $h-1$. Similar to the notation in (2.37), let

$$
\begin{align*}
& \mu_{a}^{(h-1)}\left(s_{i, h-1}\right)=\mathbb{E}\left[\mathcal{R}\left(s_{i, h-1}, a\right)\right]+\gamma \mu_{*}^{(h)}\left(s_{i, h-1} \circ a\right) \\
& \mu_{*}^{(h-1)}\left(s_{i, h-1}\right)=\max _{a \in[K]}^{(h-1)}\left(s_{i, h-1}\right) \\
& a_{*}^{(h-1)}\left(s_{i, h-1}\right) \in \underset{a \in[K]}{\arg \max _{a}^{(h-1)}\left(s_{i, h-1}\right)}  \tag{2.38}\\
& \Delta_{\min }^{(h-1)}\left(s_{i, h-1}\right)=\mu_{*}^{(h-1)}\left(s_{i, h-1}\right)-\max _{a \neq a_{*}^{(h-1)}\left(s_{i, h-1}\right)} \mu_{a}^{(h-1)}\left(s_{i, h-1}\right) .
\end{align*}
$$

Again, we shall assume that the maximizer in the set $\arg \max _{a \in[K]} \mu_{a}^{(h-1)}\left(s_{i, h-1}\right)$ is unique, i.e. $\Delta_{\min }^{(h-1)}\left(s_{i, h-1}\right)>0$. Define $\tilde{R}_{\max }^{(h-1)}=R_{\max }+\gamma \tilde{R}_{\max }^{(h)}$, where $\tilde{R}^{(H)}=V_{\max }+\varepsilon_{0}$. Note that all rewards collected at level $h-1$ belong to $\left[-\tilde{R}_{\max }^{(h-1)}, \tilde{R}_{\max }^{(h-1)}\right]$.

Lemma 6. Consider a node corresponding to state $s_{i, h-1}$ at level $h-1$ within the MCTS for $i \in\left[n_{h-1}\right]$. Let $\tilde{v}^{(h-1)}\left(s_{i, h-1}\right)_{n}$ be the total discounted reward collected at $s_{i, h-1}$ during $n \geq 1$ visits. Then, for the choice of appropriately large $\beta^{(h)}>0$, for a given $\xi^{(h)}>0$, $\eta^{(h)} \in\left[\frac{1}{2}, 1\right)$ and $\alpha^{(h)}>2$, we have
A. Convergence:

$$
\begin{aligned}
& \left|\mathbb{E}\left[\frac{1}{n} \tilde{v}^{(h-1)}\left(s_{i, h-1}\right)_{n}\right]-\mu_{*}^{(h-1)}\left(s_{i, h-1}\right)\right| \\
& \leq \frac{2 \tilde{R}_{\max }^{(h-1)}(K-1) \cdot\left(\left(\frac{2\left(\beta^{(h)}\right) \frac{1}{\xi_{\min }^{(h)}}\left(s_{i, h-1}\right)}{\Delta^{(h-1)}}\right)^{\frac{1}{1-\eta^{(h)}}} \cdot n^{\frac{\alpha^{(h)}}{\xi^{(h)}\left(1-\eta^{(h)}\right)}}+\frac{2}{\alpha^{(h)}-2}+1\right)}{n} .
\end{aligned}
$$

B. Concentration: there exist constants, $\beta^{\prime}>1$ and $\xi^{\prime}>0$ and $1 / 2 \leq \eta^{\prime}<1$ such that for $n \geq 1, z \geq 1$,

$$
\begin{aligned}
& \mathbb{P}\left(\tilde{v}^{(h-1)}\left(s_{i, h-1}\right)_{n}-n \mu_{*}^{(h-1)}\left(s_{i, h-1}\right) \geq n^{\eta^{\prime}} z\right) \leq \frac{\beta^{\prime}}{z^{\xi^{\prime}}}, \\
& \mathbb{P}\left(\tilde{v}^{(h-1)}\left(s_{i, h-1}\right)_{n}-n \mu_{*}^{(h-1)}\left(s_{i, h-1}\right) \leq-n^{\eta^{\prime}} z\right) \leq \frac{\beta^{\prime}}{z^{\xi^{\prime}}},
\end{aligned}
$$

where $\eta^{\prime}=\frac{\alpha^{(h)}}{\xi^{(h)}\left(1-\eta^{(h)}\right)}, \xi^{\prime}=\alpha^{(h)}-1$, and $\beta^{\prime}$ is a large enough constant that is function of parameters $\alpha^{(h)}, \beta^{(h)}, \xi^{(h)}, \eta^{(h)}, \tilde{R}_{\max }^{(h-1)}, K, \Delta_{\min }^{(h-1)}\left(s_{i, h-1}\right)$.

As before, let us define $\Delta_{\min }^{(h-1)}=\min _{i \in\left[n_{h-1}\right]} \Delta_{\min }^{(h-1)}\left(s_{i, h-1}\right)$. Similarly, we can show that for every node $s_{i, h-1}, i \in\left[n_{h-1}\right]$, the rate of convergence in Lemma 6 can be uniformly simplified as

$$
\begin{aligned}
\delta_{n}^{(h-1)} & =\frac{2 \tilde{R}_{\max }^{(h-1)}(K-1) \cdot\left(\left(\frac{2\left(\beta^{(h)}\right)^{\frac{1}{\xi^{(h)}}}}{\Delta_{\min }^{(h-1)}}\right)^{\frac{1}{1-\eta^{(h)}}} \cdot n^{\frac{\alpha^{(h)}}{\xi^{(h)}\left(1-\eta^{(h)}\right)}}+\frac{2}{\alpha^{(h)}-2}+1\right)}{n} \\
& =\Theta\left(n^{\frac{\alpha^{(h)}}{\xi^{(h)}\left(1-\eta^{(h)}\right)}-1}\right)=O\left(n^{\eta-1}\right),
\end{aligned}
$$

where the last equality holds as $\alpha^{(h)}=\xi^{(h)}\left(1-\eta^{(h)}\right) \eta^{(h)}$ and $\eta^{(h)}=\eta$. Again, it is worth remarking, inductively, that $\mu_{*}^{(h-1)}\left(s_{i, h-1}\right)$ is precisely the value function estimation for $s_{i, h-1}$ at the end of $H-h+1$ steps of value iteration starting with $\hat{V}$.
Remark. (Recursive Relation among Parameters) With the above development, we are ready to elaborate our choice of parameters in Theorem 1, defined recursively via (2.5)-(2.7). In essence, those parameter requirements originate from our analysis of the non-stationary MAB, i.e., Theorem 3. Recall that from our previous analysis, the key to establish the MCTS guarantee is to recursively argue the convergence and the polynomial concentration properties at each level; that is, we recursively solve the non-stationary MAB problem at each level. In order to do so, we apply our result on the non-stationary MAB (Theorem 3) recursively at each level. Importantly, recall that Theorem 3 only holds when $\xi \eta(1-\eta) \leq$ $\alpha<\xi(1-\eta)$ and $\alpha>2$, under which it leads to the recursive conclusions $\eta^{\prime}=\frac{\alpha}{\xi(1-\eta)}$ and $\xi^{\prime}=\alpha-1$. Using our notation with superscript indicating the levels, this means that apart from the parameters at the leaf level (level $H$ ) which could be freely chosen, we must choose parameters of other levels recursively so that the following conditions hold:

$$
\begin{aligned}
& \alpha^{(h)}>2, \quad \xi^{(h)} \eta^{(h)}\left(1-\eta^{(h)}\right) \leq \alpha^{(h)}<\xi^{(h)}\left(1-\eta^{(h)}\right), \\
& \xi^{(h)}=\alpha^{(h+1)}-1 \text { and } \eta^{(h)}=\frac{\alpha^{(h+1)}}{\xi^{(h+1)}\left(1-\eta^{(h+1)}\right)} .
\end{aligned}
$$

It is not hard to see that the conditions in Theorem 1 guarantee the above. There might be other sequences of parameters satisfying the requirements, but our particular choice gives cleaner analysis as presented in this chapter.

### 2.7.4 Error Analysis for Value Function Iteration

We now move to the second part of the proof. The value function iteration improves the estimation of optimal value function by iterating the Bellman equation. In effect, the MCTS tree is "unrolling" $H$ steps of such an iteration. Precisely, let $V^{(h)}(\cdot)$ denote the value function after $h$ iterations starting with $V^{(0)}=\hat{V}$. By definition, for any $h \geq 0$ and $s \in \mathcal{S}$,

$$
\begin{equation*}
V^{(h+1)}(s)=\max _{a \in[K]}\left(\mathbb{E}[\mathcal{R}(s, a)]+\gamma V^{(h)}(s \circ a)\right) . \tag{2.39}
\end{equation*}
$$

Recall that value iteration is contractive with respect to $\|\cdot\|_{\infty}$ norm ([23]). That is, for any $h \geq 0$,

$$
\begin{equation*}
\left\|V^{(h+1)}-V^{*}\right\|_{\infty} \leq \gamma\left\|V^{(h)}-V^{*}\right\|_{\infty} \tag{2.40}
\end{equation*}
$$

As remarked earlier, $\mu_{*}^{(h-1)}\left(s_{i, h-1}\right)$, the mean reward collected at node $s_{i, h-1}$ for $i \in\left[n_{h-1}\right]$ for any $h \geq 1$, is precisely $V^{(H-h+1)}\left(s_{i, h-1}\right)$ starting with $V^{(0)}=\hat{V}$, the input to MCTS oracle. Therefore, the mean reward collected at root node $s^{(0)}$ of the MCTS tree satisfies $\mu_{*}^{(0)}\left(s^{(0)}\right)=V^{(H)}\left(s^{(0)}\right)$. Using (2.40), we obtain the following Lemma.

Lemma 7. The mean reward collected under the MCTS policy at root note $s^{(0)}, \mu_{*}^{(0)}\left(s^{(0)}\right)$, starting with input value function proxy $\hat{V}$ is such that

$$
\left|\mu_{*}^{(0)}\left(s^{(0)}\right)-V^{*}\left(s^{(0)}\right)\right| \leq \gamma^{H}\left\|\hat{V}-V^{*}\right\|_{\infty} .
$$

## - 2.7.5 Completing Proof of Theorem 1

In summary, using Lemma 6 , we conclude that the recursive relationship going from level $h$ to $h-1$ holds for all $h \geq 1$ with level 0 being the root. At root $s^{(0)}$, the query state that is the input to the MCTS oracle, we have that after $n$ total simulations of MCTS, the empirical average of the rewards over these $n$ trial, $\frac{1}{n} \tilde{v}^{(0)}\left(s_{0}\right)_{n}$ is such that (using the fact that $\left.\alpha^{(0)}=\xi^{(0)}\left(1-\eta^{(0)}\right) \eta^{(0)}\right)$

$$
\begin{equation*}
\left|\mathbb{E}\left[\frac{1}{n} \tilde{v}^{(0)}\left(s_{0}\right)_{n}\right]-\mu_{*}^{(0)}\right|=O\left(n^{\frac{\alpha^{(0)}}{\xi^{(0)}\left(1-\eta^{(0)}\right)}}-1\right)=O\left(n^{\eta-1}\right), \tag{2.41}
\end{equation*}
$$

where $\mu_{*}^{(0)}$ is the value function estimation for $s^{(0)}$ after $H$ iterations of value function iteration starting with $\hat{V}$. By Lemma 7, we have

$$
\begin{equation*}
\left|\mu_{*}^{(0)}-V^{*}\left(s^{(0)}\right)\right| \leq \gamma^{H} \varepsilon_{0} \tag{2.42}
\end{equation*}
$$

since $\varepsilon_{0}=\left\|\hat{V}-V^{*}\right\|_{\infty}$. Combining (2.41) and (2.42),

$$
\begin{equation*}
\left|\mathbb{E}\left[\frac{1}{n} \tilde{v}^{(0)}\left(s_{0}\right)_{n}\right]-V^{*}\left(s^{(0)}\right)\right| \leq \gamma^{H} \varepsilon_{0}+O\left(n^{\eta-1}\right) . \tag{2.43}
\end{equation*}
$$

This concludes the proof of Theorem 1.

### 2.7.6 Proof of Lemma 4

The convergence property, $\lim _{n \rightarrow \infty} \mathbb{E}\left[\bar{Z}_{n}\right]=\mu_{X}+\rho \mu_{Y}$, follows simply by linearity of expectation. For concentration, consider the following: since $X$ s are i.i.d., bounded random variables taking value in $[-B, B]$, by Hoeffding's inequality [76], we have that for $t \geq 0$,

$$
\begin{align*}
& \mathbb{P}\left(n \bar{X}_{n}-n \mu_{X} \geq n t\right) \leq \exp \left(-\frac{t^{2} n}{2 B^{2}}\right),  \tag{2.44}\\
& \mathbb{P}\left(n \bar{X}_{n}-n \mu_{X} \leq-n t\right) \leq \exp \left(-\frac{t^{2} n}{2 B^{2}}\right)
\end{align*}
$$

Therefore,

$$
\begin{align*}
\mathbb{P}\left(n \bar{Z}_{n}-n\left(\mu_{X}+\rho \mu_{Y}\right) \geq n^{\eta} z\right) & \leq \mathbb{P}\left(n \bar{X}_{n}-n \mu_{X} \geq \frac{n^{\eta} z}{2}\right)+\mathbb{P}\left(n \bar{Y}_{n}-n \mu_{Y} \geq \frac{n^{\eta} z}{2 \rho}\right) \\
& \leq \exp \left(-\frac{z^{2} n^{2 \eta-1}}{8 B^{2}}\right)+\frac{\beta 2^{\xi} \rho^{\xi}}{z^{\xi}} \\
& \leq \frac{\beta^{\prime}}{z^{\xi}}, \tag{2.45}
\end{align*}
$$

where $\beta^{\prime}$ is a large enough constant depending upon $\rho, \xi, \beta$ and $B$. The other-side of the inequality follows similarly. This completes the proof.

## ■ 2.8 Proof of Theorem 2

First, we establish a useful property of nearest neighbor supervised learning presented in Section 2.4.2. This is stated in Section 2.8.1. We will use it, along with the guarantees obtained for MCTS in Theorem 1 to establish Theorem 2 in Section 2.8.2. Throughout, we shall assume the setup of Theorem 2.

### 2.8.1 Guarantees for Supervised Learning

Let $\delta \in(0,1)$ be given. As stated in Section 2.4.2, let $K(\delta, d)=\Theta\left(\delta^{-d}\right)$ be the collection of balls of radius $\delta$, say $c_{i}, i \in[K(\delta, d)]$, so that they cover $\mathcal{S}$, i.e. $\mathcal{S} \subset \cup_{i \in[K(\varepsilon, d)]} c_{i}$. Also, by construction, each of these balls have intersection with $\mathcal{S}$ whose volume is at least $C_{d} \delta^{d}$. Let $S=\left\{s_{i}: i \in[N]\right\}$ denote $N$ state samples from $\mathcal{S}$ uniformly at random and
independent of each other. For each state $s \in \mathcal{S}$, let $V: \mathcal{S} \rightarrow\left[-V_{\max }, V_{\max }\right]$ be such that $\left|\mathbb{E}[V(s)]-V^{*}(s)\right| \leq \Delta$. Let the nearest neighbor supervised learning described in Section 2.4.2 produce estimate $\hat{V}: \mathcal{S} \rightarrow \mathbb{R}$ using labeled data points $\left(s_{i}, V\left(s_{i}\right)\right)_{i \in[N]}$. Then, we claim the following guarantee. Proof can be found in Section 2.8.3.

Lemma 8. Under the above described setup, as long as

$$
N \geq 32 \max \left(1, \delta^{-2} V_{\max }^{2}\right) C_{d}^{-1} \delta^{-d} \log \frac{K(\delta, d)}{\delta}
$$

i.e., $N=\Omega\left(d \delta^{-d-2} \log \delta^{-1}\right)$,

$$
\begin{equation*}
\mathbb{E}\left[\sup _{s \in \mathcal{S}}\left|\hat{V}(s)-V^{*}(s)\right|\right] \leq \Delta+(\zeta+1) \delta+\frac{4 V_{\max } \delta^{2}}{K(\delta, d)} \tag{2.46}
\end{equation*}
$$

## - 2.8.2 Establishing Theorem 2

Using Theorem 1 and Lemma 8, we complete the proof of Theorem 2 under appropriate choice of algorithmic parameters. We start by setting some notation.

To that end, the algorithm as described in Section 2.4.1 iterates between MCTS and supervised learning. In particular, let $\ell \geq 1$ denote the iteration index. Let $m_{\ell}$ be the number of states that are sampled uniformly at random, independently, over $\mathcal{S}$ in this iteration, denoted as $S^{(\ell)}=\left\{s_{i}^{(\ell)}: i \in\left[m_{\ell}\right]\right\}$. Let $V^{(\ell-1)}$ be the input of value function from prior iteration, using which the MCTS algorithm with $n_{\ell}$ simulations obtains improved estimates of value function for states in $S^{(\ell)}$ denoted as $\hat{V}^{(\ell)}\left(s_{i}^{(\ell)}\right)$, $i \in\left[m_{\ell}\right]$. Using $\left(s_{i}^{(\ell)}, \hat{V}^{(\ell)}\left(s_{i}^{(\ell)}\right)\right)_{i \in\left[m_{\ell}\right]}$, the nearest neighbor supervised learning as described above with balls of appropriate radius $\delta_{\ell} \in(0,1)$ produces estimate $V^{(\ell)}$ for all states in $\mathcal{S}$. Let $\mathcal{F}^{(\ell)}$ denote the smallest $\sigma$-algebra containing all information pertaining to the algorithm (both MCTS and supervised learning). Define the error under MCTS in iteration $\ell$ as

$$
\begin{equation*}
\varepsilon_{\text {mcts }}^{(\ell)}=\mathbb{E}\left[\sup _{s \in \mathcal{S}}\left|\mathbb{E}\left[\hat{V}^{(\ell)}(s) \mid \mathcal{F}^{(\ell-1)}\right]-V^{*}(s)\right|\right], \tag{2.47}
\end{equation*}
$$

and the error for supervised learning in iteration $\ell$ as

$$
\begin{equation*}
\theta_{\mathrm{sl}}^{(\ell)}=\sup _{s \in \mathcal{S}}\left|V^{(\ell)}(s)-V^{*}(s)\right| \text {, and } \varepsilon_{\mathrm{sl}}^{(\ell)}=\mathbb{E}\left[\theta_{\mathrm{sl}}^{(\ell)}\right] . \tag{2.48}
\end{equation*}
$$

Recall that in the beginning, we set $V^{(0)}(s)=0$ for all $s \in \mathcal{S}$. Since $V^{*}(\cdot) \in\left[-V_{\max }, V_{\max }\right]$, we have that $\varepsilon_{\mathrm{sl}}^{(0)} \leq V_{\max }$. Further, it is easy to see that if the leaf estimates (i.e., the output of the supervised learning from the previous iteration) is bounded in [ $-V_{\max }, V_{\max }$ ], then the output of the MCTS algorithm is always bounded in $\left[-V_{\max }, V_{\max }\right]$. That is, since $V^{(0)}(s)=0$ and the nearest neighbor supervised learning produces estimate $V^{(\ell)}$ via
simple averaging, inductively, the output of the MCTS algorithm is always bounded in $\left[-V_{\max }, V_{\max }\right]$ throughout every iteration.

With the notation as set up above, it follows that for a given $\delta_{\ell} \in(0,1)$ with $m_{\ell}$ satisfying condition of Lemma 8, i.e. $m_{\ell}=\Omega\left(d \delta_{\ell}^{-d-2} \log \delta_{\ell}^{-1}\right)$, and with the nearest neighbor supervised learning using balls of $\delta_{\ell}$ radius for estimation, we have the following recursion:

$$
\begin{equation*}
\varepsilon_{\mathrm{sl}}^{(\ell)} \leq \varepsilon_{\mathrm{mcts}}^{(\ell)}+(\zeta+1) \delta_{\ell}+\frac{4 V_{\max } \delta_{\ell}^{2}}{K\left(\delta_{\ell}, d\right)} \leq \varepsilon_{\mathrm{mcts}}^{(\ell)}+C^{\prime} \delta_{\ell} \tag{2.49}
\end{equation*}
$$

where $C^{\prime}$ is a large enough constant, since $\frac{\delta_{\ell}^{2}}{K\left(\delta_{\ell}, d\right)}=\Theta\left(d \delta_{\ell}^{d+2}\right)$ which is $O\left(\delta_{\ell}\right)$ for all $\delta_{\ell} \in(0,1)$. By Theorem 1, for iteration $\ell+1$ that uses the output of supervised learning estimate, $V^{(\ell)}$, as the input to the MCTS algorithm, we obtain

$$
\begin{equation*}
\left|\mathbb{E}\left[\hat{V}^{(\ell+1)}(s) \mid \mathcal{F}^{(\ell)}\right]-V^{*}(s)\right| \leq \gamma^{H^{(\ell+1)}} \mathbb{E}\left[\theta_{\mathrm{sl}}^{(\ell)} \mid \mathcal{F}^{(\ell)}\right]+O\left(n_{\ell+1}^{\eta-1}\right), \forall s \in \mathcal{S} \tag{2.50}
\end{equation*}
$$

where $\eta \in[1 / 2,1)$ is the constant utilized by MCTS with fixed depth of tree being $H^{(\ell+1)}$. This then implies that

$$
\begin{align*}
\varepsilon_{\text {mcts }}^{(\ell+1)} & =\mathbb{E}\left[\sup _{s \in \mathcal{S}}\left|\mathbb{E}\left[\hat{V}^{(\ell+1)}(s) \mid \mathcal{F}^{(\ell)}\right]-V^{*}(s)\right|\right] \\
& \leq \gamma^{H^{(\ell+1)}} \mathbb{E}\left[\mathbb{E}\left[\theta_{\mathrm{sl}}^{(\ell)} \mid \mathcal{F}^{(\ell)}\right]\right]+O\left(n_{\ell+1}^{\eta-1}\right) \\
& \leq \gamma^{H^{(\ell+1)}}\left(\varepsilon_{\mathrm{mcts}}^{(\ell)}+C^{\prime} \delta_{\ell}\right)+O\left(n_{\ell+1}^{\eta-1}\right) \tag{2.51}
\end{align*}
$$

Denote by $\lambda \triangleq\left(\frac{\varepsilon}{V_{\max }}\right)^{1 / L}$. Note that since the final desired error $\varepsilon$ should be less than $V_{\max }$ (otherwise, the problem is trivial by just outputing 0 as the final estimates for all the states), we have $\lambda<1$. Let us set the algorithmic parameters for MCTS and nearest neighbor supervised learning as follows: for each $\ell \geq 1$,

$$
\begin{equation*}
H^{(\ell)}=\left\lceil\log _{\gamma} \frac{\lambda}{8}\right\rceil, \delta_{\ell}=\frac{3 V_{\max }}{4 C^{\prime}} \lambda^{\ell}, n_{\ell}=\kappa_{l}\left(\frac{8}{V_{\max } \lambda^{\ell}}\right)^{\frac{1}{1-\eta}} \tag{2.52}
\end{equation*}
$$

where $\kappa_{l}>0$ is a sufficiently large constant such that $O\left(n_{\ell}^{\eta-1}\right)=\frac{V_{\max }}{8} \lambda^{\ell}$. Substituting these values into (2.51) yields

$$
\varepsilon_{\text {mcts }}^{(\ell+1)}=\mathbb{E}\left[\sup _{s \in \mathcal{S}}\left|\mathbb{E}\left[\hat{V}^{(\ell+1)}(s) \mid \mathcal{F}^{(\ell)}\right]-V^{*}(s)\right|\right] \leq \frac{\lambda}{8} \varepsilon_{\text {mcts }}^{(\ell)}+\frac{7 V_{\max }}{32} \lambda^{\ell+1}
$$

Note that by (2.50) and (2.52), and the fact that $\varepsilon_{\mathrm{sl}}^{(0)} \leq V_{\max }$, we have

$$
\varepsilon_{\mathrm{mcts}}^{(1)} \leq \frac{\lambda}{8} \varepsilon_{\mathrm{sl}}^{(0)}+\frac{\lambda}{8} V_{\max } \leq \frac{\lambda}{4} V_{\max }
$$

It then follows inductively that

$$
\varepsilon_{\mathrm{mcts}}^{(\ell)} \leq \lambda^{\ell-1} \varepsilon_{\mathrm{mcts}}^{(1)}=\frac{V_{\max }}{4} \lambda^{\ell}
$$

As for the supervised learning oracle, $\forall s \in \mathcal{S}$, (2.49) implies

$$
\mathbb{E}\left[\sup _{s \in \mathcal{S}}\left|V^{(\ell)}(s)-V^{*}(s)\right|\right] \leq \varepsilon_{\mathrm{mcts}}^{(\ell)}+\frac{3 V_{\max }}{4} \lambda^{\ell} \leq V_{\max } \lambda^{\ell} .
$$

This implies that

$$
\mathbb{E}\left[\sup _{s \in \mathcal{S}}\left|V^{(L)}(s)-V^{*}(s)\right|\right] \leq V_{\max } \lambda^{L}=\varepsilon
$$

We now calculate the sample complexity, i.e., the total number of state transitions required for the algorithm. During the $\ell$-th iteration, each query of MCTS oracle requires $n_{\ell}$ simulations. Recall that the number of querying MCTS oracle, i.e., the size of training set $\mathcal{S}^{(\ell)}$ for the nearest neighbor supervised learning step, should satisfy $m_{\ell}=\Omega\left(d \delta_{\ell}^{-d-2} \log \delta_{\ell}^{-1}\right)$ (cf. Lemma 8). From (2.52), we have

$$
H^{(\ell)}=c_{0}^{\prime} \log \lambda^{-1}, \quad \delta^{(\ell)}=c_{1} \lambda^{\ell}, \text { and } \quad n_{\ell}=c_{2}^{\prime} \lambda^{-\ell /(1-\eta)},
$$

where $c_{0}^{\prime}, c_{1}, c_{2}^{\prime}$, are constants independent of $\lambda$ and $\ell$. Note that each simulation of MCTS samples $H^{(\ell)}$ state transitions. Hence, the number of state transitions at the $\ell$-th iteration is given by

$$
M^{(\ell)}=m_{\ell} n_{\ell} H^{(\ell)} .
$$

Therefore, the total number of state transitions after $L$ iterations is

$$
\sum_{l=1}^{L} M^{(\ell)}=\sum_{\ell=1}^{L} m_{\ell} \cdot n_{\ell} \cdot H^{(\ell)}=O\left(\varepsilon^{-(2+1 /(1-\eta)+d)} \cdot\left(\log \frac{1}{\varepsilon}\right)^{5}\right)
$$

That is, for optimal choice of $\eta=1 / 2$, the total number of state transitions is $O\left(\varepsilon^{-(4+d)}\right.$. $\left.\left(\log \frac{1}{\varepsilon}\right)^{5}\right)$.

## ■ 2.8.3 Proof of Lemma 8

Given $N$ samples $s_{i}, i \in[N]$ that are sampled independently and uniformly at random over $\mathcal{S}$, and given the fact that each ball $c_{i}, i \in[K(\delta, d)]$ has at least $C_{d} \delta^{d}$ volume shared with $\mathcal{S}$, each of the sample falls within a given ball with probability at least $C_{d} \delta^{d}$. Let
$N_{i}, i \in[K(\delta, d)]$ denote the number of samples amongst $N$ samples in ball $c_{i}$.
Now the number of samples falling in any given ball is lower bounded by a Binomial random variable with parameter $N, C_{d} \delta^{d}$. By Chernoff bound for Binomial variable with parameter $n, p$, we have that

$$
\mathbb{P}(B(n, p) \leq n p / 2) \leq \exp \left(-\frac{n p}{8}\right) .
$$

Therefore, with an application of union bound, each ball has at least $0.5 C_{d} \delta^{d} N$ samples with probability at least $1-K(\delta, d) \exp \left(-C_{d} \delta^{d} N / 8\right)$. That is, for

$$
N=32 \max \left(1, \delta^{-2} V_{\max }^{2}\right) C_{d}^{-1} \delta^{-d}\left[\log \left(K(\delta, d)+\log \delta^{-1}\right],\right.
$$

each ball has at least $\Gamma=16 \max \left(1, \delta^{-2} V_{\max }^{2}\right)\left(\log K(\delta, d)+\log \delta^{-1}\right)$ samples with probability at least $1-\frac{\delta^{2}}{K(\delta, d)}$. Define event

$$
\mathcal{E}_{1}=\left\{N_{i} \geq 16 \max \left(1, \delta^{-2} V_{\max }^{2}\right)\left(\log K(\delta, d)+\log \delta^{-1}\right), \forall i \in[K(\delta, d)]\right\} .
$$

Then

$$
\mathbb{P}\left(\mathcal{E}_{1}^{c}\right) \leq \frac{\delta^{2}}{K(\delta, d)}
$$

Now, for any $s \in \mathcal{S}$, the nearest neighbor supervised learning described in Section 2.4.2 produces estimate $\hat{V}(s)$ equal to the average value of observations for samples falling in ball $c_{j(s)}$. Let $N_{j(s)}$ denote the number of samples in ball $c_{j(s)}$. To that end,

$$
\begin{aligned}
\left|\hat{V}(s)-V^{*}(s)\right|= & \left|\frac{1}{N_{j(s)}}\left(\sum_{i: s_{i} \in c_{j(s)}} V\left(s_{i}\right)-V^{*}(s)\right)\right| \\
= & \left|\frac{1}{N_{j(s)}}\left(\sum_{i: s_{i} \in c_{j(s)}} V\left(s_{i}\right)-\mathbb{E}\left[V\left(s_{i}\right)\right]\right)\right|+\left|\frac{1}{N_{j(s)}}\left(\sum_{i: s_{i} \in c_{j(s)}} \mathbb{E}\left[V\left(s_{i}\right)\right]-V^{*}\left(s_{i}\right)\right)\right| \\
& +\left|\frac{1}{N_{j(s)}}\left(\sum_{i: s_{i} \in c_{j(s)}} V^{*}\left(s_{i}\right)-V^{*}(s)\right)\right| .
\end{aligned}
$$

For the first term, since for each $s_{i} \in c_{j(s)}, V\left(s_{i}\right)$ is produced using independent randomness via MCTS, and since the output $V\left(s_{i}\right)$ is a bounded random variable, using Hoeffding's
inequality, it follows that

$$
\mathbb{P}\left(\left|\frac{1}{N_{j(s)}}\left(\sum_{i: s_{i} \in c_{j(s)}} V\left(s_{i}\right)-\mathbb{E}\left[V\left(s_{i}\right)\right]\right)\right| \geq \Delta_{1}\right) \leq 2 \exp \left(-\frac{N_{j(s)} \Delta_{1}^{2}}{8 V_{\max }^{2}}\right) .
$$

The second term is no more than $\Delta$ due to the guarantee given by MCTS as assumed in the setup. And finally, the third term is no more than $\zeta \delta$ due to Lipschitzness of $V^{*}$. To summarize, with probability at least $1-2 \exp \left(-\frac{N_{j(s)} \Delta_{1}^{2}}{8 V_{\text {max }}^{2}}\right)$, we have that

$$
\left|\hat{V}(s)-V^{*}(s)\right| \leq \Delta_{1}+\Delta+\zeta \delta .
$$

As can be noticed, the algorithm produces the same estimate for all $s \in \mathcal{S}$ such that they map to the same ball. And there are $K(\delta, d)$ such balls. Therefore, using union bound, it follows that with probability at least $1-2 K(\delta, d) \exp \left(-\frac{\left(\min _{i \in[K(\delta, d)]} N_{i}\right) \Delta_{1}^{2}}{8 V_{\max }^{2}}\right)$,

$$
\sup _{s \in \mathcal{S}}\left|\hat{V}(s)-V^{*}(s)\right| \leq \Delta_{1}+\Delta+\zeta \delta .
$$

Under event $\mathcal{E}_{1}, \min _{i \in[K(\delta, d)]} N_{i} \geq 16 \max \left(1, \delta^{-2} V_{\max }^{2}\right)\left(\log K(\delta, d)+\log \delta^{-1}\right)$. Therefore, under event $\mathcal{E}_{1}$, by choosing $\Delta_{1}=\delta$, we have

$$
\sup _{s \in \mathcal{S}}\left|\hat{V}(s)-V^{*}(s)\right| \leq \Delta+(\zeta+1) \delta,
$$

with probability at least $1-\frac{2 \delta^{2}}{K(\delta, d)}$. When event $\mathcal{E}_{1}$ does not hold or the above does not hold, we have trivial error bound of $2 V_{\max }$ on the error. Therefore, we conclude that

$$
\mathbb{E}\left[\sup _{s \in \mathcal{S}}\left|\hat{V}(s)-V^{*}(s)\right|\right] \leq \Delta+(\zeta+1) \delta+\frac{4 V_{\max } \delta^{2}}{K(\delta, d)}
$$

### 2.9 Extension of Theorem 1 for Stochastic Environment

In the previous sections, we have successfully analyzed the non-asymptotic behavior of MCTS under deterministic transitions and studied the complexity of the resulted reinforcement learning algorithm when combined with nearest neighbor supervised learning. In the last part of this chapter, we show that our analysis can be naturally extended to handle the stochastic environment in essentially the same manner.

We have established Theorem 1 when the transition kernel is deterministic. We now explain how to extend the results to the setting with stochastic transition kernel. We do so
by effectively mapping the stochastic setting to a deterministic setting as discussed next.
We start by defining the stochastic environment. Recall that when an action $a$ is taken at state $s$, the next state is $s^{\prime}$ with probability $\mathcal{P}\left(s^{\prime} \mid s, a\right)$. In the deterministic setting, we have $\mathcal{P}\left(s^{\prime} \mid s, a\right) \in\{0,1\}$, while in the stochastic setting, we allow for $\mathcal{P}\left(s^{\prime} \mid s, a\right) \in[0,1]$. We further consider the following setup. Let there be a fixed $\phi>0$ so that

$$
\begin{equation*}
\inf \left\{\mathcal{P}\left(s^{\prime} \mid s, a\right): \mathcal{P}\left(s^{\prime} \mid s, a\right) \neq 0, s, s^{\prime} \in \mathcal{S}, a \in \mathcal{A}\right\} \geq \phi \tag{2.53}
\end{equation*}
$$

Let $\operatorname{supp}(s, a)$ be the support of the distribution $\mathcal{P}(\cdot \mid s, a)$. Due to $(2.53),|\operatorname{supp}(s, a)| \leq$ $\left\lfloor\frac{1}{\phi}\right\rfloor \equiv M$. That is, the number of next state reachable for a given state $s$ under an action $a$ is bounded by a constant $M$ for all $s, a$.

Let us consider the MCTS algorithm for such a stochastic setting. At a node (i.e., state) at depth $h$, the action with the highest sum of average reward and a polynomial bonus is selected. A next state at depth $h+1$ is reached, and the process is repeated until a fix depth $H$. We then update the corresponding statistics of the nodes and the selected actions at each depth, and this finishes one iteration of the simulation. Since the transitions are stochastic, for state (node) $s$ at each depth, each action $a \in \mathcal{A}$ would have up to $|\operatorname{supp}(s, a)| \leq M$ children nodes. In contrast, for the deterministic case, each action leads to a unique state at the next depth (as shown in Figure 2.1, where each edge represents an action and connects a node $s$ at depth $h$ to a unique next state $s^{\prime}$ at depth $h+1$ ). However, despite of the distinct difference, we can map the stochastic scenario back to the deterministic setting via a simple transformation. Specifically, given the state $s$ at depth $h$ and action $a$, though there are multiple next states, for the purpose of MCTS decision, we assign a "meta-edge" corresponding to each action $a \in \mathcal{A}$ for a given state $s \in \mathcal{S}$. This edge connects $s$ via action $a$ to all of its next states in $\operatorname{supp}(s, a)$. This is illustrated in Figure 2.2, where each thick edge is a "meta-edge" representing an action in $\mathcal{A}$.

In the deterministic setting, at the end of each simulation step, the rewards of nodes and edges were updated along the entire path visited in the simulation step as described in Algorithm 1. In the stochastic setting, we perform the same operation, i.e., updating the rewards for each node (state) and each action (i.e., the meta edge) in the same manner. Note that now we might have a larger tree due to multiple children associated with the same action for a given state. Finally, while similar in spirit, the key difference lies in how we selection an action $a \in \mathcal{A}$ at a given state $s \in \mathcal{S}$ at depth $h$ of the tree in a simulation step. In the deterministic setting, we simply utilize the sum of the empirical average return and the polynomial bonus term associated with the action (or the edge), as described in (2.4). In stochastic setting, for each action $a$ at a state $s$, instead, we use a weighted sum of the empirical average returns associated with all possible next states, with weights simply being


Figure 2.2. MCTS with stochastic transitions.
the empirical frequency of visiting each next state in $\operatorname{supp}(s, a)$ so far. We use a similar polynomial bonus term for each action.

With the modifications elaborated above, we can now reuse the majority of our previous analysis. Recall that to establish the desired theorem for MCTS with deterministic transitions, we recursively argue the convergence and polynomial concentration properties at each depth. That is, starting with the convergence and concentration properties for nodes at depth $h+1$, we show the convergence and concentration properties for nodes at depth $h$; and then recursively apply this process until we reach the root node. More precisely, the induction step is completed by analyzing a non-stationary MAB problem where the (non-stationary) outcomes of each arm converge and polynomially concentrate. In stochastic setting, the algorithm dynamics are almost the same as that for deterministic setting, except that upon taking an arm (action), there is additional randomness determining which children in $\operatorname{supp}(s, a)$ we transition to. Suppose that we can argue that the non-stationary outcomes of each arm, after accounting for the stochastic transition through weighted average with empirical frequency, have the same convergence and polynomially concentration properties as the children nodes. Consequently, we can apply the analysis we developed for the deterministic case, by following the same line of induction argument.

Specifically, we can reduce the analysis of MCTS for stochastic settings to that of the deterministic settings as shown in Figure 2.3. We view the children nodes associated with one action collectively as one "meta-node" corresponding to the action, i.e., the "meta-node" encapsulates the randomness of the transitions and the non-stationary reward processes at the children nodes. At depth $h+1$, starting with the convergence and concentration properties for the non-stationary reward processes at each child node, we show that the reward process at the "meta-node" has the same convergence and concentration properties. The action selection problem at each node/state for the stochastic setting then is reduced to the MAB problem we have analyzed in the deterministic setting, for which we have established the convergence and concentration properties for the parent nodes at depth $h$. By following the proof for the deterministic settings, we shall obtain the guarantees for MCTS with stochastic environments. To summarize, it is clear that to establish the desired results for MCTS, we only need to fill in the missing step of arguing the convergence and concentration properties of the "meta-node"; the rest of the proof then exactly follows without modifications.


Figure 2.3. Reduce the stochastic transitions to a single "meta-node" for each action.

To this end, we consider a mathematical formulation that precisely describes the action selection problem at a node with stochastic transition. Consider a multinomial distribution over $[M]=\{1, \ldots, M\}$ with $p_{m} \geq \phi$ being probability of observing outcome $m \in[M]$. We denote the distribution by $\operatorname{Dist}(p)$. Let us consider a sequence of i.i.d. random variables $\left\{Y_{i}, i \in \mathbb{N}^{+}\right\}$, where $Y_{i} \sim \operatorname{Dist}(p)$. Consider $M$ random processes (possibly dependent) $\left\{X_{m, t}, t \in \mathbb{N}^{+}\right\}$for $1 \leq m \leq M$. Define a random process $\left\{Z_{i}, i \in \mathbb{N}^{+}\right\}$as follows: $Z_{i}=$ $\sum_{m=1}^{M} \mathbb{I}\left\{Y_{i}=m\right\} X_{m, N(m, i-1)+1}$, where $N(m, i-1)=\sum_{j=1}^{i-1} \mathbb{I}\left\{Y_{j}=m\right\}$ is the total number of times that the $m$ th outcome has been generated up to (and including) time $i-1$. In the context of MAB with stochastic transition, the introduced random processes are associated with one arm $a$ as follows: playing action $a$ leads to a random next state in $[M]$ according to $\operatorname{Dist}(p)$; state $m \in[M]$ is associated with a reward sequence $\left\{X_{m, t}, t \in \mathbb{N}^{+}\right\} ; Z_{i}$ represents the reward obtained by playing the action $a$ for the $i$ th time. We establish that if for each $m \in[M]$, the random process $\left\{X_{m, t}, t \in \mathbb{N}^{+}\right\}$satisfies the convergence and the polynomial
concentration properties, then so does the random process $\left\{Z_{i}\right\}$, as stated in the following lemma.

Lemma 9. Suppose that the $M$ random processes $\left\{X_{m, t}, t \in \mathbb{N}^{+}\right\}, 1 \leq m \leq M$, satisfy
A. Convergence: for $n \geq 1$, with notation $\bar{X}_{m, n}=\frac{1}{n}\left(\sum_{t=1}^{n} X_{m, t}\right)$,

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left[\bar{X}_{m, n}\right]=\mu_{m}, \quad \forall 1 \leq m \leq M
$$

B. Concentration: there exist constants, $\beta>1, \xi>1,1 / 2 \leq \eta<1$ such that for $n \geq 1$ and $z \geq 1$,

$$
\mathbb{P}\left(n \bar{X}_{m, n}-n \mu_{m} \geq n^{\eta} z\right) \leq \frac{\beta}{z^{\xi}}, \quad \mathbb{P}\left(n \bar{X}_{m, n}-n \mu_{m} \leq-n^{\eta} z\right) \leq \frac{\beta}{z^{\xi}}, \quad \forall 1 \leq m \leq M
$$

Then, the random process $\left\{Z_{i}, i \in \mathbb{N}^{+}\right\}$satisfies
A. Convergence: for $n \geq 1$, with notation $\bar{Z}_{n}=\frac{1}{n}\left(\sum_{i=1}^{n} Z_{i}\right)$,

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left[\bar{Z}_{n}\right]=\sum_{m=1}^{M} p_{m} \mu_{m}
$$

B. Concentration: there exist constant $\beta^{\prime}>1$ depending upon $M, \xi, \beta$ such that for $n \geq 1$ and $z \geq 1$,

$$
\mathbb{P}\left(n \bar{Z}_{n}-n\left(\sum_{m=1}^{M} p_{m} \mu_{m}\right) \geq n^{\eta} z\right) \leq \frac{\beta^{\prime}}{z^{\xi}}, \quad \mathbb{P}\left(n \bar{Z}_{n}-n\left(\sum_{m=1}^{M} p_{m} \mu_{m}\right) \leq-n^{\eta} z\right) \leq \frac{\beta^{\prime}}{z^{\xi}}
$$

As discussed, with Lemma 9, the proof in the previous sections is then readily extended to the stochastic setting. One important aspect that is worth mentioning is that the constants related to the polynomial rate, $\eta$ and $\xi$, are preserved and remain unchanged from the processes $\left\{X_{m, \cdot}\right\}$ to the process $Z$, i.e., the "meta-nodes" has the same polynomial rate as the children nodes. Only the constant $\beta$ is different. This means that the proof of Theorem 1 can be applied with a simple change of a different constant $\beta^{\prime}$. Particularly, Theorem 1 holds with the same rate of convergence, i.e., $O\left(n^{\eta-1}\right)$. Finally, one may notice that in Lemma 9 , for the concentration of $\left\{X_{m, t}, t \in \mathbb{N}^{+}\right\}$, we assume $\xi>1$ instead of a more general choice $\xi>0$ (cf., Section 2.5). This is indeed not an issue, as one can easily verify that the conditions in Theorem 1, i.e., choosing a large $\xi^{(H)}$ at depth $H$ and using the algorithmic choices (2.5) - (2.7), implicitly guarantees $\xi>1$ for every depth recursively.

## - 2.9.1 Proof of Lemma 9

Fix $n$. Note that according to the generating process, we can re-write $\bar{Z}_{n}$ as

$$
\bar{Z}_{n}=\frac{1}{n}\left(\sum_{m=1}^{M} \sum_{i=1}^{\mathcal{N}_{m}} X_{m, i}\right),
$$

where $\mathcal{N}_{m}, 1 \leq m \leq M$ are random variables such that $\sum_{m=1}^{M} \mathcal{N}_{m}=n$ and the marginal distribution of $\mathcal{N}_{m} \sim \operatorname{Binomial}\left(n, p_{m}\right)$, i.e., $\mathcal{N}_{m}$ is the number of times the $m$ th outcome is generated according to the distribution $\operatorname{Dist}(p)$ after $n$ trials. By Hoeffding's inequality, we have that for $1 \leq m \leq M$ and $\delta \geq 0$,

$$
\mathbb{P}\left(\mathcal{N}_{m} \mu_{m}-n p_{m} \mu_{m} \geq \delta\right) \leq \exp \left(-\frac{2 \delta^{2}}{n \mu_{m}^{2}}\right) .
$$

Therefore,

$$
\mathbb{P}\left(\mathcal{N}_{m} \mu_{m}-n p_{m} \mu_{m} \geq p_{m} n^{\eta} z\right) \leq \exp \left(-\frac{2 p_{m}^{2} z^{2} n^{2 \eta-1}}{\mu_{m}^{2}}\right) \leq \frac{\beta_{m}}{z^{\xi}},
$$

where $\beta_{m}$ is a large enough constant depending upon $\xi, p_{m}$ and $\mu_{m}$ and importantly, independent of $n$. Note that the last step follows because $\eta \geq 1 / 2$ and the exponential tail resulted from the Hoeffding's inequality decays faster than a polynomial one. We have that

$$
\begin{align*}
& \mathbb{P}\left(n \bar{Z}_{n}-\sum_{m=1}^{M} n p_{m} \mu_{m} \geq n^{\eta} z\right) \\
& \leq \mathbb{P}\left(n \bar{Z}_{n}-\sum_{m=1}^{M} n p_{m} \mu_{m} \geq \sum_{m=1}^{M} \frac{\mathcal{N}_{m}^{\eta} z}{2 M}+\sum_{m=1}^{M} \frac{p_{m} n^{\eta} z}{2}\right)  \tag{2.54}\\
& =\mathbb{P}\left(\sum_{m=1}^{M} \mathcal{N}_{m} \bar{X}_{m, \mathcal{N}_{m}}-\sum_{m=1}^{M} n p_{m} \mu_{m} \geq \sum_{m=1}^{M} \frac{\mathcal{N}_{m}^{\eta} z}{2 M}+\sum_{m=1}^{M} \frac{p_{m} n^{\eta} z}{2}\right) \\
& \leq \sum_{m=1}^{M} \mathbb{P}\left(\mathcal{N}_{m} \bar{X}_{m, \mathcal{N}_{m}}-n p_{m} \mu_{m} \geq \frac{\mathcal{N}_{m}^{\eta} z}{2 M}+\frac{p_{m} n^{\eta} z}{2}\right) . \tag{2.55}
\end{align*}
$$

Note that (2.54) follows because the following holds almost surely:

$$
\sum_{m=1}^{M} \frac{\mathcal{N}_{m}^{\eta} z}{2 M}+\sum_{m=1}^{M} \frac{p_{m} n^{\eta} z}{2} \leq \sum_{m=1}^{M} \frac{n^{\eta} z}{2 M}+\sum_{m=1}^{M} \frac{p_{m} n^{\eta} z}{2}=n^{\eta} z .
$$

Further, (2.55) holds due to the fact that

$$
\mathbb{P}(A+B \geq C+D) \leq \mathbb{P}(A \geq C \text { or } B \geq D) \leq \mathbb{P}(A \geq C)+\mathbb{P}(B \geq D)
$$

To continue, we have that

$$
\begin{align*}
& \mathbb{P}\left(\mathcal{N}_{m} \bar{X}_{m, \mathcal{N}_{m}}-n p_{m} \mu_{m} \geq \frac{\mathcal{N}_{m}^{\eta} z}{2 M}+\frac{p_{m} n^{\eta} z}{2}\right) \\
& =\mathbb{P}\left(\mathcal{N}_{m} \bar{X}_{m, \mathcal{N}_{m}}-\mathcal{N}_{m} \mu_{m}+\mathcal{N}_{m} \mu_{m}-n p_{m} \mu_{m} \geq \frac{\mathcal{N}_{m}^{\eta} z}{2 M}+\frac{p_{m} n^{\eta} z}{2}\right) \\
& \leq \mathbb{P}\left(\mathcal{N}_{m} \bar{X}_{m, \mathcal{N}_{m}}-\mathcal{N}_{m} \mu_{m} \geq \frac{\mathcal{N}_{m}^{\eta} z}{2 M}\right)+\mathbb{P}\left(\mathcal{N}_{m} \mu_{m}-n p_{m} \mu_{m} \geq \frac{p_{m} n^{\eta} z}{2}\right) \\
& =\mathbb{E}\left[\mathbb{P}\left(\left.\mathcal{N}_{m} \bar{X}_{m, \mathcal{N}_{m}}-\mathcal{N}_{m} \mu_{m} \geq \frac{\mathcal{N}_{m}^{\eta} z}{2 M} \right\rvert\, \mathcal{N}_{m}\right)\right]+\mathbb{P}\left(\mathcal{N}_{m} \mu_{m}-n p_{m} \mu_{m} \geq \frac{p_{m} n^{\eta} z}{2}\right) \\
& \leq \mathbb{E}\left[\frac{\beta(2 M)^{\xi}}{z^{\xi}}\right]+\frac{2^{\xi} \beta_{m}}{z^{\xi}} \\
& \leq \frac{\beta_{m}^{\prime}}{z^{\xi}}, \tag{2.56}
\end{align*}
$$

where $\beta_{m}^{\prime}=\beta(2 M)^{\xi}+2^{\xi} \beta_{m}$. Note that $\mathbb{P}\left(\left.\mathcal{N}_{m} \bar{X}_{m, \mathcal{N}_{m}}-\mathcal{N}_{m} \mu_{m} \geq \frac{\mathcal{N}_{m}^{\eta} z}{2 M} \right\rvert\, \mathcal{N}_{m}\right) \leq \frac{\beta(2 M)^{\xi}}{z^{\xi}}$ holds, because if $z \geq 2 M$, the concentration inequality for $\left\{\bar{X}_{m,}\right\}$ assumed in the lemma applies; and if $1 \leq z<2 M$, the R.H.S. of the above inequality is larger than 1 since $\beta>1$ and the inequality trivially holds. Combining (2.55) and (2.56), we have that

$$
\mathbb{P}\left(n \bar{Z}_{n}-\sum_{m=1}^{M} n p_{m} \mu_{m} \geq n^{\eta} z\right) \leq \sum_{m=1}^{M} \frac{\beta_{m}^{\prime}}{z^{\xi}} \leq \frac{\beta^{\prime}}{z^{\xi}},
$$

where $\beta^{\prime}=M \max _{1 \leq m \leq M} \beta_{m}^{\prime}$. The other side of the inequality follows similarly, and this completes the proof of the desired concentration property of $\bar{Z}_{n}$.

For convergence, note that we have established the concentration property that for $z \geq 1$ :

$$
\mathbb{P}\left(\left|\bar{Z}_{n}-\sum_{m=1}^{M} p_{m} \mu_{m}\right| \geq n^{\eta-1} z\right) \leq \frac{2 \beta^{\prime}}{z^{\xi}} .
$$

Therefore,

$$
\begin{aligned}
\mathbb{E}\left[\left|\bar{Z}_{n}-\sum_{m=1}^{M} p_{m} \mu_{m}\right|\right] & =\int_{0}^{\infty} \mathbb{P}\left(\left|\bar{Z}_{n}-\sum_{m=1}^{M} p_{m} \mu_{m}\right| \geq s\right) d s \\
& =\int_{0}^{n^{\eta-1}} \mathbb{P}\left(\left|\bar{Z}_{n}-\sum_{m=1}^{M} p_{m} \mu_{m}\right| \geq s\right) d s+\int_{n^{\eta-1}}^{\infty} \mathbb{P}\left(\left|\bar{Z}_{n}-\sum_{m=1}^{M} p_{m} \mu_{m}\right| \geq s\right) d s \\
& \leq n^{\eta-1}+\int_{n^{\eta-1}}^{\infty} \frac{2 \beta^{\prime} n^{\xi(\eta-1)}}{s^{\xi}} d s \\
& =n^{\eta-1}+\frac{2 \beta^{\prime} n^{\eta-1}}{\xi-1}
\end{aligned}
$$

where the integral is finite because $\xi>1$ by assumption in the lemma. Therefore,

$$
\lim _{n \rightarrow \infty}\left|\mathbb{E}\left[\bar{Z}_{n}-\sum_{m=1}^{M} p_{m} \mu_{m}\right]\right| \leq \lim _{n \rightarrow \infty} \mathbb{E}\left[\left|\bar{Z}_{n}-\sum_{m=1}^{M} p_{m} \mu_{m}\right|\right] \leq \lim _{n \rightarrow \infty}\left(n^{\eta-1}+\frac{2 \beta^{\prime} n^{\eta-1}}{\xi-1}\right)=0 .
$$

The limit is 0 because $1 / 2 \leq \eta<1$. The above implies that $\lim _{n \rightarrow \infty} \mathbb{E}\left[\bar{Z}_{n}\right]=\sum_{m=1}^{M} p_{m} \mu_{m}$, which establishes the desired convergencd property of $\bar{Z}_{n}$. This completes the proof of Lemma 9.

## ■ 2.10 Chapter Summary

This chapter marks the beginning of our investigation on data efficiency of reinforcement learning. In particular, by taking inspiration from the empirical successes, we are interested in understanding the complexity of Monte Carlo Tree Search (MCTS) and its usage in recent RL algorithms. To this end, this chapter introduces a correction of the popular MCTS approach for improved value function estimation for a given state, using an existing value function estimate for the entire state space. This correction was obtained through careful, rigorous analysis of a non-stationary Multi-arm Bandit (MAB) where rewards are dependent and non-stationary. In particular, we analyzed a variant of the classical Upper Confidence Bound policy for such a MAB. Using this as a building block, we establish rigorous performance guarantees for the corrected version of MCTS proposed in this chapter. This, to the best of our knowledge, is the first mathematically correct analysis of the UCT policy despite its popularity since it has been proposed in literature [94, 95]. We further establish that the proposed MCTS method, when combined with nearest neighbor supervised learning, leads to near optimal sample complexity for obtaining estimation of value function within a given tolerance, where the optimality is in the minimax sense. This suggests the tightness of our analysis as well as the utility of the MCTS approach.

We take a note that much of this work was inspired by the success of AlphaGo Zero (AGZ) which utilizes MCTS combined with supervised learning. Interestingly enough, the correction of MCTS suggested by our analysis is qualitatively similar to the version of MCTS utilized by AGZ as reported in practice. This seeming coincidence may suggest further avenue for practical utility of versions of the MCTS proposed in this chapter and is an interesting direction for future work.

Finally, we remark that the focus of this chapter is on the theoretical understanding of MCTS which we believe is important but currently lacking. One important question that is not fully addressed, however, is why MCTS, when combined with supervised learning, performs so well in practice, as evident by AGZ. We provide an analysis on the data efficiency of such a simplified algorithm with nearest neighbor regression, which leads to a sample
complexity of $\tilde{O}\left(\varepsilon^{-(4+d)}\right)$. One may wonder if this can be improved or in general, how MCTS can be better utilized in practice. We note that ignoring many ad-hoc modifications, there is one important "trick" in practice: re-using simulation data. If only used in its vanilla format, we tend to not expect MCTS to perform significantly better in terms of theoretical (worst-case) sample complexity. To obtain a good estimate, each query of the MCTS oracle necessarily incurs a large number of samples, which are then discarded after that query. This leads to a significant waste of samples. However, it is not what practitioners might do. For example, in AGZ, "the search tree is reused at subsequent time steps: the child node corresponding to the played action becomes the new root node; the subtree below this child is retained along with all its statistics, while the remainder of the tree is discarded." Practical schemes that re-use samples could greatly improve the sample complexity and real performance. However, they necessarily create complicated, dependent random variables that are harder to analyze theoretically and are beyond the scope of this chapter. Nevertheless, in Chapter 4 where we design efficient stable policy, we will give an example of a naive data re-use scheme and show how re-use data can provably improve the data efficiency per query for a simpler Monte Carlo oracle. While the treatment in Chapter 4 is certainly simplified, it offers preliminary evidence on the importance of such a trick. Analyzing data reuse in its full generality and provably demonstrate its value is undoubtedly an important open question in explaining the success of recent MCTS-related RL algorithms. We hope that this chapter could serve as an attempt to provide some foundational understanding on MCTS as well as the combination of MCTS and supervised learning, and motivate further studies on the related open problems.

## Chapter 3

## Data-efficient "Low-rank" RL

In this chapter, we start our journey on designing data-efficient reinforcement learning algorithms, focusing on compact domains first. In particular, we consider the question of learning an $\varepsilon$-optimal $Q$-function under continuous state and action spaces. As previewed in Chapter 1, if $Q$-function is Lipschitz continuous, then the minimal sample complexity for estimating $\varepsilon$-optimal $Q$-function is known to scale as $\Omega\left(\frac{1}{\varepsilon^{d_{1}+d_{2}+2}}\right)$ per classical non-parametric learning theory, where $d_{1}$ and $d_{2}$ denote the dimensions of the state and action spaces respectively. To overcome the barrier in sample complexity, our methodology is to first take a spectrum viewpoint of the the $Q$-function: when viewed as a kernel, the $Q$-function induces a Hilbert-Schmidt operator and hence possesses square-summable spectrum. This spectral property motivates us to consider a parametric class of $Q$-functions parameterized by its "rank" $r$, which contains all Lipschitz $Q$-functions as $r \rightarrow \infty$. As the key contribution of this chapter, we develop a simple, iterative learning algorithm that finds $\varepsilon$-optimal $Q$-function with sample complexity of $\widetilde{O}\left(\frac{1}{\varepsilon^{\max \left(d_{1}, d_{2}\right)+2}}\right)$ when the optimal $Q$-function has low rank $r$ and the discounting factor $\gamma$ is below a certain threshold. Thus, this provides an exponential improvement in sample complexity. While our initial motivation is for RL problems with continuous domains, which are less studied in literature, our methodology turns out to be generic and equally effective for problems with finite/discrete domains. The following table summarizes the improvement of sample complexity for various settings.

Table 3.1. Informal summary of sample complexity results for three different state/action space configurations: our results, a few selected from literature, and the lower bounds.

| Setting | Our Results | Selected from Literature |  | Lower Bound |
| :---: | :---: | :---: | :---: | :---: |
| Cont. $\mathcal{S}$ \& Cont. $\mathcal{A}$ | ax $\left[d_{1}\right.$, | N/A |  | $\Omega\left(\frac{1}{\varepsilon^{d_{1}+d_{2}+2}}\right)$ [164] |
| Cont. $\mathcal{S}$ \& Finite $\mathcal{A}$ | $\left(\frac{1}{\varepsilon^{d_{1}+2}}\right)$ | $\frac{1}{1+3}$ ) [143] | $\frac{1}{1+2}$ ) [181] | $\tilde{\Omega}\left(\frac{1}{\varepsilon_{1}+2}\right)[143]$ |
| Finite $\mathcal{S}$ \& Finite $\mathcal{A}$ | $\tilde{O}\left(\frac{\max \left(\underline{\text { a }} \text { ( } \varepsilon^{2}\| \| \mathcal{A} \mid\right.}{\varepsilon^{2}}\right)$ | $\tilde{O}\left(\frac{\tilde{S} \mid \text { S\|A\| }}{(1-\gamma)^{3} \varepsilon^{2}}\right)[146]$ |  | $\tilde{\Omega}\left(\frac{\|\mathcal{S} \\| \mathcal{A}\|}{(1-\gamma)^{3} \varepsilon^{2}}\right)[15]$ |

To enable our result, we develop a novel Matrix Estimation (ME) algorithm that faithfully estimates an unknown low-rank matrix in the $\ell_{\infty}$ sense even in the presence of arbitrary,
bounded noise, which might be of interest in its own right. Such an ME algorithm is absent in the literature but is crucial for the success of our efficient algorithm: $Q$-value estimates for only a limited number of state-action pairs will be generalized to a much larger stateaction set via the ME algorithm. This is as if we had explored the full space, but indeed achieved with significantly fewer samples. As a preview, Table 3.2 compares our method with some existing ME literature to highlight the difficulties of the setting considered and our contributions.

Table 3.2. Comparison of different ME methods with different guarantees. Ours is the only method that provides entry-wise guarantee while allowing for arbitrary, bounded error in each entry.

| Method | Noise Model | Error Guarantees | Sampling Model | \# of Samples |
| :--- | :---: | :---: | :---: | :---: |
| Our Method | bounded arbitrary | entrywise | adaptive | $O(n)$ |
| Convex Relaxation | noiseless | exact | independent w.p. $p$ | $O\left(n \log ^{2} n\right)$ |
| $[32,30,97]$ | bounded arbitrary | Frobenius | independent w.p. $p$ | $O\left(n \log ^{2} n\right)$ |
| Spectral Thresholding [34] | zero-mean | Frobenius | independent w.p. $p$ | $O\left(n^{1+c}\right)$ |
| Factorization (noncvx) $[39]$ | zero-mean | entrywise | independent w.p. $p$ | $O\left(n \log ^{3} n\right)$ |

Overall, to the best of our knowledge, this is the first work to show a provable, quantitative utility of exploiting the low-rank structure to reduce sample complexity in $Q$-learning for problems with continuous state space and continuous action space.

Organization of Chapter 3. Chapter 3 is organized as follows. We begin with reviewing the related literature in Section 3.1 to provide an informed background. In Section 3.2, we introduce a formal representation theorem of $Q^{*}$ which motivates the study of the low-rank structure. We then propose our efficient RL algorithm using low-rank ME in Section 3.3. The generic convergence and sample complexity results are established in Section 3.4, under a suitable assumption on the ME method. Section 3.5 is dedicated to the development of our new ME method that fulfills the requirement, with Section 3.6 containing the corresponding proofs. To probe the efficacy of our framework, we provide empirical evidence in Section 3.7. In Section 3.8, we offer a further discussion on aspects of our ME method, and then we summarize and conclude this chapter in Section 3.9. For a better readability, a few technical proofs as well as the detailed experimental setup are deferred to Appendix B.

## - 3.1 Related Work

We discuss related work on the sample complexity of reinforcement learning and matrix estimation to better contextualize our study.

Reinforcement Learning. RL problems with both continuous state and action spaces received significantly less attention in literature. While there are practical RL algorithms
to deal with continuous domains [166, 106, 69, 110], theoretical understanding on this class of problems, especially on sample complexity, is very limited [9]. This motivates the investigation of this chapter on improving efficiency for such scenarios. Since we interpolate our estimates to the entire space via non-parametric regression without making any additional model assumptions, a comparison with the non-parametric minimax rate $\Omega\left(\frac{1}{\varepsilon^{d_{1}+d_{2}+2}}\right)$ for learning Lipschitz function $[154,164]$ is meaningful.

Our "low-rank" algorithm and proofs are general, which can be reduced to low-rank settings with a finite (discrete) space in a similar manner. We offer a high-level comparison in Table 3.1 with a few selected work to help readers see how our approach fares with others from literature. This is by no means a complete illustration or a strict comparison on sample complexity, given the vast literature on the finite settings and the various problem settings considered. Rather, we intend to convey a rough sense of how our efficient algorithm performs, and especially what we gain in sample complexity with exploiting low-rank structure. In continuous state and action spaces, our algorithm effectively removes the dependence on the smaller dimension by leveraging the low-rank factorization, i.e., sample complexity is improved from $\Omega\left(\frac{1}{\varepsilon^{d_{1}+d_{2}+2}}\right)$ to $\tilde{O}\left(\frac{1}{\varepsilon^{\max \left(d_{1}, d_{2}\right)+2}}\right)$. The same heuristic in fact carries over to the finite cases, where the dependence on the size of the smaller space is "removed," i.e., the sample complexity depends on $|\mathcal{S}|$ instead of $|\mathcal{S}||\mathcal{A}|$, assuming $|\mathcal{S}| \geq|\mathcal{A}|$. For problems with continuous state space and finite action space, the lower bound scales as $\tilde{\Omega}\left(\frac{1}{\varepsilon^{d+2}}\right)$ [143]. In [143], authors consider learning the $Q$-function in a single sample path with non-parametric regression methods, whereas [181] considers learning the $Q$-function with sparse neural networks when re-sampling i.i.d. transitions is possible. For problems with finite state space and finite action space, there has been a great effort in learning an $\varepsilon$-optimal policy instead of just learning an $\varepsilon$-optimal value function. In this context, a line of work [146, 147] attempted to improve the dependence on the term $1 /(1-\gamma)$ in sample complexity and recently, this question is addressed in [146] by achieving an $\tilde{O}\left(\frac{|\mathcal{S}||\mathcal{A}|}{(1-\gamma)^{2} \varepsilon^{2}}\right)$ upper bound that matches the lower bound from [15]. Regardless, traditional results on learning $\varepsilon$-optimal policy/value commonly scale as the product $|\mathcal{S}||\mathcal{A}|$, while our method, when reduced to this case, scales as $\max \{|\mathcal{S}|,|\mathcal{A}|\}$. In summary, Table 3.1 demonstrates that exploitation of low-rank structure consistently benefits the sample complexity of our method in the same manner for all three settings. As a caveat, we remark that our analysis does require the discounting factor $\gamma$ to be small, and we leave it as an important future direction to extend to all $\gamma$.

It is worth mentioning that designing provably efficient RL algorithms when the underlying MDP is structured has been an active research area recently. Linear structure in low-dimensional features associated with states and actions is a commonly assumed setting $[178,179,81,80,3]$, under which the resulting sample complexity can be improved to be dependent on the (lower) dimension of the feature space instead of the original size of $\mathcal{S}$
or $\mathcal{A}$. For example, low-rank MDP studies MDP with a transition kernel $\mathcal{P}$ that is linear in the underlying feature $\phi(s, a) \in \mathbb{R}^{K}$. In contrast, we directly consider a low-rank structure on our learning target, the optimal $Q$-function $Q^{*}$, without assuming the knowledge of any feature mappings.

Lastly, we mention the recent empirical work [180] that investigates low-rank $Q^{*}$ with matrix estimation for finite state and action spaces. The results in [180] are solely empirical and it uses off-the-shelf ME methods. In that sense, we provide a formal framework to understand why [180] works so well, resolving the theoretical open problem raised in their work, and we provide natural generalization for continuous state and action spaces that was missing, along with a novel ME method.

Matrix Estimation. ME concerns recovering a low-rank $m \times n$ matrix from partial, noisy observation of it $[132,31,32,97,34,38,49,37]$. This has been a popular topic of active research for the last few decades, which culminated in the low-rank matrix completion via convex relaxation of rank minimization [132, 31, 32]. Also, various algorithms for matrix completion/estimation - including singular value thresholding [92, 34] and nuclear-norm regularization [31, 32, 97] - have been proposed and analyzed with provable guarantees. Despite the huge success in both theory and practice, the available analysis for those existing methods only provides a handle on the error measured in Frobenius norm and a few other limited class of norms (Schatten norms, regularizing norm and its dual, etc.) under certain circumstances (Chapters 9-10, [170]). In particular, there are no satisfactory results so far that provide a control on the $\ell_{\infty}$ error of matrix estimation, to the best of our knowledge.

Recently, the convergence guarantees for the so-called Burer-Monteiro approach, which takes low-rank factor matrices as decision variables (also commonly referred to as "nonconvex optimization" in literature), have been actively studied in pursuit of developing a computationally more efficient alternative of convex program-based approaches [64, 39]. For example, [39] provides an $\ell_{\infty}$ guarantee under certain setup. However, it assumes i.i.d. zero-mean noise and requires a proper initialization at the ground truth (for analysis). As a result, we were not able to use existing ME methods and their analysis in this work.

To facilitate a better understanding, Table 3.2 summarizes the setting we consider and compare it with several existing work. Clearly, in the context of applying ME to RL, a new method that provides entry-wise guarantee and handles arbitrary noise is required, and that is precisely what we provide in this work. After we elaborate our algorithmic design, in Section 3.8, we shall provide a more detailed discussions on why existing matrix estimation methods do not work and ours does, along with directions for future research.

## ■ 3.2 Markov Decision Process and Representation of $Q$-function

We consider the standard setup of infinite-horizon discounted MDP, as described by $(\mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R}, \gamma)$ in Section 1.1. We are primarily interested in continuous state space $\mathcal{S}$ and continuous action space $\mathcal{A}$, but generalization to finite spaces is readily and will be discussed. In this chapter, we consider a deterministic reward function $R(s, a)$, and to distinguish with the random case studied in Chapter 2, we use the notation $R(s, a)$ instead of $\mathcal{R}(s, a)$ throughout.

## - 3.2.1 MDP Regularity

We assume the existence of a generative model (i.e., a simulator) [84] and consider MDPs with the following properties:

1. (Compact domain) The state space $\mathcal{S}$ and the action space $\mathcal{A}$ are compact subsets of a Euclidean space; without loss of generality, let $\mathcal{S}=[0,1]^{d_{1}}$ and $\mathcal{A}=[0,1]^{d_{2}}$.
2. (Bounded reward) For every $(s, a) \in \mathcal{S} \times \mathcal{A}$, the reward $R(s, a)$ is bounded, i.e., $|R(s, a)| \leq R_{\max }$.
3. (Smoothness) The optimal $Q$-function, $Q^{*}$, is $\zeta$-Lipschitz with respect to the 1-product metric in $\mathcal{S} \times \mathcal{A}$, i.e., $\left|Q^{*}\left(s_{1}, a_{1}\right)-Q^{*}\left(s_{2}, a_{2}\right)\right| \leq \zeta d_{\mathcal{S} \times \mathcal{A}}\left(\left(s_{1}, a_{1}\right),\left(s_{2}, a_{2}\right)\right)$ where $d_{\mathcal{S} \times \mathcal{A}}\left(\left(s_{1}\right.\right.$, $\left.\left.a_{1}\right),\left(s_{2}, a_{2}\right)\right)=\left\|s_{1}-s_{2}\right\|_{2}+\left\|a_{1}-a_{2}\right\|_{2}$.

Similar to Chapter 2, we note that the bounded reward implies that for any policy $\pi,\left|V^{\pi}(s)\right| \leq V_{\max } \triangleq R_{\max } /(1-\gamma)$ for all $s$. This yields $\left|Q^{*}(s, a)\right| \leq V_{\max }$, too. Again, we remark that some form of smoothness assumption is typical for learning MDPs with continuous spaces under $\ell_{\infty}$ guarantee. With both continuous $\mathcal{S}$ and $\mathcal{A}$, the joint Lipschitz continuity above is natural.

## - 3.2.2 Spectral Representation of $Q$-function

With the discussion above, $Q^{*}:[0,1]^{d_{1}} \times[0,1]^{d_{2}} \rightarrow \mathbb{R}$ is $\zeta$-Lipschitz and also bounded. This induces an integral kernel operator $K=K_{Q^{*}}: L^{2}\left([0,1]^{d_{1}}\right) \rightarrow L^{2}\left([0,1]^{d_{2}}\right)$ between the spaces of square integrable functions $L^{2}\left([0,1]^{d}\right)$ (for $d \in\left\{d_{1}, d_{2}\right\}$ ) endowed with the standard inner product $\langle f, g\rangle=\int_{x \in[0,1]^{d}} f(x) g(x) d x$, i.e., we consider the integral operator $K=K_{Q^{*}}$ induced by $Q^{*}$ that maps an integrable function $h: \mathcal{S} \rightarrow \mathbb{R}$ to $K h: \mathcal{A} \rightarrow \mathbb{R}$ such that $K h(a)=\int_{s \in \mathcal{S}} Q^{*}(s, a) h(s) d s, \forall a \in \mathcal{A}$. Through this lens, we obtain the following representation for $Q^{*}$, which follows from noticing that $K$ is a Hilbert-Schmidt operator and then applying classical results in functional analysis. The proof of Theorem 4 can be found in Appendix B.1.

Theorem 4. Suppose the MDP regularity conditions (1) - (3). Then there exist a nonincreasing sequence $\left(\sigma_{i} \geq \mathbb{R}_{+}: i \in \mathbb{N}\right)$ with $\sum_{i=1}^{\infty} \sigma_{i}^{2}<\infty$ and orthonormal sets $\left\{f_{i} \in\right.$ $\left.L^{2}\left([0,1]^{d_{1}}\right): i \in \mathbb{N}\right\}$ and $\left\{g_{i} \in L^{2}\left([0,1]^{d_{2}}\right): i \in \mathbb{N}\right\}$ such that

$$
\begin{equation*}
Q^{*}(s, a)=\sum_{i=1}^{\infty} \sigma_{i} f_{i}(s) g_{i}(a), \quad \forall(s, a) \in[0,1]^{d_{1}} \times[0,1]^{d_{2}} . \tag{3.1}
\end{equation*}
$$

As a result, for any $\delta>0$, there exists $r^{*}=r^{*}(\delta) \in \mathbb{N}$ such that for all $r \geq r^{*}$, the rank- $r$ approximation error satisfies $\int_{\mathcal{S} \times \mathcal{A}}\left(\sum_{i=1}^{r} \sigma_{i} f_{i}(s) g_{i}(a)-Q^{*}(s, a)\right)^{2} d s d a=\sum_{i=r+1}^{\infty} \sigma_{i}^{2} \leq \delta$.

Low Rank $Q^{*}$. Theorem 4 motivates us to consider low-rank $Q^{*}$. For any integer $r \geq 1$, we call $Q^{*}$ to have rank $r$ if $\sigma_{i}=0$ for all $i>r$ in (3.1). More generally, we say $Q^{*}$ has $\delta$-approximate rank $r$ if $r^{*}(\delta)=r$ in Theorem 4. We focus on efficient RL for $Q^{*}$ with exact or approximate low rank $r$. To motivate the readers, we present an example of classical MDPs that exhibits low-rank structure in $Q^{*}$.
Example 1. The linear quadratic regulator (LQR) problem considers designing a linear controller $\pi$ for a linear dynamical system given by $s_{t+1}=A s_{t}+B a_{t}, a_{t}=\pi s_{t}$, via minimizing a quadratic cost (negative reward) function $R\left(s_{t}, a_{t}\right)=s_{t}^{T} E s_{t}+a_{t}^{T} F a_{t}$. Here, $s_{t} \in \mathbb{R}^{d_{1}}$ is the state of the system at time $t, a_{t} \in \mathbb{R}^{d_{2}}$ is the control input to the system at $t, A \in \mathbb{R}^{d_{1} \times d_{1}}, B \in \mathbb{R}^{d_{1} \times d_{2}}, \pi \in \mathbb{R}^{d_{2} \times d_{1}}$ are matrices describing the system, and $E \in \mathbb{R}^{d_{1} \times d_{1}}, F \in \mathbb{R}^{d_{2} \times d_{2}}$ are symmetric positive definite matrices. According to linearquadratic control theory [23], the value function can be expressed as $V^{\pi}\left(s_{t}\right)=s_{t}^{T} K_{\pi} s_{t}$ where $K_{\pi}$ is a cost matrix for policy $\pi$; thus, the $Q$-function for $\pi$ is written as

$$
\begin{aligned}
Q^{\pi}(s, a) & =R(s, a)+\gamma V^{\pi}((A s+B a)) \\
& =s^{T}\left(E+\gamma A^{T} K_{\pi} A\right) s+2 \gamma s^{T} A^{T} K_{\pi} B a+a^{T}\left(F+\gamma B^{T} K_{\pi} B\right) a .
\end{aligned}
$$

Letting $A^{T} K_{\pi} B=\sum_{i=1}^{r} \tau_{i} u_{i} v_{i}^{T}$ be the Singular Value Decomposition (SVD) of $A^{T} K_{\pi} B$, we can see that

$$
Q^{\pi}(s, a)=2 \gamma \sum_{i=1}^{r} \tau_{i}\left(u_{i}^{T} s\right) \cdot\left(v_{i}^{T} a\right)+\left(s^{T} M_{\mathcal{S}} s\right) \cdot 1_{\mathcal{A}}(a)+1_{\mathcal{S}}(s) \cdot\left(a^{T} M_{\mathcal{A}} a\right)
$$

where $M_{\mathcal{S}}=E+\gamma A^{T} K_{\pi} A, M_{\mathcal{A}}=F+\gamma B^{T} K_{\pi} B$ and $1_{\mathcal{S}}\left(1_{\mathcal{A}}\right)$ denotes a constant-1 function on $\mathcal{S}(\mathcal{A})$. It is easy to observe that $1_{\mathcal{S}}, s^{T} M_{\mathcal{S}} s$, and $\left\{u_{i}^{T} s\right\}_{i=1}^{r}$ form an orthogonal set in $L^{2}(\mathcal{S})$ as long as $\mathcal{S}$ is symmetric (i.e., $\mathcal{S}=-\mathcal{S}$ ). Similarly, $1_{\mathcal{A}}, a^{T} M_{\mathcal{A}} a$, and $\left\{v_{i}^{T} a\right\}_{i=1}^{r}$ form an orthogonal set in $L^{2}(\mathcal{A})$ when $\mathcal{A}$ is symmetric. Thus, the rank of $Q^{\pi}$ is at most $\min \left\{d_{1}, d_{2}\right\}+2$, and so is the rank of $Q^{*}$, which is significantly smaller than $|\mathcal{S}| \sim 2^{d_{1}}$ or $|\mathcal{A}| \sim 2^{d_{2}}$ (after quantization).

## ■ 3.3 Reinforcement Learning via Matrix Estimation

We introduce an RL algorithm using generic ME procedures as a subroutine. We require the ME method in use to satisfy Assumption 2 (see Section 3.4) to provide meaningful performance guarantees. However, there is no known ME procedure satisfying Assumption 2 in literature. In Section 3.5, we introduce a simple ME procedure that satisfies it when $Q^{*}$ is exactly or approximately low-rank.

### 3.3.1 A Narrative Description of the Algorithm

The RL algorithm iteratively improves estimation of $Q^{*}$. Each iteration consists of four steps: discretization, exploration, matrix estimation and generalization. We provide a narrative overview of the algorithm first; Algorithm 3 in Section 3.3.2 then describes the full algorithm in a pseudo-code format.


Figure 3.1. Iterative RL using ME: the exploration step uses estimation $Q^{(t-1)}$ from the previous iteration.

Step 1. Discretization. At iteration $t$, we produce $\beta^{(t)}$-nets, $\mathcal{S}^{(t)} \subset \mathcal{S}$ and $\mathcal{A}^{(t)} \subset \mathcal{A}$, for properly chosen resolution $\beta^{(t)} \in(0,1)$ that decreases with iteration $t$. In our setup, $\left|\mathcal{S}^{(t)}\right|=O\left(\left(1 / \beta^{(t)}\right)^{d_{1}}\right),\left|\mathcal{A}^{(t)}\right|=O\left(\left(1 / \beta^{(t)}\right)^{d_{2}}\right)$. In total, this produces $\left|\mathcal{S}^{(t)}\right|\left|\mathcal{A}^{(t)}\right|$ many $(s, a)$ pairs in the discretized set $\mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$.

Step 2. Exploration. Using estimate $Q^{(t-1)}$ over the entire $\mathcal{S} \times \mathcal{A}$ from the previous iteration, we wish to produce an improved estimate of $Q^{*}$ over $\mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$ through this and the next step, and then generalize it to $\mathcal{S} \times \mathcal{A}$ in Step 4. To produce an improved estimate over $\mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$ in a sample-efficient manner, we first "explore" a carefully selected subset $\Omega^{(t)} \subset \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$. Specifically, for each $(s, a) \in \Omega^{(t)}$, we obtain $N^{(t)}$ samples of independent transitions using the generative model, which results in a set of sampled next states $\left\{s_{i}^{\prime}\right\}_{i=1, \ldots, N^{(t)}}$. We obtain an estimate $\hat{Q}^{(t)}(s, a)$ as

$$
\begin{equation*}
\hat{Q}^{(t)}(s, a) \leftarrow R(s, a)+\gamma \cdot \frac{1}{N^{(t)}} \sum_{i=1}^{N^{(t)}} V^{(t-1)}\left(s_{i}^{\prime}\right), \quad \text { with } V^{(t-1)}(s)=\max _{a} Q^{(t-1)}(s, a) \tag{3.2}
\end{equation*}
$$

Step 3. Matrix Estimation. Given estimates $\hat{Q}^{(t)}(s, a), \forall(s, a) \in \Omega^{(t)}$ updated in Step

2, we wish to obtain an improved estimate of $Q^{*}$ for the entire discretized set $\mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$. This can be viewed as a matrix estimation problem. When $Q^{*}$ has rank $r$ as discussed in Section 3.2, the sampled matrix $\left[Q^{*}(s, a): s \in \mathcal{S}^{(t)}, a \in \mathcal{A}^{(t)}\right]$, induced by discretization, has rank at most $r$. Thus, we want to estimate the low-rank matrix by having access to noisy measurements for a subset of entries in $\Omega^{(t)} \subset \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$. Specifically, the noise in the measurements are not necessarily i.i.d. as they are coupled through $V^{(t-1)}$; thus, they are bounded but can be arbitrary. Ideally, we wish to estimate the matrix with the maximum entrywise error at a similar level as that in $\hat{Q}^{(t)}(s, a)$. This demands that the ME method in use is well-behaved in the $\ell_{\infty}$ sense, satisfying Assumption 2 to be stated later. While this is absent in literature, we shall describe ME methods fulfilling the desideratum in Section 3.5. As a result, we obtain improved estimates $\bar{Q}^{(t)}(s, a)$ for all $(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$ after the ME step.

Step 4. Generalization. With estimates $\bar{Q}^{(t)}(s, a),(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$, we generalize to $\mathcal{S} \times \mathcal{A}$ via interpolating them. This can be achieved by any supervised learning algorithm. We simply utilize the 1-nearest neighbor: for any $(s, a) \in \mathcal{S} \times \mathcal{A}$, at the end of iteration $t$, we output $Q^{(t)}(s, a) \leftarrow \bar{Q}^{(t)}\left(s^{\prime}, a^{\prime}\right)$ where $\left(s^{\prime}, a^{\prime}\right)$ is closest to $(s, a)$ in $\mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$, with ties broken arbitrarily.

## ■ 3.3.2 Pseudo-code for the Proposed Algorithm

Below (next page) is the pseudo-code of the generic RL method described above.

## ■ 3.4 Correctness, Convergence \& Sample Complexity

In this section, we state the result establishing correctness, convergence and finite sample analysis of our RL algorithm. We require a specific property, stated as Assumption 2, for the Matrix Estimation (ME) method utilized in Step 3 of the algorithm. While there is no known ME method in the literature that satisfies it, we provide a novel ME method with the desired property in Section 3.5.

## ■ 3.4.1 Matrix Estimation: a Key Premise

Recall that we describe Algorithm 3 with a generic matrix estimation subroutine used in Step 3, without specifying what ME method is used. In fact, the success of Algorithm 3 hinges on the performance of the ME method in use. For the convenience of exposition, we define $\left(C_{m e}, c_{m e}\right)$-property of an ME method for given constants $C_{m e}, C_{m e} \geq 0$, which abstracts the "success" of the ME method and serves as a pivotal premise for the success of the entire RL algorithm.

```
Algorithm 3 Main Algorithm: Low-rank Reinforcement Learning
    Input: \(\mathcal{S}, \mathcal{A}, \gamma, Q^{(0)}, T,\left\{\beta^{(t)}\right\}_{t=1, \ldots, T},\left\{N^{(t)}\right\}_{t=1, \ldots, T}\)
    Output: \(\quad Q^{(T)}\), the \(Q\)-value oracle after \(T\) iterations
    Initialization: For all \(s \in \mathcal{S}\), initialize the value oracle \(Q^{(0)}(s)\).
    for \(t=1,2, \ldots, T\) do
        /* Step 1: Discretization of \(\mathcal{S}\) and \(\mathcal{A} * /\)
        Discretize \(\mathcal{S}\) and \(\mathcal{A}\) so that \(\mathcal{S}^{(t)}\) is a \(\beta^{(t)}\)-net of \(\mathcal{S}\) and \(\mathcal{A}^{(t)}\) is a \(\beta^{(t)}\)-net of \(\mathcal{A}\).
        /* Step 2: Exploration of a few ( \(s, a\) ) pairs */
        Select a subset of \((s, a)\) pairs, \(\Omega^{(t)} \subseteq \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}\).
        for \((s, a) \in \Omega^{(t)}\) do
            Estimate \(Q^{*}(s, a)\) via simple lookahead based on the current value oracle \(V^{(t-1)}\),
            i.e., query the generative model to sample \(N^{(t)}\) independent transitions from \((s, a)\)
            and obtain an estimate \(\hat{Q}^{(t)}(s, a)\) with the sampled next states \(\left\{s_{i}^{\prime}\right\}_{i=1, \ldots, N^{(t)}}\) :
```

$$
\begin{equation*}
\hat{Q}^{(t)}(s, a) \leftarrow R(s, a)+\gamma \cdot \frac{1}{N^{(t)}} \sum_{i=1}^{N^{(t)}} V^{(t-1)}\left(s_{i}^{\prime}\right) . \tag{3.3}
\end{equation*}
$$

end for
/* Step 3: Matrix completion to obtain $\bar{Q}$ from $\hat{Q}$ */
Estimate $\bar{Q}(s, a)$ for $(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$ from the data $\left\{\hat{Q}^{(t)}(s, a)\right\}_{(s, a) \in \Omega^{(t)}}$, utilizing
the low-rank structure of $\bar{Q}(s, a)$, viz.,

$$
\bar{Q}^{(t)} \leftarrow \text { Matrix Estimation }\left(\hat{Q}^{(t)} ; \Omega^{(t)}\right) .
$$

12: /* Step 4: Generalization via interpolating $\bar{Q}$ */
13: Update the oracles $Q^{(t)}$ and $V^{(t)}$ by calling a subroutine that interpolates $\bar{Q}^{(t)}$ through non-parametric regression methods:

$$
Q^{(t)} \leftarrow \text { Interpolation }\left(\bar{Q}^{(t)} ; \mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right)
$$

and subsequently, $V^{(t)}(s) \leftarrow \max _{a \in \mathcal{A}} Q^{(t)}(s, a)$, for all $s \in \mathcal{S}$.
end for

Assumption $2\left(\left(\mathrm{C}_{\mathrm{me}}, \mathrm{C}_{\mathrm{me}}\right)\right.$-property $)$. Given finite $\mathcal{S}^{(t)} \subset \mathcal{S}, \mathcal{A}^{(t)} \subset \mathcal{A}$, it is possible to construct $\Omega^{(t)} \subseteq \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$ with $\left|\Omega^{(t)}\right| \leq \mathrm{C}_{\mathrm{me}}\left(\left|\mathcal{S}^{(t)}\right|+\left|\mathcal{A}^{(t)}\right|\right)$ for a given constant $\mathrm{C}_{\mathrm{me}} \geq 1$ so that whenever the ME method in use takes $\left\{\hat{Q}^{(t)}(s, a)\right\}_{(s, a) \in \Omega^{(t)}}$ with $\max _{(s, a) \in \Omega^{(t)}} \mid \hat{Q}^{(t)}(s, a)-$ $Q^{*}(s, a) \mid \leq \varepsilon$ as an input and outputs $\left\{\bar{Q}^{(t)}(s, a)\right\}_{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}$, the following inequality holds:

$$
\max _{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \mathrm{c}_{\mathrm{me}} \varepsilon .
$$

We assume access to an ME method that satisfies ( $\mathrm{C}_{\mathrm{me}}, \mathrm{C}_{\mathrm{me}}$ )-property. In essence, Assumption 2 ensures the $\ell_{\infty}$ error remains under control (to be precise, $\mathrm{c}_{\mathrm{me}}$-Lipschitz with respect to $\ell_{\infty} / \ell_{\infty}$ ) during the ME step, while it is stated in the language of RL for later uses. Note that Assumption 2 does not explicitly require any structure on $Q^{*}$, but we will
require $Q^{*}$ to be low-rank or approximately low-rank in order to produce an ME method satisfying the assumption, as will be discussed in Section 3.5.

## ■ 3.4.2 Correctness, Rate of Convergence \& Sample Complexity of Algorithm 3

Now, we state the desired properties of the RL algorithm introduced in Section 3.3. To that end, let the algorithm start with initialization $Q^{(0)}(s, a)=0, \forall(s, a) \in \mathcal{S} \times \mathcal{A}$ and hence $V^{(0)}(s)=0, \forall s \in \mathcal{S}$. That is, $\left|Q^{(0)}(s, a)-Q^{*}(s, a)\right| \leq V_{\max }, \forall(s, a) \in \mathcal{S} \times \mathcal{A}$. For the sake of notational brevity, we let $d_{1}=d_{2}=d$ in the sequel. We remark that our theorems apply equally by simply replacing $d$ with $\max \left\{d_{1}, d_{2}\right\}$.

Theorem 5. Consider the RL algorithm described in Section 3.3 with ME satisfying Assumption 2. Given $\delta \in(0,1)$, there exists algorithmic choice of $\beta^{(t)}, \Omega^{(t)}, N^{(t)}$ for $1 \leq t \leq T$, so that

$$
\mathbb{P}\left(\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq\left(2 \gamma \mathrm{c}_{\text {me }}\right)^{t} V_{\max }, \quad \forall 1 \leq t \leq T\right) \geq 1-\delta .
$$

Further, let $\gamma<\frac{1}{2 c_{\mathrm{me}}}$. Then, with $T=\Theta\left(\log \frac{1}{\varepsilon}\right)$ and $\widetilde{O}\left(\frac{1}{\varepsilon^{d+2}} \cdot \log \frac{1}{\delta}\right)$ number of samples, we have

$$
\begin{equation*}
\mathbb{P}\left(\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(T)}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon\right) \geq 1-\delta \tag{3.4}
\end{equation*}
$$

In the proof of Theorem 5 presented next, we choose parameters $\beta^{(t)}=\frac{V_{\max }}{8 \zeta}\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right)^{t}$, $\left|\Omega^{(t)}\right|=\mathrm{C}_{\mathrm{me}}\left(\left|\mathcal{S}^{(t)}\right|+\left|\mathcal{A}^{(t)}\right|\right)$ and $N^{(t)}=\frac{8}{\left(2 \gamma \mathrm{C}_{\mathrm{me}}\right)^{2(t-1)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right)$ for $1 \leq t \leq T$. While this choice establishes the claims in Theorem 5, it is possible to achieve $\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}} \mid Q^{(t)}(s, a)-$ $Q^{*}(s, a) \mid \leq \alpha^{t} V_{\max }$ for any $\alpha>\gamma \mathrm{c}_{\text {me }}$ by making a more sophisticated choice. Subsequently, the conclusion for sample complexity in (3.4), can be extended for any $\gamma<\frac{1}{c_{m e}}$. Thus, the constant $c_{\text {me }}$ in Assumption 2 determines the range of MDPs for which such gains can be achieved. In our analysis of the proposed ME method, $\mathrm{c}_{\mathrm{me}} \geq 1$ and indeed, we can achieve $c_{\text {me }}=1$ by trivially selecting $\Omega^{(t)}=\mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$, which however, does not lead to any gain in efficiency. The key challenge is to find the right balance between small $c_{\text {me }}$ with small $\left|\Omega^{(t)}\right|$ or $C_{m e}$. We address this in the next sections.

## ■ 3.4.3 Proof of Theorem 5

Helper Lemma: Error Bound for Lookahead Subroutine. This section is devoted to the proof of Theorem 5. To this end, we first need to understand the error guarantees
for the lookahead (exploration) subroutine based on the current oracle $V^{(t-1)}$, cf. (3.2) and Line 8 of Algorithm 3. This is summarized in the following lemma.

Lemma 10. Suppose that we have access to a value oracle $V: \mathcal{S} \rightarrow \mathbb{R}$ such that

$$
\sup _{s \in \mathcal{S}}\left|V(s)-V^{*}(s)\right| \leq B
$$

Given $(s, a) \in \mathcal{S} \times \mathcal{A}$, let $s_{1}^{\prime}, \ldots, s_{N}^{\prime}$ be the next states of $(s, a)$ independently drawn from the generative model and let $\hat{Q}(s, a)=R(s, a)+\gamma \cdot \frac{1}{N} \sum_{i=1}^{N} V\left(s_{i}^{\prime}\right)$. Then for any $\delta>0$,

$$
\left|\hat{Q}(s, a)-Q^{*}(s, a)\right| \leq \gamma\left(B+\sqrt{\frac{2 V_{\max }^{2}}{N} \log \left(\frac{2}{\delta}\right)}\right)
$$

with probability at least $1-\delta$.
Proof. Note that $Q^{*}(s, a)=R(s, a)+\gamma \mathbb{E}_{s^{\prime} \sim \mathcal{P}(\cdot \mid s, a)}\left[V^{*}\left(s^{\prime}\right)\right]$ by definition of $Q^{*}$ and $V^{*}$ (cf. Bellman equation). It follows that

$$
\begin{align*}
\left|\hat{Q}(s, a)-Q^{*}(s, a)\right| & =\gamma\left|\frac{1}{N} \sum_{i=1}^{N} V\left(s_{i}^{\prime}\right)-\mathbb{E}_{s^{\prime} \sim \mathcal{P}(\cdot \mid s, a)}\left[V^{*}\left(s^{\prime}\right)\right]\right| \\
& \leq \gamma\left|\frac{1}{N} \sum_{i=1}^{N} V\left(s_{i}^{\prime}\right)-\frac{1}{N} \sum_{i=1}^{N} V^{*}\left(s_{i}^{\prime}\right)\right|+\gamma\left|\frac{1}{N} \sum_{i=1}^{N} V^{*}\left(s_{i}^{\prime}\right)-\mathbb{E}_{s^{\prime} \sim \mathcal{P}(\cdot \mid s, a)}\left[V^{*}\left(s^{\prime}\right)\right]\right| \\
& =\frac{\gamma}{N} \sum_{i=1}^{N}\left|V\left(s_{i}^{\prime}\right)-V^{*}\left(s_{i}^{\prime}\right)\right|+\gamma\left|\frac{1}{N} \sum_{i=1}^{N} V^{*}\left(s_{i}^{\prime}\right)-\mathbb{E}_{s^{\prime} \sim \mathcal{P}(\cdot \mid s, a)}\left[V^{*}\left(s^{\prime}\right)\right]\right| \tag{3.5}
\end{align*}
$$

By assumption, the first term in (3.5) is bounded by $\gamma B$. Meanwhile, since $\left|V^{*}\left(s^{\prime}\right)\right| \leq V_{\max }$, we can apply Hoeffding's inequality to control the second term. Specifically, for any $t>0$,

$$
\mathbb{P}\left(\frac{1}{N} \sum_{i=1}^{N} V^{*}\left(s_{i}^{\prime}\right)-\mathbb{E}_{s^{\prime} \sim \mathcal{P}(\cdot \mid s, a)}\left[V^{*}\left(s^{\prime}\right)\right]>t\right) \leq \exp \left(-\frac{N t^{2}}{2 V_{\max }^{2}}\right)
$$

Solving $\delta=2 \exp \left(-\frac{N t^{2}}{2 V_{\text {max }}^{2}}\right)$ for $t$ yields the result $t=\sqrt{\frac{2 V_{\text {max }}^{2}}{N} \log \left(\frac{2}{\delta}\right)}$, and this completes the proof.

Proof of Theorem 5: Convergence. We prove the first statement of Theorem 5 by mathematical induction. For $t=0, Q^{(0)}(s, a) \equiv 0$ and thus $\left|Q^{(0)}(s, a)-Q^{*}(s, a)\right| \leq V_{\max }$ for all $(s, a)$. Next, we want to show that for $t=1, \ldots, T$,

$$
\begin{equation*}
\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \rho \sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t-1)}(s, a)-Q^{*}(s, a)\right| . \tag{3.6}
\end{equation*}
$$

Fix $t$ and suppose that $\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t-1)}(s, a)-Q^{*}(s, a)\right| \leq B^{(t-1)}$. Note that this implies $\sup _{s \in \mathcal{S}}\left|V^{(t-1)}(s)-V^{*}(s)\right| \leq B^{(t-1)}$ because $Q^{(t-1)}, Q^{*}$ are continuous and $\mathcal{A}$ is compact ${ }^{1}$. To prove the inequality in (3.6), we backtrack the updating steps in Algorithm 3.

For each $s \in \mathcal{S}$ and $a \in \mathcal{A}$, let $\hat{s}^{(t)} \in \arg \min _{s^{\prime} \in \mathcal{S}^{(t)}}\left\|s^{\prime}-s\right\|_{2}$ and $\hat{a}^{(t)} \in \arg \min _{a^{\prime} \in \mathcal{A}^{(t)}} \| a^{\prime}-$ $a \|_{2}$. Since $\mathcal{S}^{(t)}$ is a $\beta^{(t)}$ net of $\mathcal{S},\left\|\hat{s}^{(t)}-s\right\| \leq \beta^{(t)}$. Likewise, $\left\|\hat{a}^{(t)}-a\right\| \leq \beta^{(t)}$. As $Q^{(t)}(s, a)=\bar{Q}^{(t)}\left(\hat{s}^{(t)}, \hat{a}^{(t)}\right)$ and $Q^{*}$ is $\zeta$-Lipschitz,

$$
\begin{aligned}
\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| & =\left|\bar{Q}^{(t)}\left(\hat{s}^{(t)}, \hat{a}^{(t)}\right)-Q^{*}(s, a)\right| \\
& =\left|\bar{Q}^{(t)}\left(\hat{s}^{(t)}, \hat{a}^{(t)}\right)-Q^{*}\left(\hat{s}^{(t)}, \hat{a}^{(t)}\right)\right|+\left|Q^{*}\left(\hat{s}^{(t)}, \hat{a}^{(t)}\right)-Q^{*}(s, a)\right| \\
& \leq\left|\bar{Q}^{(t)}\left(\hat{s}^{(t)}, \hat{a}^{(t)}\right)-Q^{*}\left(\hat{s}^{(t)}, \hat{a}^{(t)}\right)\right|+2 \zeta \beta^{(t)} .
\end{aligned}
$$

Therefore, we obtain the following upper bound for Step 4 (interpolation):

$$
\begin{equation*}
\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \max _{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right|+2 \zeta \beta^{(t)} . \tag{3.7}
\end{equation*}
$$

By Assumption 2, we have the following upper bound for Step 3 (matrix estimation):

$$
\begin{equation*}
\max _{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \mathrm{c}_{\mathrm{me}} \max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| . \tag{3.8}
\end{equation*}
$$

Lastly, applying Lemma 10 and taking union bound over $(s, a) \in \Omega^{(t)}$, we can show that

$$
\begin{equation*}
\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \gamma\left(B^{(t-1)}+\sqrt{\frac{2 V_{\max }^{2}}{N^{(t)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right)}\right) \tag{3.9}
\end{equation*}
$$

with probability at least $1-\frac{\delta}{T}$.
Combining (3.7), (3.8) and (3.9) yields

$$
\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq B^{(t)}
$$

with probability at least $1-\frac{\delta}{T}$ where

$$
B^{(t)}=\gamma \mathrm{c}_{\mathrm{me}}\left(B^{(t-1)}+\sqrt{\frac{2 V_{\max }^{2}}{N^{(t)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right)}\right)+2 \zeta \beta^{(t)}
$$

[^0]By Assumption 2, this requires at most $\left|\Omega^{(t)}\right|=\mathrm{C}_{\mathrm{me}}\left(\left|\mathcal{S}^{(t)}\right|+\left|\mathcal{A}^{(t)}\right|\right)$. Moreover, for each $1 \leq t \leq T$, if we choose $\beta^{(t)}=\frac{V_{\max }}{8 \zeta}\left(2 \gamma \mathrm{c}_{\text {me }}\right)^{t}$ and

$$
\begin{equation*}
N^{(t)}=\frac{8}{\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right)^{2(t-1)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right) \tag{3.10}
\end{equation*}
$$

then $B^{(t-1)} \leq\left(2 \gamma \mathrm{c}_{\text {me }}\right)^{t-1} V_{\max }$ implies that $B^{(t)} \leq\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right)^{t} V_{\max }$ with probability at least $1-\frac{\delta}{T}$.

At the beginning, we observed $\left|Q^{(0)}(s, a)-Q^{*}(s, a)\right| \leq V_{\max }$ for all $(s, a)$, i.e., $B^{(0)} \leq$ $V_{\text {max }}$. By taking the union bound over $t=1, \ldots, T$,

$$
\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq\left(2 \gamma \mathrm{c}_{\text {me }}\right)^{t} V_{\max }, \quad \forall t=1, \ldots, T
$$

with probability at least $1-\delta$.
Proof of Theorem 5: Sample Complexity. If $\gamma<\frac{1}{2 c_{m e}}$, then $2 \gamma \mathrm{c}_{\mathrm{me}}<1$. Let $T_{\varepsilon}=$ $\left\lceil\frac{\log \left(\frac{V_{\max }}{\varepsilon}\right)}{\log \left(\frac{1}{2 \gamma \mathrm{cme}}\right)}\right\rceil$ and observe that $\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right) \varepsilon \leq\left(2 \gamma \mathrm{c}_{\text {me }}\right)^{T_{\varepsilon}} V_{\max } \leq \varepsilon$. For each $t, 1 \leq t \leq T$, we query $\hat{Q}^{(t)}(s, a)$ for $(s, a) \in \Omega^{(t)}$, each of which requires exploring $N^{(t)}$ samples. Therefore, the total sample complexity of Algorithm 3 with $T=T_{\varepsilon}$ is $\sum_{t=1}^{T_{\varepsilon}}\left|\Omega^{(t)}\right| N^{(t)}$.

By standard argument on covering number, we can see that $\left|\mathcal{S}^{(t)}\right|,\left|\mathcal{A}^{(t)}\right| \leq C^{\prime}\left(\frac{1}{\beta^{(t)}}\right)^{d}=$ $C^{\prime}\left(\frac{8 \zeta}{V_{\max }}\right)^{d}\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right)^{-d t}$ for some absolute constant $C^{\prime}>0$. This is an increasing function of $t$ and hence, $\left|\Omega^{(t)}\right|=\mathrm{C}_{\mathrm{me}}\left(\left|\mathcal{S}^{(t)}\right|+\left|\mathcal{A}^{(t)}\right|\right)$ and $N^{(t)}$ as described in (3.10) are also increasing with respect to $t$.

Observe that $\beta^{\left(T_{\varepsilon}\right)}=\frac{V_{\max }}{8 \zeta}\left(2 \gamma \mathrm{C}_{\mathrm{me}}\right)^{T_{\varepsilon}} \geq \frac{2 \gamma \mathrm{c}_{\mathrm{me}}}{8 \zeta}$. Hence, $\left|\mathcal{S}^{\left(T_{\varepsilon}\right)}\right|,\left|\mathcal{A}^{\left(T_{\varepsilon}\right)}\right| \leq C^{\prime}\left(\frac{8 \zeta}{2 \gamma \mathrm{C}_{\mathrm{me}}}\right)^{d} \frac{1}{\varepsilon^{d}}$. Therefore, the overall number of samples utilized by the algorithm is

$$
\begin{align*}
\sum_{t=1}^{T_{\varepsilon}}\left|\Omega^{(t)}\right| N^{(t)} & \leq T_{\varepsilon}\left|\Omega^{\left(T_{\varepsilon}\right)}\right| N^{\left(T_{\varepsilon}\right)} \\
& \leq T_{\varepsilon} \cdot \mathrm{C}_{\mathrm{me}}\left(\left|\mathcal{S}^{\left(T_{\varepsilon}\right)}\right|+\left|\mathcal{A}^{\left(T_{\varepsilon}\right)}\right|\right) \cdot \frac{8}{\left(2 \gamma \mathrm{C}_{\mathrm{me}}\right)^{2\left(T_{\varepsilon}-1\right)}} \log \left(\frac{2 \mathrm{C}_{\mathrm{me}}\left(\left|\mathcal{S}^{\left(T_{\varepsilon}\right)}\right|+\left|\mathcal{A}^{\left(T_{\varepsilon}\right)}\right|\right) T_{\varepsilon}}{\delta}\right) \\
& \leq T_{\varepsilon} \cdot 2 \mathrm{C}_{\mathrm{me}} C^{\prime}\left(\frac{8 \zeta}{2 \gamma \mathrm{C}_{\mathrm{me}}}\right)^{d} \frac{1}{\varepsilon^{d}} \cdot 8\left(\frac{V_{\mathrm{max}}}{\varepsilon}\right)^{2} \log \left(\frac{4 \mathrm{C}_{\mathrm{me}} C^{\prime} T_{\varepsilon}}{\delta}\left(\frac{8 \zeta}{2 \gamma \mathrm{C}_{\mathrm{me}}}\right)^{d} \frac{1}{\varepsilon^{d}}\right) \\
& =16 \mathrm{C}_{\mathrm{me}} C^{\prime} V_{\max }^{2}\left(\frac{8 \zeta}{2 \gamma \mathrm{C}_{\mathrm{me}}}\right)^{d} \cdot \frac{T_{\varepsilon}}{\varepsilon^{d+2}} \cdot \log \left(4 \mathrm{C}_{\mathrm{me}} C^{\prime}\left(\frac{8 \zeta}{2 \gamma \mathrm{C}_{\mathrm{me}}}\right)^{d} \cdot \frac{T_{\varepsilon}}{\varepsilon^{d}} \cdot \frac{1}{\delta}\right) \cdot \tag{3.11}
\end{align*}
$$

Since $T_{\varepsilon}=\left\lceil\frac{\log \left(\frac{V_{\max }}{\varepsilon}\right)}{\log \left(\frac{1}{2 \gamma c_{\mathrm{me}}}\right)}\right\rceil=O\left(\log \frac{1}{\varepsilon}\right)$, it follows from (3.11) that the overall sample complexity scales as $O\left(\frac{1}{\varepsilon^{d+2}} \log \frac{1}{\varepsilon} \cdot\left(\log \frac{1}{\varepsilon}+\log \frac{1}{\delta}\right)\right)$. This completes the proof of Theorem 5.

## ■ 3.5 Matrix Estimation Satisfying Assumption 2

We introduce a matrix estimation method satisfying Assumption 2 which is required for the success of our RL algorithm as in Theorem 5. For the ease of illustration, we start with describing it for the rank-1 setting (Section 3.5.1), then generalize it for $Q^{*}$ with generic rank $r \geq 1$ (Section 3.5.2) and finally for the approximate rank- $r$ setting with full generality (Section 3.5.3). Technical proofs for all the settings are deferred to Section 3.6 for a streamlined presentation.

## ■ 3.5.1 Matrix Estimation for $Q^{*}$ with Rank 1: a Warm-up

Consider $Q^{*}$ with rank 1 . That is, there exist $f: \mathcal{S} \rightarrow \mathbb{R}$ and $g: \mathcal{A} \rightarrow \mathbb{R}$ so that $Q^{*}(s, a)=$ $f(s) g(a)$ for all $(s, a) \in \mathcal{S} \times \mathcal{A}$. For the ease of exposition, we assume $R(s, a) \in\left[R_{\min }, R_{\max }\right]$ with $R_{\min }>0$ for all $(s, a) \in \mathcal{S} \times \mathcal{A}$ in this warm-up only. Subsequently, $Q^{*}(s, a) \geq V_{\min } \triangleq$ $\frac{R_{\min }}{1-\gamma}, \forall(s, a)$.

Matrix Estimation Algorithm. For $t \geq 1$, consider a discretization of state, action spaces, $\mathcal{S}^{(t)} \subset \mathcal{S}, \mathcal{A}^{(t)} \subset \mathcal{A}$. Let $Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right)$ be the $\left|\mathcal{S}^{(t)}\right| \times\left|\mathcal{A}^{(t)}\right|$ matrix induced by restricting $Q^{*}$ to $\mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$. Since $Q^{*}$ is rank 1, it follows that $Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right)=F G^{T}$ where $F=\left[f(s): s \in \mathcal{S}^{(t)}\right] \in \mathbb{R}^{\left|\mathcal{S}^{(t)}\right| \times 1}$ and $G=\left[g(a): a \in \mathcal{A}^{(t)}\right] \in \mathbb{R}^{\left|\mathcal{A}^{(t)}\right| \times 1}$. Therefore, we can estimate $Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right)$ by estimating $F, G$.

Now we describe the selection of $\Omega^{(t)}$ such that $\left|\Omega^{(t)}\right|=\left|\mathcal{S}^{(t)}\right|+\left|\mathcal{A}^{(t)}\right|-1$. To that end, we first choose an anchor element $s^{\sharp} \in \mathcal{S}^{(t)}$ and $a^{\sharp} \in \mathcal{A}^{(t)}$. Then, let $\Omega^{(t)}=\left\{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}\right.$ : $s=s^{\sharp}$ or $\left.a=a^{\sharp}\right\}$. With access to $\left\{\hat{Q}^{(t)}(s, a):(s, a) \in \Omega^{(t)}\right\}$, our ME method produces estimates for all $(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$ as

$$
\bar{Q}^{(t)}(s, a)=\frac{\hat{Q}^{(t)}\left(s, a^{\sharp}\right) \hat{Q}^{(t)}\left(s^{\sharp}, a\right)}{\hat{Q}^{(t)}\left(s^{\sharp}, a^{\sharp}\right)} .
$$

Satisfaction of Assumption 2. For the algorithm described above, we state the following proposition which verifies that Assumption 2 is satisfied with $C_{m e}=1$ and $\mathrm{c}_{\mathrm{me}}=7 \frac{R_{\text {max }}}{R_{\text {min }}}$.
Proposition 2. For $\varepsilon \leq \frac{1}{2} V_{\min }$, suppose that $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon$. Then the estimate produced by the above ME algorithm satisfies

$$
\max _{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq 7 \frac{R_{\max }}{R_{\min }} \varepsilon .
$$

Proposition 2 implies that when $Q^{*}$ has rank 1 , our simple ME method described above satisfies $\left(1,7 \frac{R_{\text {max }}}{R_{\text {min }}}\right)$-property for $\varepsilon \leq \frac{1}{2} V_{\text {min }}$. We remark that for any $c \in(0,1)$, one can show that the method fulfills $\left(1, \mathrm{c}_{\mathrm{me}}\right)$-property with $\mathrm{c}_{\mathrm{me}}=\frac{3+c}{1-c} \frac{R_{\max }}{R_{\min }}$ for all $\varepsilon \leq c V_{\min }$. By
replacing Assumption 2 in Theorem 5 with Proposition 2, we obtain convergence and sample complexity guarantees for the rank- 1 setup as stated in Theorem 6 below. We refer readers to Section 3.6.1 for proofs of Proposition 2 and Theorem 6.

Theorem 6. Let $Q^{*}$ be rank 1. Consider the RL algorithm (cf. Section 3.3) with the Matrix Estimation method as described in Section 3.5.1. If $\gamma<\frac{R_{\min }}{14 R_{\max }}$, then the following statements hold.

1. For any $\delta>0$, we have

$$
\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq\left(\frac{14 R_{\max }}{R_{\min }} \gamma\right)^{t} V_{\max }, \quad \forall 1 \leq t \leq T
$$

with probability at least $1-\delta$ by choosing algorithmic parameters $\beta^{(t)}, N^{(t)}$ appropriately.
2. Further, given $\varepsilon>0$, it suffices to set $T=\Theta\left(\log \frac{1}{\varepsilon}\right)$ and use $\tilde{O}\left(\frac{1}{\varepsilon^{d+2}} \cdot \log \frac{1}{\delta}\right)$ number of samples to achieve

$$
\mathbb{P}\left(\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(T)}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon\right) \geq 1-\delta .
$$

## ■ 3.5.2 Matrix Estimation for $Q^{*}$ with Rank $r$

Based on the intuition developed in Section 3.5.1, we consider a more general rank-r setup. For notational convenience, given $Q: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ and $\mathcal{S}^{\prime} \subset \mathcal{S}, \mathcal{A}^{\prime} \subset \mathcal{A}$, we let $Q\left(\mathcal{S}^{\prime}, \mathcal{A}^{\prime}\right)$ denote the $\left|\mathcal{S}^{\prime}\right| \times\left|\mathcal{A}^{\prime}\right|$ matrix $\left[Q(s, a):(s, a) \in \mathcal{S}^{\prime} \times \mathcal{A}^{\prime}\right]$, whose entries are indexed by $(s, a) \in \mathcal{S}^{\prime} \times \mathcal{A}^{\prime}$.

The central idea is the same as before: although $Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right) \in \mathbb{R}^{m \times n}$ is an array of $m n$ real numbers, it has only $r(m+n-r)$ degrees of freedom with $r$-dimensional row and column spaces, when $\operatorname{rank}\left(Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right)\right)=r \leq \min \{m, n\}$; as a result, one can successfully restore $Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right)$ by exploring only $r$ entire rows and columns. There is, however, a small caveat that the $r$ rows and $r$ columns should be carefully chosen so that they are not degenerate, i.e., the $r$ rows span the entire row space of $Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right)$ (the $r$ columns span the entire column space of $Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right)$, respectively). Towards this end, we first define the notion of anchor states and actions.

Definition 1. (Anchor states and actions) A set of states $\mathcal{S}^{\sharp}=\left\{s_{i}^{\sharp}\right\}_{i=1}^{R_{s}} \subset \mathcal{S}$ and actions $\mathcal{A}^{\sharp}=\left\{a_{i}^{\sharp}\right\}_{i=1}^{R_{a}} \subset \mathcal{A}$ for some $R_{s}, R_{a}$ are called anchor states and anchor actions for $Q^{*}$ if $\operatorname{rank} Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)=r$.

That is, there are $r$ states in the set $\mathcal{S}^{\sharp}$ such that $Q^{*}\left(s, \mathcal{A}^{\sharp}\right), s \in \mathcal{S}^{\sharp}$ are linearly independent. In other words, $\mathcal{S}^{\sharp}$ contains states with sufficiently diverse performance on actions $\mathcal{A}^{\sharp}$.

Likewise, a similar interpretation holds for $\mathcal{A}^{\sharp}$ if we look at the columns of $Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)$.
Indeed, $\mathcal{S}^{\sharp}$ and $\mathcal{A}^{\sharp}$ will be applied to construct our exploration sets and we want them to have small size. Finding only a few diverse states and actions is arguably easy in practice in fact, for several stochastic control tasks experimented in Section 3.7, we simply pick a few states and actions that are far from each other in their respective metric spaces. We remark that assuming some "anchor" elements (i.e., elements having some special, relevant properties) is common in feature-based reinforcement learning [178,53] or matrix factorization such as topic modeling [10].

Matrix Estimation Algorithm. We select anchor states $\mathcal{S}^{\sharp} \subset \mathcal{S}$, anchor actions $\mathcal{A}^{\sharp} \subset \mathcal{A}$ and fix them throughout all iterations $1 \leq t \leq T$. As before, we select appropriate $\beta^{(t)}$-nets $\mathcal{S}^{(t)}$ and $\mathcal{A}^{(t)}$ and augment them with the anchor states and actions: $\overline{\mathcal{S}}^{(t)} \leftarrow \mathcal{S}^{(t)} \cup \mathcal{S}^{\sharp}$ and $\overline{\mathcal{A}}^{(t)} \leftarrow \mathcal{A}^{(t)} \cup \mathcal{A}^{\sharp}$. For iteration $1 \leq t \leq T$, we let

$$
\Omega^{(t)}=\left\{(s, a) \in \overline{\mathcal{S}}^{(t)} \times \overline{\mathcal{A}}^{(t)}: s \in \mathcal{S}^{\sharp} \text { or } a \in \mathcal{A}^{\sharp}\right\}
$$

be the exploration set.
Given $\hat{Q}^{(t)}(s, a)$ for $(s, a) \in \Omega^{(t)}$, our ME method produces estimates for all $(s, a) \in$ $\mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$ as

$$
\begin{equation*}
\bar{Q}^{(t)}(s, a)=\hat{Q}^{(t)}\left(s, \mathcal{A}^{\sharp}\right)\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger} \hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, a\right), \tag{3.12}
\end{equation*}
$$

where $\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}$ denotes the Moore-Penrose pseudoinverse of $\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)$. With the choice of $R_{s}=R_{a}=r$ (or a constant multiple of $r$, e.g. $O(r)$ ), the size of $\Omega^{(t)}$ is at most $r\left(\left|\overline{\mathcal{S}}^{(t)}\right|+\left|\overline{\mathcal{A}}^{(t)}\right|-r\right) \ll\left|\overline{\mathcal{S}}^{(t)}\right|\left|\overline{\mathcal{A}}^{(t)}\right|$.
Satisfaction of Assumption 2. For given matrix $X \in \mathbb{R}^{m \times n}$, we denote by $\sigma_{i}(X)$ its $i$-th largest singular value, i.e., $\sigma_{1}(X) \geq \sigma_{2}(X) \geq \cdots \geq \sigma_{\min (m, n)}(X) \geq 0$. We state the following guarantee, which verifies that the matrix estimation algorithm described above satisfies Assumption 2.

Proposition 3. Let $\Omega^{(t)}$ and $\bar{Q}^{(t)}$ as described above. For any $\varepsilon \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}} \sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$, if $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon$, then

$$
\max _{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \varepsilon,
$$

where

$$
c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)=\left(6 \sqrt{2}\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)+2(1+\sqrt{5})\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)^{2}\right) V_{\max }
$$

Proposition 3 implies when $Q^{*}$ has rank $r$, our ME method satisfies $\left(\max \left\{\left|\mathcal{S}^{\sharp}\right|,\left|\mathcal{A}^{\sharp}\right|\right\}, c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$ -
property for $\varepsilon \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}} \sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$. Hence, we obtain Theorem 7 below as a corollary of Theorem 5. That is, we obtain the desired convergence result and sample complexity $\tilde{O}\left(\frac{1}{\varepsilon^{d+2}} \cdot \log \frac{1}{\delta}\right)$ to achieve $\varepsilon$ error with the output $Q^{(T)}$. We remark that here, the hidden constant in $\tilde{O}(\cdot)$ depends on $\left|\mathcal{S}^{\sharp}\right|$ and $\left|\mathcal{A}^{\sharp}\right|$. Based on the definition, the minimal values of $\left|\mathcal{S}^{\sharp}\right|$ and $\left|\mathcal{A}^{\sharp}\right|$ are both $r$. As common in the ME literature, we generally considers low-rank problems with a small value $r$ and treats related quantities as constants. The proofs of Proposition 3 and Theorem 7 are provided in Section 3.6.2.

Theorem 7. Let $Q^{*}$ have rank r. Consider the RL algorithm (cf. Section 3.3) with the Matrix Estimation method as described in Section 3.5.2. If $\gamma \leq \frac{1}{2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)}$, then the following statements hold.

1. For any $\delta>0$, we have

$$
\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq\left(2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right)^{t} V_{\max }, \quad \text { for all } t=1, \ldots, T
$$

with probability at least $1-\delta$ by choosing algorithmic parameters $\beta^{(t)}, N^{(t)}$ appropriately.
2. Further, given $\varepsilon>0$, it suffices to set $T=\Theta\left(\log \frac{1}{\varepsilon}\right)$ and use $\tilde{O}\left(\frac{1}{\varepsilon^{d+2}} \cdot \log \frac{1}{\delta}\right)$ number of samples to achieve

$$
\mathbb{P}\left(\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(T)}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon\right) \geq 1-\delta .
$$

Remark. (Discrete spaces) It is clear that our algorithm and analysis also apply to lowrank $Q^{*}$ defined over discrete spaces (as also mentioned in Table 3.1 at the beginning of this chapter). We summarize results for (1) continuous $\mathcal{S}$ and finite $\mathcal{A}$; (2) finite $\mathcal{S}$ and finite $\mathcal{A}$ as direct corollaries of Theorem 7 in Appendix B.2.

## ■ 3.5.3 Matrix Estimation for $Q^{*}$ with Approximate Rank $r$

In Section 3.5.2, we considered the setup where the underlying $Q^{*}$ has an exact rank $r$. However, it may not be feasible to hope for exact low-rank structure in practice. Hence, it is desirable to seek methods that are reasonably robust to approximation error when $Q^{*}$ can be well approximated by the first few spectral components. We show that our ME method has such an appealing property.

Given $r>0$ as a parameter, let $Q_{r}^{*}$ denote the best rank- $r$ approximation of $Q^{*}$ in the $L^{2}$-sense so that $Q_{r}^{*}(s, a)=\sum_{i=1}^{r} \sigma_{i} f_{i}(s) g_{i}(a)$ (cf. Theorem 4). Denote by $\xi_{r} \triangleq$ $\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q_{r}^{*}(s, a)-Q^{*}(s, a)\right|$ the model bias due to approximation. We introduce the
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notion of $r$-anchor states/actions that generalizes the notion of anchor states and actions in Definition 1.

Definition 2. (r-Anchor states and actions) A set of states $\mathcal{S}^{\sharp}=\left\{s_{i}^{\sharp}\right\}_{i=1}^{R_{s}} \subset \mathcal{S}$ and actions $\mathcal{A}^{\sharp}=\left\{a_{i}^{\sharp}\right\}_{i=1}^{R_{a}} \subset \mathcal{A}$ for some $R_{s}, R_{a}$ are called $r$-anchor states and $r$-anchor actions for $Q^{*}$ if rank $Q_{r}^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)=r$ for a positive integer $r$.

It is easy to see that if $\mathcal{S}^{\sharp}$ and $\mathcal{A}^{\sharp}$ are $r$-anchor states/actions for $Q^{*}$, then they are $r^{\prime}$-anchor states/actions for $Q^{*}$ for all $r^{\prime} \leq r$.

Matrix Estimation Algorithm. The algorithm remains the same as the exact rank- $r$ case in Section 3.5.2, except that we select $\mathcal{S}^{\sharp} \subset \mathcal{S}$ and $\mathcal{A}^{\sharp} \subset \mathcal{A}$ to be $r$-anchor states and actions.

Theoretical Guarantee for Approximate Rank- $r$ Setup. Previously, we imposed some regularity assumptions on $Q^{*}$, but the truncated function $Q_{r}^{*}$ is not guaranteed to inherit the regularity properties. Here, we additionally assume that (i) $\left\|Q_{r}^{*}\right\|_{\infty} \leq V_{\max }$ and (ii) $Q_{r}^{*}$ is $\zeta$-Lipschitz, for the convenience of exposition.

At a high level, our analysis is simple: for a given parameter $r>0$, we treat $Q_{r}^{*}$ as the true function and repeat our analysis for the rank- $r$ setup. Of course, there will be an additional bias, $Q_{r}^{*}(s, a)-Q^{*}(s, a)$, incurred by this substitution which requires careful tracking at each iteration. We formalize this argument in Proposition 4 and Theorem 8.

Proposition 4. Let $\Omega^{(t)}$ and $\bar{Q}^{(t)}$ be as described above. Given a positive integer $r>0$, let $\mathcal{S}^{\sharp}$ and $\mathcal{A}^{\sharp}$ be some $r$-anchor states and actions for $Q^{*}$.

For any $\varepsilon \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}} \sigma_{r}\left(Q_{r}^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$, if $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q_{r}^{*}(s, a)\right| \leq \varepsilon$, then

$$
\max _{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}\left|\bar{Q}^{(t)}(s, a)-Q_{r}^{*}(s, a)\right| \leq \phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \varepsilon,
$$

where

$$
\begin{equation*}
\phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right):=\left(6 \sqrt{2}\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q_{r}^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)+2(1+\sqrt{5})\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q_{r}^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)^{2}\right) V_{\max } . \tag{3.13}
\end{equation*}
$$

With Proposition 4 at hand, we can obtain the following theorem as a corollary of Theorem 5 for the approximate rank- $r$ setup. The theorem guarantees that when the model bias $\left\|Q_{r}^{*}-Q^{*}\right\|_{\infty}$ is sufficiently small, we obtain convergence and sample complexity results similar to the rank- $r$ setting with an additive error induced by the model bias.

Theorem 8. Consider the approximate rank-r setting in this section and the RL algorithm (cf. Section 3.3) with the Matrix Estimation method as described above. Given a positive
integer $r$, if $\gamma \leq \frac{1}{2 \phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)}$ and $\xi_{r} \leq \min \left\{\frac{\sigma_{r}\left(Q_{r}^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}{2 \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}+\left(1+\frac{1}{V_{\max }}\right) \sigma_{r}\left(Q_{r}^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}, \frac{3}{2} V_{\max }\right\}$, then the following statements hold.

1. For any $\delta>0$, with probability at least $1-\delta$, the following inequality holds for all $t=1, \ldots, T$

$$
\begin{aligned}
\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq & \left(2 \phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right)^{t} V_{\max } \\
& +\left(1+\phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right) \xi_{r} \sum_{i=1}^{t}\left(\phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right)^{i-1}
\end{aligned}
$$

by choosing algorithmic parameters $\beta^{(t)}, N^{(t)}$ appropriately.
2. Further, given $\varepsilon>0$, it suffices to set $T=\Theta\left(\log \frac{1}{\varepsilon}\right)$ and use $\tilde{O}\left(\frac{1}{\varepsilon^{d+2}} \cdot \log \frac{1}{\delta}\right)$ number of samples to achieve

$$
\mathbb{P}\left(\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(T)}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon+\frac{1+\gamma \phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)}{1-\gamma \phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)} \xi_{r}\right) \geq 1-\delta .
$$

The proof of Theorem 8 is provided in Section 3.6.3. Theorem 8 establishes the robustness of our method. When the approximation error $\xi_{r}$ is not too large, with high probability, we obtain estimate of $Q^{*}$ that is within $\ell_{\infty}$ error $\varepsilon+\frac{1+\gamma \phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)}{1-\gamma \phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)} \xi_{r}$. Again, the algorithm only efficiently utilizes $\tilde{O}\left(\frac{1}{\varepsilon^{d+2}} \cdot \log \frac{1}{\delta}\right)$ number of samples. Overall, the results on the approximate rank- $r$ setting justifies the soundness of our approach, from both theoretical and practical perspectives.

Reduction to Exact Rank-r Case. Note that the exact rank- $r$ setting is a special case of the approximate rank- $r$ setup with $\xi_{s}=0$ for all $s \geq r$. Therefore, Theorem 8 applies to rank- $r$ setup discussed in Section 3.5.2. $\phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)$ in (3.13) reduces to $c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)$ defined in Proposition 3. As a result, we can apply Theorem 8 to arrive at the same conclusion with Theorem 7.

## - 3.6 Technical Results of the Proposed ME Method

In this section, we provide the details related to the technical results presented in Section 3.5.

## ■ 3.6.1 $\operatorname{Rank}\left(Q^{*}\right)=1$

We prove Proposition 2 and Theorem 6 for the case of a rank- $1 Q^{*}$ here.

Proof of Proposition 2. First, we note that for any $(s, a) \in \mathcal{S} \times \mathcal{A}$,

$$
Q^{*}(s, a)=f(s) g(a)=\frac{f(s) g\left(a^{\sharp}\right) f\left(s^{\sharp}\right) g(a)}{f\left(s^{\sharp}\right) g\left(a^{\sharp}\right)}=\frac{Q^{*}\left(s, a^{\sharp}\right) Q^{*}\left(s^{\sharp}, a\right)}{Q^{*}\left(s^{\sharp}, a^{\sharp}\right)} .
$$

We assumed that $\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon$ for all $(s, a) \in \Omega^{(t)}$. Since $\left(s, a^{\sharp}\right),\left(s^{\sharp}, a\right)$, $\left(s^{\sharp}, a^{\sharp}\right) \in \Omega^{(t)}$,

$$
\bar{Q}^{(t)}(s, a) \leq \frac{\left(1+\frac{\varepsilon}{Q^{*}\left(s, a^{\sharp}\right)}\right)\left(1+\frac{\varepsilon}{Q^{*}\left(s^{\sharp}, a\right)}\right)}{1-\frac{\varepsilon}{Q^{*}\left(s^{\sharp}, a^{\sharp}\right)}} Q^{*}(s, a) \leq\left(1+\frac{\varepsilon}{V_{\min }}\right)^{2}\left(1+\frac{2 \varepsilon}{V_{\min }}\right) Q^{*}(s, a) .
$$

The last inequality follows from that $\frac{1}{1-x} \leq 1+2 x$ for $0 \leq x \leq \frac{1}{2}$ and that $\varepsilon \leq \frac{1}{2} V_{\min } \leq$ $\min \left\{Q^{*}\left(s, a^{\sharp}\right), Q^{*}\left(s^{\sharp}, a\right), Q^{*}\left(s^{\sharp}, a^{\sharp}\right)\right\}$. Therefore,

$$
\begin{aligned}
\bar{Q}^{(t)}(s, a)-Q^{*}(s, a) & \leq\left[4\left(\frac{\varepsilon}{V_{\min }}\right)+5\left(\frac{\varepsilon}{V_{\min }}\right)^{2}+2\left(\frac{\varepsilon}{V_{\min }}\right)^{3}\right] Q^{*}(s, a) \\
& \leq 7 Q^{*}(s, a) \frac{\varepsilon}{V_{\min }} \leq 7 \frac{V_{\max }}{V_{\min }} \varepsilon .
\end{aligned}
$$

In a similar manner,

$$
\bar{Q}^{(t)}(s, a) \geq \frac{\left(1-\frac{\varepsilon}{Q^{*}\left(s, a^{\sharp}\right)}\right)\left(1-\frac{\varepsilon}{Q^{*}\left(s^{\sharp}, a\right)}\right)}{1+\frac{\varepsilon}{Q^{*}\left(s^{\sharp}, a^{\sharp}\right)}} Q^{*}(s, a) \geq\left(1-\frac{\varepsilon}{V_{\min }}\right)^{2}\left(1-\frac{\varepsilon}{Q^{*}\left(s^{\sharp}, a^{\sharp}\right)}\right) Q^{*}(s, a)
$$

because $\frac{1}{1+x} \geq 1-x$ for $0 \leq x \leq \frac{1}{2}$, and thus,

$$
\bar{Q}^{(t)}(s, a)-Q^{*}(s, a) \geq\left[-3\left(\frac{\varepsilon}{V_{\min }}\right)+3\left(\frac{\varepsilon}{V_{\min }}\right)^{2}-\left(\frac{\varepsilon}{V_{\min }}\right)^{3}\right] Q^{*}(s, a) \geq-\frac{7}{4} \frac{V_{\max }}{V_{\min }} \varepsilon .
$$

Therefore, for all $(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)},\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq 7 \frac{V_{\max }}{V_{\min }} \varepsilon=7 \frac{R_{\max }}{R_{\min }} \varepsilon$. This completes the proof of Proposition 2.

Proof of Theorem 6. The proof is basically the same as the proof of Theorem 5, with the assumption on the matrix estimation oracle (i.e., Assumption 2) replaced with the explicit guarantee provided in Proposition 2. The only subtlety comes from that Proposition 2 is a "local" guarantee that holds only for $\varepsilon \leq \frac{1}{2} V_{\min }$ whereas Assumption 2 is a global condition that holds for any $\varepsilon$. This requires us to ensure $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \frac{1}{2} V_{\min }$ for all $t=1, \ldots, T$, but the argument in the proof of Theorem 5 itself remains valid.

To that end, we make exactly the same choice of algorithmic parameters $\beta^{(t)}, N^{(t)}$ as

$$
\begin{equation*}
\beta^{(t)}=\frac{V_{\max }}{8 \zeta}\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right)^{t} \quad \text { and } \quad N^{(t)}=\frac{8}{\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right)^{2(t-1)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right) \tag{3.14}
\end{equation*}
$$

with $\mathrm{c}_{\mathrm{me}}=\frac{7 R_{\max }}{R_{\min }}$ as suggested in Proposition 2 and $\left|\Omega^{(t)}\right|=\mathrm{C}_{\mathrm{me}}\left(\left|\mathcal{S}^{(t)}\right|+\left|\mathcal{A}^{(t)}\right|\right)$ with $\mathrm{C}_{\mathrm{me}}=1$. To complete the proof, it suffices to show that $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \frac{1}{2} V_{\text {min }}$ for all $t$.

We establish this via mathematical induction. For $0 \leq t \leq T$, let $B^{(t)}:=\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}} \mid Q^{(t)}(s, a)-$ $Q^{*}(s, a) \mid$. We can see that if $B^{(t-1)} \leq\left(\frac{14 R_{\max }}{R_{\min }} \gamma\right)^{t-1} V_{\max }$, then with probability at least $1-\frac{\delta}{T}$, the following two inequalities hold:

1. $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \frac{1}{2} V_{\min }$, and
2. $B^{(t)} \leq \frac{14 R_{\max }}{R_{\min }} \gamma B^{(t-1)}$.

The first inequality follows from Lemma 10 (see also (3.9)): with probability at least $1-\frac{\delta}{T}$,

$$
\begin{aligned}
\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| & \leq \gamma\left(B^{(t-1)}+\sqrt{\frac{2 V_{\max }^{2}}{N^{(t)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right)}\right) \leq \frac{3}{2} \gamma B^{(t-1)} \\
& \leq \frac{3}{2} \gamma V_{\max } \leq \frac{3}{2} \frac{R_{\min }}{14 R_{\max }} V_{\max }=\frac{3}{28} V_{\min } \\
& \leq \frac{1}{2} V_{\min }
\end{aligned}
$$

Also, the second inequality follows from the same argument as in the proof of Theorem 5, cf. (3.7), (3.8) and (3.9).

It remains to certify that $B^{(t)} \leq\left(\frac{14 R_{\max }}{R_{\min }} \gamma\right)^{t} V_{\max }$ for $t=0, \ldots, T-1$. First of all, $Q^{(0)}(s, a) \equiv 0$ by assumption, and hence, $B^{(0)} \leq V_{\max }$. Thus, by the second inequality and the condition on $\gamma, B^{(t)} \leq\left(\frac{14 R_{\max }}{R_{\min }} \gamma\right) B^{(t-1)} \leq \cdots \leq\left(\frac{14 R_{\max }}{R_{\min }} \gamma\right)^{t} B^{(0)} \leq\left(\frac{14 R_{\max }}{R_{\min }} \gamma\right)^{t} V_{\max }$ for all $t=0, \ldots, T-1$ and the proof is complete.

## ■ 3.6.2 $\operatorname{Rank}\left(Q^{*}\right)=r$

In this section, we prove results related to the exact rank-r case. We begin with the proof of Proposition 3 and then the proof of Theorem 7 .

Proof of Proposition 3. We start with a helper lemma below.
Lemma 11. Let $M=\left[\begin{array}{ll}A & B \\ C & D\end{array}\right]$. If rank $A=\operatorname{rank} M$, then $D=C A^{\dagger} B$.
Proof. Since $\operatorname{rank}_{\mathrm{row}}\left[\begin{array}{ll}A & B\end{array}\right] \geq \operatorname{rank}_{\mathrm{row}} A=\operatorname{rank} A=\operatorname{rank} M=\operatorname{rank}_{\text {row }} M$, there exists a matrix $P$ such that $\left[\begin{array}{ll}C & D\end{array}\right]=P\left[\begin{array}{ll}A & B\end{array}\right]$. Also, observe that $\operatorname{rank}_{\mathrm{col}}\left[\begin{array}{ll}A & B\end{array}\right] \leq \operatorname{rank}_{\mathrm{col}} M=$ $\operatorname{rank} M=\operatorname{rank} A=\operatorname{rank}_{\mathrm{col}} A$. That is, the column space of $B$ is a subspace of the column space of $A$. It follows that $A A^{\dagger} A=A$ and $A A^{\dagger} B=B$ because the left multiplication of
$A A^{\dagger}$ is the projection on the column space of $A$. We obtain

$$
\left[\begin{array}{ll}
C & D
\end{array}\right]=P\left[\begin{array}{ll}
A & B
\end{array}\right]=P\left[\begin{array}{ll}
A A^{\dagger} A & A A^{\dagger} B
\end{array}\right]=\left[\begin{array}{ll}
P A & P A A^{\dagger} B
\end{array}\right] .
$$

Therefore, $P A=C$ and $D=P A A^{\dagger} B=C A^{\dagger} B$.
Now, we are ready to prove Proposition 3. First, we observe that for any $(s, a) \in$ $\mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$

$$
\begin{equation*}
Q^{*}(s, a)=Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\left[Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger} Q^{*}\left(\mathcal{S}^{\sharp}, a\right) . \tag{3.15}
\end{equation*}
$$

This can be verified by applying Lemma 11 to $M=\left[\begin{array}{ll}A & B \\ C & D\end{array}\right] \in \mathbb{R}^{\left|\overline{\mathcal{S}}^{(t)}\right| \times\left|\overline{\mathcal{A}}^{(t)}\right|}$ where

$$
\begin{array}{ll}
A=Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right), & B=Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{(t)}\right), \\
C=Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{\sharp}\right), & D=Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right) .
\end{array}
$$

Here, $\operatorname{rank} A=r=\operatorname{rank} M$ by definition of anchor states/actions and the fact that $Q^{*}$ has rank $r$. Hence,

$$
Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right)=D=C A^{\dagger} B=Q^{*}\left(\mathcal{S}^{(t)}, \mathcal{A}^{\sharp}\right)\left[Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger} Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{(t)}\right) .
$$

Next, we fix $(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$ and consider the error $\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)$. According to the definition of $\bar{Q}^{(t)}(s, a)$ (cf. (3.12)) and (3.15),

$$
\begin{aligned}
\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)= & \hat{Q}^{(t)}\left(s, \mathcal{A}^{\sharp}\right)\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger} \hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, a\right)-Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\left[Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger} Q^{*}\left(\mathcal{S}^{\sharp}, a\right) \\
\leq & \hat{Q}^{(t)}\left(s, \mathcal{A}^{\sharp}\right)\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger} \hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, a\right)-Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger} Q^{*}\left(\mathcal{S}^{\sharp}, a\right) \\
& +Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger} Q^{*}\left(\mathcal{S}^{\sharp}, a\right)-Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\left[Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger} Q^{*}\left(\mathcal{S}^{\sharp}, a\right) \\
= & \operatorname{Tr}\left(\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger} \cdot\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, a\right) \hat{Q}^{(t)}\left(s, \mathcal{A}^{\sharp}\right)-Q^{*}\left(\mathcal{S}^{\sharp}, a\right) Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\right]\right) \\
& +\operatorname{Tr}\left(\left\{\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}-\left[Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}\right\} \cdot Q^{*}\left(\mathcal{S}^{\sharp}, a\right) Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\right) .
\end{aligned}
$$

Since $|\operatorname{Tr}(A B)| \leq \sqrt{\operatorname{rank} B}\|A\|_{o p}\|B\|_{F}$, we obtain

$$
\begin{align*}
&\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \sqrt{2}\left\|\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}\right\|_{o p}\left\|\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, a\right) \hat{Q}^{(t)}\left(s, \mathcal{A}^{\sharp}\right)-Q^{*}\left(\mathcal{S}^{\sharp}, a\right) Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\right\|_{F} \\
&+\left\|\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}-\left[Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}\right\|_{o p}\left\|Q^{*}\left(\mathcal{S}^{\sharp}, a\right) Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\right\|_{F} . \tag{3.16}
\end{align*}
$$

In the remainder of the proof, we establish upper bounds for (3.16) and (3.17) separately.

- Upper bound for (3.16). Note that $\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)=Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)+E$ for some $E \in$ $\mathbb{R}^{\left|\mathcal{S}^{\sharp}\right| \times\left|\mathcal{A}^{\sharp}\right|}$ such that $\|E\|_{\max } \leq \varepsilon$ by assumption. Therefore, $\|E\|_{o p} \leq \sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}| | E \|_{\max } \leq$ $\varepsilon \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}$. Since $\sigma_{r}\left(\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right) \geq \sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)-\|E\|_{o p}$ due to Weyl's inequality, we have

$$
\left\|\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}\right\|_{o p}=\frac{1}{\sigma_{r}\left(\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)} \leq \frac{1}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)-\varepsilon \sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}} \leq \frac{2}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}
$$

provided that $\varepsilon \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}} \sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$.
It is easy to see $\left\|\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, a\right) \hat{Q}^{(t)}\left(s, \mathcal{A}^{\sharp}\right)-Q^{*}\left(\mathcal{S}^{\sharp}, a\right) Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\right\|_{F} \leq\left(2 V_{\max } \varepsilon+\varepsilon^{2}\right) \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}$ because $\left|\hat{Q}^{(t)}(s, a) \hat{Q}^{(t)}(s, a)-Q^{*}(s, a) Q^{*}(s, a)\right| \leq 2 V_{\max } \varepsilon+\varepsilon^{2}$ for all $(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$.

- Upper bound for (3.17). We derive an upper bound on $\left\|\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}-\left[Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}\right\|_{o p}$ using a classical result on the perturbation of pseudoinverses. By Theorem 3.3 of [153], for any $A$ and $B$ with $B=A+\Delta$,

$$
\left\|B^{\dagger}-A^{\dagger}\right\|_{o p} \leq \frac{1+\sqrt{5}}{2} \max \left\{\left\|A^{\dagger}\right\|_{o p}^{2},\left\|B^{\dagger}\right\|_{o p}^{2}\right\}\|\Delta\|_{o p}
$$

Therefore,

$$
\left\|\left[\hat{Q}^{(t)}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}-\left[Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right]^{\dagger}\right\|_{o p} \leq \frac{1+\sqrt{5}}{2} \cdot \frac{4}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)^{2}} \cdot \varepsilon \sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|} .
$$

Also, it is easy to see that $\left\|Q^{*}\left(\mathcal{S}^{\sharp}, a\right) Q^{*}\left(s, \mathcal{A}^{\sharp}\right)\right\|_{F} \leq V_{\max } \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}$.
All in all, inserting the upper bounds back into (3.16) and (3.17), we have

$$
\begin{aligned}
\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq & \frac{2 \sqrt{2}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\left(2 V_{\max } \varepsilon+\varepsilon^{2}\right) \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|} \\
& +\frac{2(1+\sqrt{5})}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)^{2}} V_{\max }\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right| \varepsilon \\
\leq & \left(6 \sqrt{2}\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)+2(1+\sqrt{5})\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)^{2}\right) V_{\max } \varepsilon .
\end{aligned}
$$

Proof of Theorem 7. We take the same approach as in the proof of Theorem 6; the proof is essentially the same as the proof of Theorem 5, with the assumption on the matrix estimation oracle (i.e., Assumption 2) replaced with the explicit guarantee provided in Proposition 3.

As before, the only subtlety comes from that Proposition 3 is a "local" guarantee that holds only for $\varepsilon \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}} \sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$ whereas Assumption 2 is a global condition that holds for any $\varepsilon$. This requires us to ensure $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq$ $\frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}} \sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$ for all $t=1, \ldots, T$, but the argument in the proof of Theorem 5 itself remains valid.

We make exactly the same choice of algorithmic parameters $\beta^{(t)}, N^{(t)}$ as in the proof of Theorem 5:

$$
\beta^{(t)}=\frac{V_{\max }}{8 \zeta}\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right)^{t} \quad \text { and } \quad N^{(t)}=\frac{8}{\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right)^{2(t-1)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right)
$$

with an adaptation $\mathrm{c}_{\mathrm{me}}=c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)$ as suggested in Proposition 3. To complete the proof, it suffices to show that $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}} \sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$ for all $t=1, \ldots, T$.

In the rest of the proof, we prove the above claim by mathematical induction. For $t=0, \ldots, T$, we let $B^{(t)}:=\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right|$. We can see that if $B^{(t-1)} \leq$ $\left(2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right)^{t-1} V_{\max }$, then with probability at least $1-\frac{\delta}{T}$, the following two inequalities hold:

1. $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}} \sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$, and
2. $B^{(t)} \leq 2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma B^{(t-1)}$.

- To prove the first claim, we apply Lemma 10 (see also (3.9)) and observe that with probability at least $1-\frac{\delta}{T}$,

$$
\begin{aligned}
\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| & \leq \gamma\left(B^{(t-1)}+\sqrt{\frac{2 V_{\max }^{2}}{N^{(t)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right)}\right) \\
& \leq \frac{3}{2} \gamma B^{(t-1)} \leq \frac{3}{2} \gamma V_{\max } \\
& \leq \frac{3}{4 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)} V_{\max } .
\end{aligned}
$$

Here, the last two inequalities follow from the assumptions that $\gamma \leq \frac{1}{2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)}$ and that $B^{(t-1)} \leq\left(2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right)^{t-1} V_{\max } \leq V_{\max }$. Then it suffices to show that

$$
\begin{equation*}
\frac{3}{4 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)} V_{\max } \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}} \sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right) . \tag{3.18}
\end{equation*}
$$

Recall that $c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)=\left(6 \sqrt{2}\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)+2(1+\sqrt{5})\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp} \|\left|\mathcal{A}^{\sharp}\right|\right.}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)^{2}\right) V_{\text {max }}$. Also,
we observe that $\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)>0$ by definition of the anchor states/actions. Thus, (3.18) is satisfied if the following inequality is true:

$$
\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)\left\{2(1+\sqrt{5})\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)+6 \sqrt{2}-\frac{3}{2}\right\} \geq 0 .
$$

This quadratic inequality is satisfied if and only if $\frac{\sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)} \geq 0$ or $\frac{\sqrt{\left|\mathcal{S}^{\sharp} \|\left|\mathcal{A}^{\sharp}\right|\right.}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)} \leq$ $\frac{3-12 \sqrt{2}}{4(1+\sqrt{5})}$. Since $r \geq 1$ and $\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)>0$, we always have $\frac{\sqrt{\left|\mathcal{S}^{\sharp}\right| \mathcal{A}^{\sharp} \mid}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)} \geq 0$ and therefore, the inequality in (3.18) is always true.

- The inequality in the second claim follows from the same argument as in the proof of Theorem 5, cf. (3.7), (3.8) and (3.9).

It remains to certify that $B^{(t)} \leq\left(2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right)^{t} V_{\max }$ for $t=0, \ldots, T-1$. First of all, $Q^{(0)}(s, a) \equiv 0$ by assumption, and hence, $B^{(0)} \leq V_{\max }$. Thus, by the second inequality and the condition on $\gamma, B^{(t)} \leq 2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma B^{(t-1)} \leq \ldots \leq\left(2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right)^{t} B^{(0)} \leq$ $\left(2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right)^{t} V_{\text {max }}$ for all $t=1, \ldots, T-1$ and the proof is complete.

## ■ 3.6.3 $\operatorname{Rank}\left(Q^{*}\right) \approx r$

Here, we prove results for the approximate rank-r setup in Section 3.6.3. The proof of Proposition 4 is omitted due to its similarity to the proof of Proposition 3 with minor modifications.

Proof of Theorem 8. In this proof, we repeat the proof of Theorem 7 with necessary modifications. As before, we must ensure $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q_{r}^{*}(s, a)\right| \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp} \|\left|\mathcal{A}^{\sharp}\right|\right.}} \sigma_{r}\left(Q_{r}^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$ for all $t=1, \ldots, T$ to use Proposition 4. For that purpose, we make exactly the same choice of algorithmic parameters $\beta^{(t)}, N^{(t)}$ as in the proof of Theorem 5, i.e., we let

$$
\beta^{(t)}=\frac{V_{\max }}{8 \zeta}\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right)^{t} \quad \text { and } \quad N^{(t)}=\frac{8}{\left(2 \gamma \mathrm{c}_{\mathrm{me}}\right)^{2(t-1)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right)
$$

with an adaptation $\mathrm{c}_{\mathrm{me}}=\phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)$ as suggested in Proposition 4, cf. (3.13). To complete the proof, it suffices to show that $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q_{r}^{*}(s, a)\right| \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}} \sigma_{r}\left(Q_{r}^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$ for all $t=1, \ldots, T$.

In the rest of the proof, we prove the above claim by mathematical induction. For notational brevity, we use the shorthand notation $\sigma_{r}:=\sigma_{r}\left(Q_{r}^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)$ and $c_{r}:=\phi_{c}\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)$.

For $t=0, \ldots, T$, we let $B^{(t)}:=\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q_{r}^{*}(s, a)\right|$. We can see that if

$$
B^{(t-1)} \leq\left(2 c_{r} \gamma\right)^{t-1} V_{\max }+\left(1+c_{r} \gamma\right) \xi_{r} \sum_{i=1}^{t-1}\left(c_{r} \gamma\right)^{i-1}
$$

then with probability at least $1-\frac{\delta}{T}$, the following two inequalities hold:

1. $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q_{r}^{*}(s, a)\right| \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp} \|\left|\mathcal{A}^{\sharp}\right|\right.}} \sigma_{r}$, and
2. $B^{(t)} \leq\left(2 c_{r} \gamma\right)^{t} V_{\max }+\left(1+c_{r} \gamma\right) \xi_{r} \sum_{i=1}^{t}\left(c_{r} \gamma\right)^{i-1}$.

- To prove the first claim, we apply Lemma 10 (see also (3.9)) and observe that with probability at least $1-\frac{\delta}{T}$,

$$
\begin{aligned}
\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| & \leq \gamma\left(B^{(t-1)}+\sqrt{\frac{2 V_{\max }^{2}}{N^{(t)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right)}\right) \\
& \leq \frac{3 \gamma}{2}\left(2 c_{r} \gamma\right)^{t-1} V_{\max }+\gamma\left(1+c_{r} \gamma\right) \xi_{r} \sum_{i=1}^{t-1}\left(c_{r} \gamma\right)^{i-1} \\
& \leq \frac{3 \gamma}{2} V_{\max }+\frac{\left(1+c_{r} \gamma\right) \gamma}{1-c_{r} \gamma} \xi_{r} .
\end{aligned}
$$

Since $\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q_{r}^{*}(s, a)\right| \leq \max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right|+\xi_{r}$, it suffices to show that

$$
\frac{3 \gamma}{2} V_{\max }+\left(\frac{\left(1+c_{r} \gamma\right)}{1-c_{r} \gamma} \gamma+1\right) \xi_{r} \leq \frac{1}{2 \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}} \sigma_{r} .
$$

Since $\gamma \leq \frac{1}{2 c_{r}} \leq 1$, the above inequality is satisfied if the following inequality is true:

$$
\begin{equation*}
\frac{3}{4 c_{r}}\left(V_{\max }+2 \xi_{r}\right)+\xi_{r} \leq \frac{\sigma_{r}}{2 \sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}} \tag{3.19}
\end{equation*}
$$

We observe that $\sigma_{r}>0$ by definition of $r$-anchor states/actions, cf. Definition 2. Also, recall from (3.13) that

$$
\begin{aligned}
c_{r} & =\left(6 \sqrt{2} \frac{\sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}}{\sigma_{r}}+2(1+\sqrt{5})\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}}{\sigma_{r}}\right)^{2}\right) V_{\max } \\
& \geq 6 \frac{\sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}}{\sigma_{r}}\left(1+\frac{\sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}}{\sigma_{r}}\right) V_{\max } \\
& >0 .
\end{aligned}
$$

Therefore, (3.19) is satisfied if

$$
1+2 \frac{\xi_{r}}{V_{\max }} \leq\left(\frac{1}{2} \frac{\sigma_{r}}{\sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}}-\xi_{r}\right) 8 \frac{\sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp}\right|}}{\sigma_{r}}\left(1+\frac{\sqrt{\left|\mathcal{S}^{\sharp} \| \mathcal{A}^{\sharp \mid}\right|}}{\sigma_{r}}\right) .
$$

We introduce a variable $X=\frac{\sqrt{\left|\mathcal{S}^{\sharp} \|\left|\mathcal{A}^{\sharp}\right|\right.}}{\sigma_{r}}$ (which is always positive) to rewrite this inequality as

$$
8 \xi_{r} X^{2}+\left(8 \xi_{r}-4\right) X-3+2 \frac{\xi_{r}}{V_{\max }} \leq 0
$$

It is easy to see that the above inequality is satisfied if

$$
X_{-} \leq X \leq X_{+}
$$

where $X_{ \pm}=\frac{-\left(4 \xi_{r}-2\right) \pm \sqrt{\left(4 \xi_{r}-2\right)^{2}+8 \xi_{r}\left(3-2 \frac{\xi_{r}}{V_{\max }}\right)}}{8 \xi_{r}}$. As $X_{-}<0$ and $X>0$, we can conclude that (3.19) is satisfied if $X \leq X_{+}$, which is equivalent to the condition $0 \leq \xi_{r} \leq$ $\frac{4 X+3}{8 X^{2}+8 X+\frac{2}{V_{\max }}}$. By assumption, $\xi_{r} \leq \frac{1}{2 X+1+\frac{1}{V_{\max }}}$ and therefore, $\frac{4 X+3}{\xi_{r}} \geq(4 X+3)(2 X+$ $\left.1+\frac{1}{V_{\max }}\right)=8 X^{2}+\left(10+\frac{4}{V_{\max }}\right) X+\frac{3}{V_{\max }}+3 \geq 8 X^{2}+8 X+\frac{2}{V_{\max }}$. Thus, $0 \leq \xi_{r} \leq$ $\frac{4 X+3}{8 X^{2}+8 X+\frac{2}{V_{\max }}}$ is satisfied. Consequently, (3.19) is also satisfied, and the first inequality is proved.

- To prove the second claim, We revisit (3.7), (3.8) and (3.9) in the proof of Theorem 5. Note that nothing has changed for Step 4 (interpolation) and we obtain the same upper bound as in (3.7):

$$
\begin{equation*}
\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \max _{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right|+2 \zeta \beta^{(t)} \tag{3.20}
\end{equation*}
$$

For Step 3 (matrix completion), it follows from Proposition 4:

$$
\begin{equation*}
\max _{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq c_{r}\left(\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right|+\xi_{r}\right)+\xi_{r} \tag{3.21}
\end{equation*}
$$

The above inequality follows from the observation that

$$
\begin{aligned}
\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q_{r}^{*}(s, a)\right| & \leq \max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right|+\xi_{r}, \\
\max _{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}\left|\bar{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| & \leq \max _{(s, a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}}\left|\bar{Q}^{(t)}(s, a)-Q_{r}^{*}(s, a)\right|+\xi_{r} .
\end{aligned}
$$

Lastly, applying Lemma 10 and taking union bound over $(s, a) \in \Omega^{(t)}$, we can show
that

$$
\begin{equation*}
\max _{(s, a) \in \Omega^{(t)}}\left|\hat{Q}^{(t)}(s, a)-Q^{*}(s, a)\right| \leq \gamma\left(B^{(t-1)}+\sqrt{\frac{2 V_{\max }^{2}}{N^{(t)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right)}\right) \tag{3.22}
\end{equation*}
$$

with probability at least $1-\frac{\delta}{T}$.
Combining (3.20), (3.21) and (3.22) yields that the following holds with probability at least $1-\frac{\delta}{T}$

$$
\begin{aligned}
B^{(t)} & \leq c_{r}\left\{\gamma\left(B^{(t-1)}+\sqrt{\frac{2 V_{\max }^{2}}{N^{(t)}} \log \left(\frac{2\left|\Omega^{(t)}\right| T}{\delta}\right)}\right)+\xi_{r}\right\}+\xi_{r}+2 \zeta \beta^{(t)} \\
& =c_{r} \gamma B^{(t-1)}+c_{r} \gamma\left(2 c_{r} \gamma\right)^{t-1} V_{\max }+\left(c_{r} \gamma+1\right) \xi_{r} \\
& \leq c_{r} \gamma\left\{\left(2 c_{r} \gamma\right)^{t-1} V_{\max }+\left(1+c_{r} \gamma\right) \xi_{r} \sum_{i=1}^{t-1}\left(c_{r} \gamma\right)^{i-1}\right\}+c_{r} \gamma\left(2 c_{r} \gamma\right)^{t-1} V_{\max }+\left(c_{r} \gamma+1\right) \xi_{r} \\
& =\left(2 c_{r} \gamma\right)^{t} V_{\max }+\left(c_{r} \gamma+1\right) \xi_{r} \sum_{i=1}^{t}\left(c_{r} \gamma\right)^{i-1} .
\end{aligned}
$$

It remains to certify that for $t=0, \ldots, T-1$,

$$
B^{(t)} \leq\left(2 c_{r} \gamma\right)^{t} V_{\max }+\left(1+c_{r} \gamma\right) \xi_{r} \sum_{i=1}^{t}\left(c_{r} \gamma\right)^{i-1}
$$

First of all, $Q^{(0)}(s, a) \equiv 0$ by assumption, and hence, $B^{(0)} \leq V_{\max }$. Thus, by the second inequality, this condition is satisfied for all $t=1, \ldots, T-1$ and the proof is complete.

## ■ 3.7 Empirical Evaluation

Besides theory, we empirically validate the effectiveness of our method on 5 continuous control tasks. The detailed setup can be found in Appendix B.3. In short, we first discretize the spaces into very fine grid and run standard value iteration to obtain a proxy of $Q^{*}$. The proxy has a very small approximate rank in all tasks; we hence use $r=10$ for our experiments. As mentioned, we simply select $r$ states and $r$ actions that are far from each other in their respective spaces as our anchor states and actions. For example, if the space is 2-dimensional, we uniformly divide it into $r$ squares and sample one from each square. Because of unavoidable discretization error, we also provide results on mean error, which might be a more reasonable measure in practice. While our proof requires small $\gamma$, we find the method to be generally applicable with large $\gamma$ in real tasks. Therefore, we use
$\gamma=0.9$ in all the tasks. Additional results on this aspect as well as results on all 5 tasks are provided in Appendix B.4. Below we use the Inverted Pendulum control task to illustrate our performance, but we note that the conclusion remains the same across tasks.

Improved Sample Complexity with ME. First, we confirm that the sample complexity of our algorithm improves with the use of ME. Our baseline is the same algorithm described in Section 3.3, but without the ME step (Step 3), i.e., we explore and update all $(s, a) \in$ $\mathcal{S}^{(t)} \times \mathcal{A}^{(t)}$, which is equivalent to performing a simulated value iteration on the discretized set (a.k.a. the synchronous model for $Q$ learning). We illustrate the sample complexity for achieving different levels of $\ell_{\infty}$ error (Figure 3.2(a)) and mean error (Figure 3.2(b)). It is clear from the plots that our algorithm uses significantly less samples to achieve error at a similar level to the baseline. This evidences that exploiting structure leads to improved efficiency. The same conclusion holds for the other tasks.


Figure 3.2. Empirical results on the Inverted Pendulum control task. In (a) and (b), we show the improved sample complexity for achieving different levels of $\ell_{\infty}$ error and mean error, respectively. In (c) and (d), we compare the $\ell_{\infty}$ error and the mean error for various ME methods. Results are averaged across 5 runs for each method.

Error Guarantees. Next, we compare our ME method with other popular ME methods to validate its performance. While theoretically insufficient for RL applications, some established ME methods [31, 34, 118] work well in practice. We compare the methods by feeding the same number of samples of size $O\left(\max \left\{\mathcal{S}^{(t)}, \mathcal{A}^{(t)}\right\}\right)$. As in Figures 3.2(c) and 3.2(d), our method displays a competitive performance, both in $\ell_{\infty}$ and mean errors. Also, we note that our simple, but powerful method is computationally much more efficient, compared to other methods based on optimization, etc. It can be $40 \times$ faster than nuclear norm minimization, cf. Table B. 1 in Appendix B.4.2. Overall, these results emphasize the practical value of our method beyond its theoretical soundness. Lastly, we remark that other ME methods also show promise in our experiments; it is certainly a valuable open question to harmonize the established ME methods with low-rank RL.

Resulting Policy. As a final proof of concept, in Figure 3.3, we observe that the eventual performance of the policy obtained from the output $Q^{(T)}$ is very close to the policy obtained from $Q^{*}$. We further summarize the results for standard performance metrics used


Figure 3.3. Policy visualization of different methods on the Inverted Pendulum control task. The policy is obtained from the output $Q^{(T)}$ by taking $\arg \max _{a \in \mathcal{A}} Q^{(T)}(s, a)$ at each state $s$.
in Table 3.3. For example, the performance metric for Inverted Pendulum is the angular deviation from the target position. Obviously, our efficient method exhibits very competitive performance.

Table 3.3. Performance metric for different stochastic control tasks using different ME methods. A.D. stands for angular deviation, T.G. stands for time-to-goal; for both metrics, the smaller the better.

| Method | Optimal | USVT [34] | Soft-Impute [118] | Nuclear Norm [31] | Ours |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Inverted Pendulum (A.D.) | $1.6 \pm .0$ | $22.5 \pm 2.5$ | $5.3 \pm .6$ | $3.1 \pm .3$ | $3.4 \pm .7$ |
| Mountain Car (T.G.) | $75.0 \pm .3$ | $358.8 \pm 5.0$ | $168.4 \pm 8.1$ | $92.4 \pm 2.8$ | $91.8 \pm 7.2$ |
| Double Integrator (T.G.) | $199.5 \pm .1$ | $200.0 \pm .4$ | $199.9 \pm .3$ | $199.6 \pm .2$ | $199.7 \pm .4$ |
| Cart-Pole (A.D.) | $10.1 \pm .0$ | $19.2 \pm 1.0$ | $10.4 \pm .1$ | $10.2 \pm .1$ | $10.2 \pm .2$ |
| Acrobot (A.D.) | $2.4 \pm .0$ | $28.8 \pm 4.3$ | $9.1 \pm 1.2$ | $5.1 \pm .8$ | $6.2 \pm 1.0$ |

### 3.8 Discussion on Matrix Estimation

Before closing this chapter, we provide discussions on aspects of our ME method to facilitate a more comprehensive understanding. Recall that for the success of our analysis, it is imperative for the matrix estimation subroutine to satisfy Assumption 2. The assumption ensures that the matrix estimation method in use does not amplify the $\ell_{\infty}$ error too wildly.

Why Existing Methods Fail. As reviewed in Related Work, despite the huge success of low-rank matrix estimation, currently available analysis for the existing methods only provides a handle on the estimation error in a few limited class of norms, with no satisfactory recovery guarantees so far on the $\ell_{\infty}$ error. As a result, we were not able to directly "plug in" existing ME methods and their analysis. We do not believe this is an algorithmic failure of the ME methods, but it is rather a limitation stemming from the disparity between the traditional analysis in ME and the needs in RL application. For example, considering the error in Frobenius norm is natural in the ME tradition for several reasons, but that analysis is not sufficient for applications where entrywise error is more important. Moreover, it
seems manageable, but is not straightforward at once how the mathematical conditions for matrix recovery in ME literature will translate in the context of RL. For example, the finitedimensional incoherence condition between the principal subspaces and the measurements in ME could translate to a similar infinite-dimensional version of incoherence condition, but some efforts would be needed to reforge existing ME analysis to fit in RL applications seamlessly.

Why Our ME Method Works. Instead, we develop an alternative ME subroutine, which is simple, yet sufficiently powerful for our RL task, thereby enabling us to achieve the ultimate conclusion of improved sample complexity. The proposed method is amenable to $\ell_{\infty}$-error analysis facilitated by matrix algebra. At first glance, our proposal seems extremely simple, and one might doubt its efficacy, e.g., worrying about its numerical stability because it involves the pseudoinverse of a matrix. That concern is partly true, but indeed, there are two key factors that make our method work for the problem of our interest.

First, we assume the existence of "anchor" states and actions, which contain all necessary information for the global recovery of $Q^{*}$. From a theoretical point of view, this assumption is related to the eigen-gap condition and the incoherence condition between eigenspace and the sampling operator, which are commonly assumed in existing ME literature. From a practical perspective, this means the existence of faithful representatives that reflect the "diversity" of states and actions, which is the case in many real-world applications. Second, crucially, we are not only passively fed with data, but can actively decide which data to collect. Note that our algorithm requires full measurement for the two cylinders (rectangles when represented as a matrix) corresponding to the anchor states and anchor actions without any missing values in them. This is feasible by adaptive sampling, which is not achievable by random sampling. As a byproduct, active sampling allows us to get rid of the spurious log term that appears in sample complexity of existing ME methods as a result of random sampling.

All in all, our ME method is expected to perform reasonably well in the setup considered in this work. We have confirmed this is the case with extensive experiments in Section 3.7. Open Questions for Future Work. Our empirical results evidence that the proposed ME method is successful in the extremely sample deficient-setting where $\left|\Omega^{(t)}\right| \asymp \max \left\{\left|\mathcal{S}^{(t)}\right|,\left|\mathcal{A}^{(t)}\right|\right\}$. However, it seems that other existing ME methods based on convex programs also work similarly well, which cannot be explained with the current analysis. As a matter of fact, when the computation cost is ignored, convex-relaxation-based approach is widely accepted as the best one in terms of robustness. This is glimpsed by the evolution of $\ell_{\infty}$ error in our experiments; unlike the fluctuations observed in our method and soft-impute, the error steadily decreases for the nuclear norm minimization. Also, the existing ME methods might perform better as $\left|\Omega^{(t)}\right|$ becomes larger, which is often what traditional ME analysis considers.

Therefore, how to harmonize existing ME methods and the low-rank RL task we consider in this chapter would be an exciting open question. This question might be tackled either by devising new proof techniques to obtain stronger error guarantees for existing ME methods or by improving our decoupled error analysis for RL developed in this chapter. We believe both directions are promising and it would be a valuable contribution to make progress in either one.

## ■ 3.9 Chapter Summary

This chapter is motivated by the soaring demand for data-efficient learning algorithms as reinforcement learning becomes increasingly popular in practice. Through the novel lens of low-rank representation of $Q$-function, this work proposes a theoretical framework to devise efficient RL algorithms. The resulting "low-rank" algorithm, which utilizes a novel matrix estimation method, offers both strong theoretical guarantees and appealing empirical performance.

We remark that there remain several interesting open questions. First of all, we believe it is possible to refine the error analysis in this work to achieve a stronger theoretical guarantee. For example, the condition $\gamma<\frac{1}{2 c_{\mathrm{me}}}$ for convergence in Theorem 5 is probably an artifact of our decoupled analysis and is possibly removable. Perhaps, devising better ME methods for the purpose of RL can be a solution to lift the restriction on the range of $\gamma$, which is an interesting problem on its own. Another open question is on identifying sufficient conditions for MDPs that indeed lead to a low-rank $Q^{*}$. For example, what properties on the transition kernel and reward function might result in the low-rank structure. Also, we conjecture that our "sample and pseudo-explore (via ME)" scheme is more broadly applicable beyond the generative setup considered in this work, e.g., to the setup where one has to follow some policies to explore sequentially and collect trajectories. The most prominent challenge anticipated is that we are no longer able to sample "any" state-action pair completely freely and adaptively; the sampling needs to respect the exploration policy. This difficulty may be overcome with a more refined ME method, with ad-hoc techniques. More broadly, the main insight we develop in this chapter remains valid and applicable to various problems in machine learning beyond RL, which involves learning a bivariate function possessing a low-rank structure. Overall, we believe this chapter can serve as a starting point for fruitful future research along those promising directions.

## Chapter 4

## Stability in Unbounded State Space

We continue our journey on designing data-efficient reinforcement learning algorithms, but focusing on unbounded domains in this chapter. In particular, we consider the problem of RL with unbounded state space motivated by the classical problem of scheduling in a queueing network. As previewed in the Introduction (Section 1.2.3), unlike the bounded domains studied in Chapters 2 and 3, there are unique conceptual challenges in this case which must be addressed first in order to design any meaningful learning methods. Recall that traditional policies as well as error metric that are designed for finite, bounded or compact state space, would require infinite samples for providing any meaningful performance guarantee (e.g. $\ell_{\infty}$ error) for unbounded state space. Approaches that rely on offline training only are bound to fail as system will reach a state that is not observed in and possibly far from the finitely many samples during offline training and hence, there is no meaningful guidance from the policy. As such, to learn a reasonable policy with an unbounded state space, we ought to consider online policy. Furthermore, in analyzing or quantifying "goodness" of such a policy, since the state space is unbounded, expecting a uniformly good approximation of the optimal value function over the entire state space is not a meaningful measure. That is, we need a new notion of performance metric.

As the main contribution of this chapter, inspired by the literature in queueing systems and control theory, we propose stability as the notion of "goodness": the state dynamics under the policy should remain in a bounded region with high probability. We consider systems that have such a stability structure: the system dynamics under the optimal policy is stable and hence respects a Lyapunov function. As a proof of concept, we propose a simple online RL policy using Sparse-Sampling-based Monte Carlo oracle and argue that it satisfies the stability property. We note that the structural assumption of existence of a Lyapunov function is not restrictive as it is equivalent to the positive recurrence or stability property of any Markov chain, i.e., if there is any policy that can stabilize the system then it must possess a Lyapunov function. And importantly, our policy does not utilize the knowledge of the specific Lyapunov function.

While stable, the naive policy is sample-inefficient in regimes of interest. Recall that
earlier in the chapter summary of Chapter 2 (Section 2.10), we mentioned data reuse as an important practical "trick" for achieving better performance. To make our method sample efficient, we provide an improved, sample efficient Sparse-Sampling-based Monte Carlo oracle with Lipschitz value function that may be of interest in its own right. The oracle utilizes a minimal structure in the value function, the Lipschitz smoothness, to replace newly encountered state during Monte Carlo simulation by its closest state in a pre-fixed subset of states. As such, the transition data for the fixed subset of states may be used multiple times during the simulations.

Furthermore, while the above RL policy does not require knowing the Lyapunov function itself, it does have a parameter whose optimal value depends on the unknown drift parameter of the Lyapunov function. To address this issue, we design an adaptive version of the algorithm, based on carefully constructed statistical tests, which discovers the correct tuning parameter automatically. Finally, since this chapter is primarily motivated by the classical problem of queueing networks, we remark that in the context of a queueing network, the performance guarantee of stability for general RL algorithm would imply the so-called "rate stability" of the queueing network. We will elaborate with examples in the coming sections.

Organization of Chapter 4. Chapter 4 is structured as follows. Section 4.1 starts with a short literature review comparing RL safety and stability. Section 4.2 then introduces the framework and formally defines the notion of stability considered in this chapter. We will also provide queueing examples to understand the conditions involved. In Section 4.3, we describe three online algorithms and state their stability guarantees: (1) Section 4.3.1 presents a simple stable policy utilizing a Sparse Sampling Monte Carlo oracle; (2) Section 4.3.2 improves its data efficiency by exploiting the Lipschitz structure; (3) Section 4.3.3 further proposes an adaptive algorithm for tuning the parameter, and this completes our study on stability. We also discuss the implication of our results in the context of the queueing examples. The proofs of our main theorems are provided in Sections 4.4-4.6. We conclude in Section 4.7 with discussions of future directions.

## ■ 4.1 Related Work

The concept of stability introduced in this chapter is related to the notion of safety in RL, but with crucial differences. Various definitions of safety exist in the literature [130, 63]. One line of work defines safety as hard constraints on individual states and/or actions [62, $73,48,50,96]$. Some other work considers safety guarantee in terms of keeping the expected sum of certain costs over a trajectory below a given threshold [2, 40, 182]. In our work, stability is defined in a way akin to the positive recurrence of Markov chains, which cannot be immediately written as constraints/costs over the states and actions. In particular, our

Table 4.1. Comparison with selected prior work on RL safety and stability.

|  | Settings/Conditions |  |
| :---: | :---: | :---: |
| Ours | Unbounded space; Unknown dynamics; Existence of unknown Lyapunov function | Guarantees |
| $[50]$ | Linear dynamics; Unknown parameters; Quadratic cost (LQR) | Constraints on state \& action |
| $[165]$ | Finite space; Deterministic, known dynamics; Gaussian safety function | Constraints on state \& action |
| $[182]$ | Unknown dynamics; Compact parametrized policy class | Expected constraint costs (CMDP) |
| $[168]$ | Gaussian process dynamics; Unknown parameters | Control-theoretic stability |
| $[20]$ | Compact space; Deterministic, partially known dynamics; Access to Lyapunov func. | Control-theoretic stability |

stability notion captures long-term behavior of the system - it should eventually stay in a desirable region of the state space with high probability. In general, there does not exist an action that immediately drives the system back to that region; learning a policy that achieves so in the long run is non-trivial and is precisely our goal. Overall, we believe this notion of stability provides a generic, formal framework for studying RL with unbounded state space.

Many work on RL safety is model-based, either requiring a prior known safe backup policy [62, 73], or using model predictive control approaches [169, 135, 11, 96]. One line of work focuses specifically on systems with a linear model with constraints (e.g., LQR) [36, 50]. Some other work considers model-free policy search algorithms [2, 40, 182], under the framework of constrained Markov Decision Process (CMDP) [7], which models safety as expected cumulative constraint costs.

Another line of work considers control-theoretic notions of stability [19, 168, 20], which bear similarity to our framework. We remark that these results mostly focus on systems with deterministic and partially unknown dynamics, different from our setting where the dynamics are stochastic and unknown. Their approaches are limited to compact state spaces where discretization is feasible.

Our analysis makes use of Lyapunov function, which is a classical tool in control and Markov chain theory for studying stability and steady-state behaviors [152, 65, 57]. The work by [131] is among the first to use Lyapunov functions in RL and studies closed-loop stability of an agent. More recent work uses Lyapunov functions to establish the finite-time error bounds of TD-learning [151], to solve constrained MDPs [40] and to find region of attraction for deterministic systems $[20,19]$.

Our RL algorithm fits broadly into value-based methods [175, 157, 122, 167, 180, 143]. In terms of queueing networks, approximate dynamic programming techniques and RL have been applied in prior work [99, 134, 123], though their settings and goals are quite different from us, and their approaches exploit prior knowledge of queueing theory and specific structures of the problems. Most related to us is the recent work [111], which also considers problems with unbounded state space. Their algorithm, however, makes use of a known
stabilizing policy. We do not assume knowledge of such a policy; rather, our goal is to learn one from data.

## ■ 4.2 Setup and Notion of Stability

In this section, we formally describe the setup and problem statement. We first state the class of MDPs studied in this chapter in Section 4.2.1. Then, we introduce our notion of stability in Section 4.2.2 and provide some related discussions.

## ■ 4.2.1 Markov Decision Process and Online Policy

Markov Decision Process (MDP). As in Chapters 2 and 3, we consider the usual setup of discounted Markov Decision Process (MDP) defined by the tuple ( $\mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R}, \gamma)$. For simplicity, we consider a deterministic reward function and use the notation $R(s, a)$ as in Chapter 3. At time $t$, the action $a_{t}$ is chosen as per some policy $\pi^{t} \equiv\left[\pi^{t}(a \mid s), a \in \mathcal{A}, s \in \mathcal{S}\right]$, where $\pi^{t}(a \mid s)$ represents the probability of taking action $a_{t}=a$ given state $s_{t}=s$. If $\pi^{t}=\pi$ for all $t$, then it is called a stationary policy. Recall the definitions of value function and $Q$-function in Section 1.1. As we consider unbounded state space in this chapter, in addition to the generic setup, we focus on MDPs satisfying the following condition.

Condition 1. Action space $\mathcal{A}$ is finite, and state space $\mathcal{S} \subseteq \mathbb{R}^{d}$ is unbounded with some $d \geq 1$.

We assume that the reward function $R$ is bounded and takes value in $\left[0, R_{\max }\right]$. Consequently, for any policy, $V$ and $Q$ functions are bounded and take value in $\left[0, V_{\max }\right]$, where $V_{\max } \triangleq$ $R_{\max } /(1-\gamma)$. Breaking ties randomly, we shall restrict to optimal policy $\pi^{*}$ of the following form: for each $s \in \mathcal{S}$,

$$
\pi^{*}(a \mid s)= \begin{cases}\frac{1}{\left|\mathcal{A}^{*}(s)\right|} & \text { if } a \in \mathcal{A}^{*}(s), \\ 0 & \text { otherwise },\end{cases}
$$

where $\mathcal{A}^{*}(s)=\arg \max _{a \in \mathcal{A}} Q^{*}(s, a)$. Define $\Delta_{\min }(s)=\max _{a \in \mathcal{A}} Q^{*}(s, a)-\max _{a \in \mathcal{A} \backslash \mathcal{A}^{*}(s)}$ $Q^{*}(s, a)$, i.e., it is the gap between $Q^{*}$ and the value of the second optimal action for state $s$. For a given state $s \in \mathcal{S}$, if not all actions are optimal, then $\Delta_{\min }(s)>0$. Denote the minimum gap by $\Delta_{\min } \triangleq \inf _{s \in \mathcal{S}} \Delta_{\min }(s)$. Throughout the chapter, we assume that $\Delta_{\text {min }}>0$. Finally, like Chapters 2 and 3, we assume the access to a generative model so that simulation of the underlying system is possible at each step.

System Dynamics and Online Policy. As discussed, our interest in this chapter is in designing an online policy starting with no prior information. Precisely, the system
starts with arbitrary initial state $s_{0} \in \mathcal{S}$ and initial policy $\pi^{0}$. At time $t \geq 0$, given state $s_{t} \in \mathcal{S}$, action $a_{t} \in \mathcal{A}$ is chosen with probability $\pi^{t}\left(a_{t} \mid s_{t}\right)$ which leads to state $s_{t+1} \in \mathcal{S}$ with probability $\mathcal{P}\left(s_{t+1} \mid s_{t}, a_{t}\right)$. At each time $t$, policy $\pi^{t}$ is decided using potentially a finite number of simulation steps from the underlying MDP, in addition to the historical information observed till time $t$. In this sense, the policy is online.

## ■ 4.2.2 Stability

We desire our online policy to have a stability property, formally defined as follows.
Definition 3 (Stability). We call policy $\left\{\pi^{t}, t \geq 0\right\}$ stable if for any $\theta \in(0,1)$, there exists a bounded set $\mathcal{S}(\theta) \subset \mathcal{S}$ such that the following are satisfied:

1. Boundedness:

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \mathbb{P}\left(s_{t} \notin \mathcal{S}(\theta) \mid s_{0}=s\right) \leq \theta, \quad \forall s \in \mathcal{S} \tag{4.1}
\end{equation*}
$$

2. Recurrence: Let $T(s, t, \theta)=\inf \left\{k \geq 0: s_{t+k} \in \mathcal{S}(\theta) \mid s_{t}=s\right\} .{ }^{1}$ Then,

$$
\begin{equation*}
\sup _{t \geq 0} \mathbb{E}\left[T(s, t, \theta) \mid s_{t}=s\right]<\infty, \quad \forall s \in \mathcal{S} \tag{4.2}
\end{equation*}
$$

In words, we desire that starting with no prior information, the policy learns as it goes and manages to retain the state in a finite, bounded set with high probability. It is worth remarking that the above stability property is similar to the recurrence property for Markov chains.

Problem Statement. With the definition of stability, our formal goal is hence to design an online stable policy for a given, discounted MDP.

MDPs Respecting Lyapunov Function. As we search for a stable policy for MDP, if the optimal stationary policy for MDP is stable, then the resulting system dynamics under the optimal policy is a time homogeneous Markov chain that is positive recurrent. The property of positive recurrence is known to be equivalent to the existence of the so-called Lyapunov function; see [120]. In particular, if there exists a policy for the MDP under which the resulting Markov chain is positive recurrent, then this policy has a Lyapunov function. These observations motivate us to restrict attention to MDPs with the following property.

Condition 2. The Markov chain over $\mathcal{S}$ induced by MDP operating under the optimal policy $\pi^{*}$ respects a Lyapunov function $L: \mathcal{S} \rightarrow \mathbb{R}_{+}$such that $\liminf _{\|s\| \rightarrow \infty} L(s)=\infty$, $\sup \{\|s\|: L(s) \leq \ell\}<\infty$ for all finite $\ell$, and such that for some $\nu, \nu^{\prime}, B, \alpha>0$, for any $t \geq 0$ :

[^1]1. (Bounded Increment) For every $s_{t} \in \mathcal{S}$ and every $a \in \mathcal{A}$,

$$
\begin{equation*}
\left|L\left(s_{t+1}\right)-L\left(s_{t}\right)\right| \leq \nu, \quad\left\|s_{t+1}-s_{t}\right\| \leq \nu^{\prime} \tag{4.3}
\end{equation*}
$$

for all possible next states $s_{t+1}$ with $\mathcal{P}\left(s_{t+1} \mid s_{t}, a\right)>0 .{ }^{2}$
2. (Drift Condition) For every $s \in \mathcal{S}$ such that $L(s)>B$,

$$
\begin{equation*}
\mathbb{E}\left[L\left(s_{t+1}\right)-L\left(s_{t}\right) \mid s_{t}=s\right] \leq-\alpha \tag{4.4}
\end{equation*}
$$

As explained above, the requirement of MDP respecting Lyapunov function under the optimal policy is not restrictive. Recent work by [47] also considers a similar Lyapunov condition for analyzing the proximal policy optimization algorithm [141]. We further note that our policy does not require precise knowledge of such a Lyapunov function.

Queueing Examples. Since we have been using queueing systems to motivate our investigation on unbounded state space, it would be informative to discuss examples that indeed satisfy the conditions from a queueing perspective instead of abstract properties of MDPs. We provide two simple examples below:

1. The first example is a discrete-time single-queue single-server system. Jobs arrive according to a stationary process with rate $\lambda$. At each time $t$, the server can decide to serve or not serve. If it is serving a job, the probability that this job is completed at the end of the time step is $\mu$. The system state can be represented by the queue length, which can be unbounded. Let the reward at each time be the negative change of the queue length. With bounded arrivals at each time step, the reward is bounded. It is clear that regardless of the discount factor $\gamma$, the optimal policy is to always serve a job when the queue is non-empty (it is optimal for average reward as well). When $\lambda / \mu<1$, it is well known that the policy is stable from a queueing system perspective (also known as throughput optimal), i.e., the MDP under the policy is positive recurrent, which implies that the system satisfies Condition 2.
2. The above toy example extends to the multi-queue single-server setting, with arrival rate $\lambda_{k}$ for queue $k \in[K]$, and service distribution $\operatorname{Bernoulli}\left(\mu_{k}\right)$ for jobs from queue $k$. At each time step, the scheduling decision for the server is which queue to serve. Let the reward at each time be the weighted sum of the negative change of each queue, with weight $c_{k}$ for queue $k$. The classical $c \mu$ rule that assigns the server to queue $i$ if $c_{i} \mu_{i}=\max _{k \in[K]}\left\{c_{k} \mu_{k} \mid q_{k}(t)>0\right\}$ is optimal, for both discounted reward and average

[^2]reward settings, when the service discipline is preemptive [28]. It is well known that $c \mu$ rule is stable, whenever the arrival rates $\left\{\lambda_{k}\right\}_{k \in[K]}$ satisfy $\sum_{k \in[K]} \lambda_{k} / \mu_{k}<1$. In particular, it can be verified that for the $c \mu$ rule, $L(q)=\sum_{k \in[K] \frac{q_{k}}{\mu_{k}}}$ serves as a Lyapunov function satisfying Condition 2.

While simple, these examples demonstrate how queueing systems can be naturally connected to our MDP framework. For more sophisticated queueing systems, we note that the optimal queueing policy is often unknown and there has been decades of research in the queueing community focusing on designing policies that stabilize the system. Since these potentially sub-optimal policies are stable, it is reasonable to expect that the optimal policy ought to be stable and hence satisfies Condition 2. After we present the main technical results for our framework, in Sections 4.3.3 and 4.3.4, we shall re-visit the queueing setting to understand the implication of our framework when specialized to the context of queueing systems.

Why Stability Matters. It should be clear now that stability is a much desired property. In many applications, it is convenient to think of maximizing reward equivalently as minimizing cost. For settings with unbounded state space, states in a small bounded region are usually associated with low cost. Intuitively, stability implies achieving a bounded cost; the classical queueing systems above provide such example applications. An unstable policy leads to unbounded queue lengths: jobs accumulate and experience extremely long or even unbounded delay. For such applications, stability provides a reasonable notion of first-order optimality for cost minimization and hence, achieving stability is a highly desirable first goal - just like rate stability in queueing systems. Indeed, the next set of goals would be further refined notions of optimality just as the way diffusion or heavy traffic approximations in the queueing systems have played a role.

## - 4.3 Online Stable Policy

We present our main results in this section. First, we describe a stationary, online policy that is stable under Conditions 1 and 2. This policy is simple and provides key intuition behind our approach, though being sample inefficient. Next, we present an efficient version thereof that utilizes the minimal structure of Lipschitz optimal value function (cf. Condition 3). Finally, we design an adaptive version of our algorithm that automatically discovers the appropriate tuning parameter without knowing the value of the drift parameter of the Lyapunov function.

### 4.3.1 Sample Inefficient Stable Policy

Overview of Policy. At each time $t \geq 0$, given the state $s_{t} \in \mathcal{S}$, an action $a_{t} \in \mathcal{A}$ is chosen by sampling from a distribution over $\mathcal{A}$. The distribution is determined by an online planning algorithm that uses finitely many simulations of MDP performed at time $t$ and depends only on the input state $s_{t}$. Therefore, the policy is stationary. Precisely, using Monte Carlo oracle with Sparse Sampling for parameters $C, H>0$ (details below, adapted from [88]), we produce $\widehat{Q}\left(s_{t}, a\right)$ as an estimate of $Q^{*}\left(s_{t}, a\right)$, for each action $a \in \mathcal{A}$. We use Boltzman distribution with parameter $\tau>0$ for sampling action $a_{t}$ :

$$
\widehat{\pi}\left(a \mid s_{t}\right)=\frac{e^{\widehat{Q}\left(s_{t}, a\right) / \tau}}{\sum_{a^{\prime}} e^{\widehat{Q}\left(s_{t}, a^{\prime}\right) / \tau}}, \forall a \in \mathcal{A} .
$$

Sparse Sampling Monte Carlo Oracle. We describe the Monte Carlo oracle based on sparse sampling [88]. Given an input state $s \in \mathcal{S}$ with two integer valued parameters, $C, H>0$, and an estimate of value function $\widehat{V}$, it produces an estimate of $Q^{*}(s, a)$ for all $a \in \mathcal{A}$. The error in the estimate depends on $C, H$ and error in value function $\widehat{V}$. With larger values of $C$ and $H$, the estimation error decreases but the number of simulations of MDP required increases. Next we provide details of the algorithm.

Sparse sampling oracle constructs a tree of depth $H$ representing a partial $H$-step lookahead of MDP, starting with the input state $s_{0}=s$ as its root. The tree is constructed iteratively as follows: at any state (node) $s^{\prime}$ in the tree (initially, root node $s_{0}$ ), for each action $a \in \mathcal{A}$, sample $C$ times the next state of MDP for the state-action pair $\left(s^{\prime}, a\right)$. Each of the resulting next states, $C$ for each $a \in \mathcal{A}$, are placed as children nodes, with the edge between $s^{\prime}$ and the child node labeled by the generated reward. The process is repeated for all nodes of each level until reaching a depth of $H$. That is, it builds an $|\mathcal{A}| C$-array tree of depth $H$ representing a partial $H$-step look-ahead tree starting from the queried state $s_{0}$, and hence the term sparse sampling oracle. Figure 4.1 provides a graphical illustration of the above process.

To obtain an estimate for the $Q$-values associated with $\left(s_{0}, a\right), a \in \mathcal{A}$, we start by assigning value 0 to each leaf node $s_{\text {leaf }}$ at depth $H$, i.e., $\widehat{V}^{(H)}\left(s_{\text {leaf }}\right)=0$. These values, together with the associated rewards on the edges, are then backed-up to find estimates of $Q$-values for their parents, i.e., nodes at depth $H-1$. The estimate for the $Q$-value of a parent node $s$ and an action $a$ is just a simple average over $a$ 's children, i.e., $\widehat{Q}^{(H-1)}(s, a)=$ $R(s, a)+\gamma \frac{1}{C} \sum_{s^{\prime} \in S_{\text {next }}(s, a, C)} \widehat{V}^{(H)}\left(s^{\prime}\right)$, where $R(s, a)$ is the reward on the edge of action $a$, and $S_{\text {next }}(s, a, C)$ is the set of $a$ 's children nodes. The estimate for the value of state $s$ is given by $\widehat{V}^{(H-1)}(s)=\max _{a} \widehat{Q}^{(H-1)}(s, a)$. The process is recursively applied from the leaves up to the root level to find estimates of $\widehat{Q}^{(0)}\left(s_{0}, a\right)$ for the root node $s_{0}$.


Figure 4.1. Illustration of the Monte Carlo oracle with Sparse Sampling. The figure is adapted from [88].

Lemma 12 (Oracle Guarantee). Given input state $s \in \mathcal{S}$ and $\delta>0$, under the Sparse Sampling Monte Carlo Oracle, we have

$$
\begin{equation*}
\max _{a \in \mathcal{A}}\left|Q^{*}(s, a)-\widehat{Q}^{(0)}(s, a)\right| \leq 2 V_{\max } \delta, \tag{4.5}
\end{equation*}
$$

with probability at least $1-\delta$, with choice of parameters

$$
\begin{equation*}
H=\left\lceil\log _{\gamma}(\delta)\right\rceil, \quad C=\frac{2 \gamma^{2}}{\delta^{2}(1-\gamma)^{2}}\left(2 H \log \frac{2 \gamma^{2}|\mathcal{A}| H}{\delta^{2}(1-\gamma)^{2}}+\log \frac{2}{\delta}\right) . \tag{4.6}
\end{equation*}
$$

The number of simulation steps of MDP utilized is $O\left((|\mathcal{A}| C)^{H}\right)$, which as a function of $\delta$ scales as $O\left(\left(\frac{1}{\delta^{2}} \log ^{2} \frac{1}{\delta}\right)^{O\left(\log \frac{1}{\delta}\right)}\right)$.

We shall omit the proof of Lemma 12 as it follows directly from results in [88]. Further, we provide proof of Lemma 13 which establishes similar guarantees for a modified sampleefficient Sparse Sampling Monte Carlo oracle. Finally, we remark that in principle, other Monte Carlo oracle, such as MCTS as introduced in Chapter 2 can be similarly applied here. Indeed, the sparse sampling oracle can be viewed as a simplified MCTS where each action is just uniformly tried $C$ times to build the simulation tree. We choose sparse sampling to convey the intuition because of its algorithmic simplicity and its cleaner dependence on parameters.

Stability Guarantees. We state the result establishing stability of the stationary policy described above under appropriate choice of parameters $\delta, \tau, C$ and $H>0$. The proof is provided in Section 4.4.

Theorem 9. Suppose that the MDP of interest satisfies Conditions 1 and 2. Then, with
$\delta=\tau^{2}, \tau$ as

$$
\begin{equation*}
\tau \leq \tau(\alpha) \triangleq \min \left\{\sqrt{\frac{\alpha}{24 \nu}}, \frac{1-\gamma}{8 R_{\max }}, \frac{(1-\gamma) \alpha}{48 R_{\max }|\mathcal{A}|^{2} \nu}, \frac{\Delta_{\min }}{\ln \left(\frac{24 \nu|\mathcal{A}|}{\alpha}\right)}\right\} \tag{4.7}
\end{equation*}
$$

and $C, H>0$ chosen as per Lemma 12 for a given $\delta$, the resulting stationary policy is stable.

## - 4.3.2 Sample Efficient Stable Policy

Theorem 9 suggests that, as a function of $\alpha, \delta\left(=\tau^{2}\right)$ scales as $\min \left(\alpha, \alpha^{2}\right)$. Indeed, as $\alpha$ becomes larger, i.e., the negative drift for Lyapunov function under optimal policy increases, system starts living in a smaller region with a higher likelihood. The challenging regime is when $\alpha$ is small, formally $\alpha \rightarrow 0$. Back to our queueing examples, this corresponds to what is known as Heavy Traffic regime in queueing systems. Analyzing complex queueing systems in this regime allows understanding of fundamental "performance bottlenecks" within the system and subsequently understanding the properties of desired optimal policy. Indeed, a great deal of progress has been made over more than past four decades now; see for example [74, 72, 103]. Back to the setting of MDP with $\alpha \rightarrow 0$ : based on Theorem 9, the number of samples required per time step for the policy described in Section 4.3.1 scales as $O\left(\left(\frac{1}{\alpha^{4}} \log ^{2} \frac{1}{\alpha}\right)^{O\left(\log \frac{1}{\alpha}\right)}\right)$. That is, the sample complexity of the policy is super-polynomial in $1 / \alpha$.

Minimal Structural Assumption. In what follows, we describe a stable policy with the number of samples required scaling polynomially in $1 / \alpha$, precisely $\widetilde{O}\left(1 / \alpha^{2 d+4}\right)$ where $d$ is the dimension of the state space $\mathcal{S}$. This efficiency is achieved due to minimal structure in the optimal value function in terms of Condition 3, which effectively states that the value function is Lipschitz. Specifically, we provide an efficient Sparse Sampling Monte Carlo oracle exploiting the Bounded Increment property (4.3) in Condition 2 along with Lipschitzness of optimal value function as described in Condition 3. We remark that as in Chapters 2 and 3, for learning with continuous state/action space, smoothness assumption such as the Lipschitz continuity is natural and standard [9, 143, 55, 125].
Condition 3. Let $\mathcal{S}=\mathbb{R}^{d}$. The optimal value function $V^{*}: \mathcal{S} \rightarrow \mathbb{R}$ is a Lipschitz continuous function. Precisely, there exists constant $\zeta>0$ such that for any $s, s^{\prime} \in \mathcal{S}$,

$$
\left|V^{*}(s)-V^{*}\left(s^{\prime}\right)\right| \leq \zeta\left\|s-s^{\prime}\right\| .
$$

Overview of Policy. The policy is exactly the same as that described in Section 4.3.1, but with a single difference: instead of using the vanilla Sparse Sampling Monte Carlo oracle, we replace it with an efficient version that exploits Condition 3 as described next.

Efficient Sparse Sampling Monte Carlo Oracle. We describe a modification of the Monte Carlo oracle based on sparse sampling described earlier. As before, our interest is in obtaining an approximate estimate of $Q^{*}(s, a)$ for a given $s \in \mathcal{S}$ and any $a \in \mathcal{A}$ with minimal number of samples of the underlying MDP. To that end, we shall utilize property (4.3) of Condition 2 and Condition 3 to propose a modification of the method described in Section 4.3.1. For a given parameter $\varepsilon>0$, define

$$
\mathcal{S}_{\varepsilon} \triangleq\left\{\left(k_{1} \varepsilon, \ldots, k_{d} \varepsilon\right): k_{1}, \ldots, k_{d} \in \mathbb{Z}\right\} .
$$

For any $s \in \mathcal{S}=\mathbb{R}^{d}$, there $\exists \tilde{s} \in \mathcal{S}_{\varepsilon}$ so that $\|s-\tilde{s}\|_{\infty} \leq \varepsilon$ or $\|s-\tilde{s}\| \leq \sqrt{d}\|s-\tilde{s}\|_{\infty} \leq \varepsilon \sqrt{d}$. Define $S_{\varepsilon}: \mathcal{S} \rightarrow \mathcal{S}_{\varepsilon}$ that maps $s \in \mathcal{S}$ to its closest element in $\mathcal{S}_{\varepsilon}$ : i.e. $S_{\varepsilon}(s) \in \arg \min \{\|s-\tilde{s}\|:$ $\left.\tilde{s} \in \mathcal{S}_{\varepsilon}\right\}$.

For a given $s \in \mathcal{S}$, we shall obtain a good estimate of $Q^{*}(s, a)$ effectively using method described in Section 4.3.1. We start with $s$ as the root node. For each state-action pair $(s, a), a \in \mathcal{A}$, we sample next state of MDP $C$ times leading to states $S_{\text {next }}(s, a, C) \subset \mathcal{S}$. In contrast to the method described in Section 4.3.1, we use states $\left\{S_{\varepsilon}\left(s^{\prime}\right): s^{\prime} \in S_{\text {next }}(s, a, C)\right\}$ in place of $S_{\text {next }}(s, a, C)$. These form states (or nodes) as part of the sampling tree at level 1. For each state, say $\tilde{s}$ at level 1 , for each $a \in \mathcal{A}$, we sample $C$ next states of MDP, and replace them by their closest elements in $\mathcal{S}_{\varepsilon}$ to obtain states or nodes at level 2 ; we repeat till $H$ levels. Note that all states on level 1 to $H$ are from $\mathcal{S}_{\varepsilon}$. To improve sample efficiency, during the construction, if a state $\tilde{s}$ has been visited before, we use previously sampled next states $S_{\text {next }}(\tilde{s}, a, C)$ for each action $a \in \mathcal{A}$, instead of obtaining new samples.

To obtain an estimate $\widehat{Q}^{(0)}(s, a)$ for the $Q$-value associated with the root state $s$ and any action $a \in \mathcal{A}$, we start by assigning the value 0 to each leaf node $s_{\text {leaf }}$ at depth $H$, i.e., $\widehat{V}^{(H)}\left(s_{\text {leaf }}\right)=0$. These values, together with the associated rewards on the edges, are then backed-up to find estimates for $Q$-values of their parents at depth $H-1$, and this is repeated till we reach the root node, $s$. Precisely, for $1 \leq h \leq H$ and node $\tilde{s}$ at level $h-1$,

$$
\begin{equation*}
\widehat{Q}^{(h-1)}(\tilde{s}, a)=R(\tilde{s}, a)+\gamma \frac{1}{C} \sum_{s^{\prime} \in S_{\text {next }}(\tilde{s}, a, C)} \widehat{V}^{(h)}\left(S_{\varepsilon}\left(s^{\prime}\right)\right), \quad \widehat{V}^{(h-1)}(\tilde{s})=\max _{a} \widehat{Q}^{(h-1)}(\tilde{s}, a) . \tag{4.8}
\end{equation*}
$$

The method outputs $\widehat{Q}^{(0)}(s, a)$ as an estimate of $Q^{*}(s, a)$ for all $a \in \mathcal{A}$.
Stability Guarantees with Improved Sample Complexity. In Lemma 13, we summarize the estimation error as well as the number of samples utilized by this modified Sparse Sampling Monte Carlo oracle. The proof is provided in Section 4.5.

Lemma 13 (Modified Oracle Guarantee). Given input state $s \in \mathcal{S}, \delta>0$, under the
modified Sparse Sampling Monte Carlo oracle, we have

$$
\max _{a \in \mathcal{A}}\left|Q^{*}(s, a)-\widehat{Q}^{(0)}(s, a)\right| \leq 2 V_{\max } \delta,
$$

with probability at least $1-\delta$, with choice of parameters $H=\left\lceil\log _{\gamma}(\delta)\right\rceil, \varepsilon=\frac{\delta V_{\max }(1-\gamma)}{2 \zeta \gamma \sqrt{d}}$, and

$$
C=\Omega\left(\frac{\gamma^{2}}{(1-\gamma)^{2} \delta^{2}}\left(\log \frac{2|\mathcal{A}|}{\delta}+d \log H+d \log \frac{1}{\varepsilon}\right)\right)=\Omega\left(\frac{1}{\delta^{2}} \log \frac{1}{\delta}\right) .
$$

The number of simulation steps of MDP utilized, as a function of $\delta$ scales as $O\left(\frac{1}{\delta^{2+d}} \log ^{1+d} \frac{1}{\delta}\right)$.
Next, we state the result establishing stability of the stationary policy described above under appropriate choice of parameters $\delta, \tau, C$ and $H>0$.

Theorem 10. Let the MDP of interest satisfy Conditions 1, 2 and 3. Then, with $\delta=\tau^{2}$, $\tau$ as

$$
\begin{equation*}
\tau \leq \tau(\alpha) \triangleq \min \left\{\sqrt{\frac{\alpha}{24 \nu}}, \frac{1-\gamma}{8 R_{\max }}, \frac{(1-\gamma) \alpha}{48 R_{\max }|\mathcal{A}|^{2} \nu}, \frac{\Delta_{\min }}{\ln \left(\frac{24 \nu|\mathcal{A}|}{\alpha}\right)}\right\} \tag{4.9}
\end{equation*}
$$

and $C, H>0$ chosen as per Lemma 13 for given $\delta>0$, the resulting stationary policy is stable.

As discussed earlier, as $\alpha \rightarrow 0$, with above choice $\delta=\Theta\left(\alpha^{2}\right)$, the number of samples required per time step scales as $O\left(\frac{1}{\alpha^{2 d+4}} \log ^{d+1} \frac{1}{\alpha}\right)$. That is, the sample complexity per time step is improved to be polynomial in the Lyapunov drift parameter $\alpha$, rather than super-polynomial as required in Theorem 9. We remark that as the modification replaces states by their closet elements in $\mathcal{S}_{\varepsilon}$ (and hence, all states in the simulation tree are in $\mathcal{S}_{\varepsilon}$ ), the above result on sample complexity provably demonstrates that appropriate data reuse can be beneficial in the algorithmic designs of data efficient learning methods.

## ■ 4.3.3 Discovering Appropriate Policy Parameter

The sample inefficient policy described in Section 4.3.1 or the sample efficient policy described in Section 4.3.2 are stable only if the parameter $\delta$ (or equivalently $\tau$, since $\delta=\tau^{2}$ in Theorem 9 or 10) is chosen to be small enough. However, what is small enough value for $\delta$ is not clear a priori without knowledge of the system parameters as stated in (4.7) or (4.9). In principle, we can continue reducing $\delta$; however, the sample complexity required per unit time increases with reduction in $\delta$. Therefore, it is essential to ensure that the reduction is eventually terminated. Below we describe such a method, based on a hypothesis test using the boundedness property of stability established in the proofs of Theorems 9 and 10.

A Statistical Hypothesis Test. Towards the goal of finding an appropriate value of $\delta$, i.e., small enough but not too small, we describe a statistical hypothesis test - if $\delta$ is small enough, then test passes with high probability. We shall utilize this test to devise an adaptive method that finds the right value of $\delta$ as described below. We state the following structural assumption.

Condition 4. Consider the setting of Condition 2. Let the Lyapunov function $L: \mathcal{S} \rightarrow \mathbb{R}_{+}$, in addition, satisfy

$$
\begin{equation*}
L(s) \geq c_{1}\|s\|+c_{2}, \tag{4.10}
\end{equation*}
$$

for all $s \in \mathcal{S}$ with constants $c_{1}, c_{2} \in \mathbb{R}$ and $c_{1}>0$.
Let $\tau(\alpha)$ be as defined in (4.7) and $\delta(\alpha)=\tau(\alpha)^{2}$. Under the above condition, arguments used in the proofs of Theorem 9 and 10 establish that if $\delta \leq \delta(\alpha)$, then the following exponential tail bound holds:

$$
\mathbb{P}\left(\left\|s_{t}\right\| \geq b\right) \leq C e^{-\eta c_{1} b}, \quad \forall b>0, t \geq 1 .
$$

Note that the probability bound on the right hand side is summable over $t$ when choosing, say, $b=\log ^{2} t$. This property enables a hypothesis test, via checking $\left\|s_{t}\right\|$, which is used below to devise an adaptive method. We remark that the norm in use is not necessarily $\ell_{2}$ norm; it can be an arbitrary norm since all norms are equivalent in a finite-dimensional vector space.

An Adaptive Method for Tuning $\delta$. Using the statistical hypothesis test, we now describe an algorithm that finds $\delta$ under which the hypothesis test is satisfied with probability exponentially close to 1 , and $\delta$ is strictly positive. Initially, set $\delta_{0}=1$. At each time $t$, we decide to whether adjust value of $\delta$ or not by checking whether $\left\|s_{t}\right\| \geq \log ^{2} t$. If yes, then we set $\delta_{t+1}=\delta_{t} / 2$; else we keep $\delta_{t+1}=\delta_{t}$.

Stability Guarantees. The following theorem provides guarantees for the above adaptive algorithm. The proof is provided in Section 4.6.

Theorem 11. Consider the setup of Theorem 9 (respectively Theorem 10). Let, in addition, Condition 4 hold. Consider the system operating with choice of parameter $\delta=\tau^{2}$ at any time as per the above described method with policy described in Section 4.3.1 (respectively Section 4.3.2). Then with probability 1, the system operating under such changing choice of $\delta$ is either eventually operating with value $\delta \leq \delta(\alpha)$ and hence stable, or

$$
\begin{equation*}
\lim \sup _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{\log ^{2} t}=O(1) ; \tag{4.11}
\end{equation*}
$$

moreover, we have

$$
\begin{equation*}
\lim \inf _{t \rightarrow \infty} \delta_{t}>0 \tag{4.12}
\end{equation*}
$$

The theorem guarantees that the system is either stable as the algorithm finds the appropriate policy parameter, or near-stable in the sense that the state grows at most as $\log ^{2} t$. That is, this adaptive algorithm induces at worst $O\left(\log ^{2} t\right)$ regret since the optimal policy will retain $\left\|s_{t}\right\|=O(1)$, i.e., the algorithm is indeed a low-regret algorithm in that respect.

More precisely, as a corollary of Theorem 11, we have the following result on the sublinear growth rate of $\left\|s_{t}\right\|$. We prove this corollary in Section 4.6.2.

Corollary 1. Consider the setup of Theorem 11. Then with probability 1, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{t}=0 \tag{4.13}
\end{equation*}
$$

Connecting to Rate Stability. With the proposed algorithms achieving stability for generic MDPs, let us now re-visit queueing systems to understand the implication of our framework and results. In the context of queueing systems, $s_{t}$ is often the vector of queue lengths. Corollary 1 suggests that the queue lengths grow "sub-linearly" in $t$, which guarantees rate stability for the queueing system.

As a concrete example, consider the multi-queue single-server system introduced in Section 4.2.2. Let $I_{k, t}$ denote the cumulative number of jobs that have arrived at queue $k$ up to time step $t$. We adopt the convention that $I_{k, 0}=0$. The stationary arrival processes $\left\{I_{k,}, k \in[K]\right\}$ satisfy a strong law of large numbers: with probability one,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{I_{k, t}}{t}=\lambda_{k}, \quad k \in[K] . \tag{4.14}
\end{equation*}
$$

Let $D_{k, t}$ denote the cumulative number of departures from queue $k$ up to time $t$. We also assume that $D_{k, 0}=0$. Note that the system state $s_{t}$, i.e., the queue-length vector $s_{t}=$ $\left(s_{1, t}, s_{2, t}, \ldots, s_{K, t}\right)$, satisfies the following equations of evolution in terms of the total number of arrivals at and departures from each queue:

$$
\begin{equation*}
s_{k, t}=s_{k, 0}+I_{k, t}-D_{k, t}, \quad t \geq 0, \forall k \in[K] . \tag{4.15}
\end{equation*}
$$

As discussed in Section 4.2.2, the system satisfies Condition 1 and Condition 2 with Lyapunov function $L(s)=\sum_{k \in[K]} \frac{s_{k}}{\mu_{k}}$. We further remark that the Lyapunov function $L$ also satisfies Condition 4 with $\|\cdot\|$ being $\ell_{1}$ norm. Therefore, Theorem 11 and Corollary 1 apply to the example. By Corollary 1, we can further show that the queueing system operating under the adaptive algorithm is rate stable, i.e., the "departure rate" of jobs is the same as
the "arrival rate" of jobs [46], as shown below.
Consider the above described queueing system operating under the adaptive method with policy described in Section 4.3.3. Suppose that the initial state $s_{0}$ is bounded almost surely. As Corollary 1 applies, with probability 1 , we have $\lim _{t \rightarrow \infty} \frac{\|s t\|}{t}=0$. Therefore, with probability 1 ,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{s_{k, t}}{t}=0, \quad \forall k \in[K] \tag{4.16}
\end{equation*}
$$

By the system state evolution equation (4.15), for each $k \in[K]$, we have

$$
\begin{align*}
\lim _{t \rightarrow \infty} \frac{D_{k, t}}{t} & =\lim _{t \rightarrow \infty} \frac{s_{k, 0}+I_{k, t}-s_{k, t}}{t} \\
& =\lambda_{k}, \quad \text { a.s. } \tag{4.17}
\end{align*}
$$

where the second equality follows from the assumptions on the initial state $s_{0}$ and the arrival process (4.14), and (4.16).

The above result (4.17) states that the system is rate stable, which is a highly desirable guarantee for queueing systems and can be achieved by our online and adaptive RL policy. We remark that the rate stable result also holds for the single-queue example. Through concrete queueing examples, we demonstrate the merit of our framework of developing stable policies for abstract MDPs, and how it can be naturally adapted to obtain desired properties in specific applications.

## ■4.3.4 Discussion

The development of our theory has been devoted to the infinite-horizon discounted reward setting, which is the focus of majority of the RL theory literature. This chapter hence provides a generic framework with a broader application. When specialized to queueing systems, however, there is a small discrepancy: performance criteria for queueing systems such as average delay may be more suitable to be formulated as an average reward problem. In particular, for some queueing systems, the queue lengths may grow unboundedly under the policy that is optimal with respect to the discounted reward [25]. That is, the system is not stable under the discounted optimal policy. This means that while being intuitive, Condition 2 on the discounted optimal policy can be violated. The queueing examples we have discussed in this chapter do not have this issue, as for these systems, the discounted optimal policy is also optimal for the average reward. Addressing this discrepancy in the context of queueing systems would require joint efforts from the RL and queueing communities: (1) from a queueing perspective, it would be desirable to characterize cases/conditions where the discounted optimal policy coincides with the "average" optimal policy; or more
generally, when and how an appropriate reward design would capture the desired properties of queueing systems while the MDP under the optimal policy is positive recurrent - the current framework would apply seamlessly for such scenarios; (2) from a RL viewpoint, we note that the methodology developed in this work would apply for the case of average reward, provided that we have access to a Monte Carlo oracle that produces accurate estimation of $Q$-values under the average reward setting. In other words, the current framework can be extended to develop an online stable policy, by replacing the Monte Carlo oracle with one that targets average reward. Advancement in such an oracle from the RL community would naturally improve the design of stable policy for queueing systems. We believe this work can serve as a starting point for developing principled improvement of reinforcement learning techniques for queueing networks.

## ■ 4.4 Proof of Theorem 9

The remaining sections are devoted to the proofs of our technical results. We start with Theorem 9 in this section. The proof of Theorem 9 is based on three lemmas (Lemmas $14-16)$. We defer the proofs of these lemmas to subsections 4.4.1-4.4.3.

For any given $\delta>0$, we know that at each step, with probability $1-\delta$,

$$
\begin{equation*}
\left|Q^{*}\left(s_{t}, a\right)-\widehat{Q}\left(s_{t}, a\right)\right| \leq \varepsilon \triangleq \frac{2 R_{\max }}{1-\gamma} \delta, \quad \forall a \in \mathcal{A}, \tag{4.18}
\end{equation*}
$$

with appropriate choice of parameters $C, H$ as stated in Lemma 12. The stationary policy utilizes Boltzman transformation of $\widehat{Q}$. The following lemma establishes the approximation error between the Boltzman policy and the optimal policy.

Lemma 14. Given state $s \in \mathcal{S}$, let $\widehat{Q}(s, a)$ be such that with probability at least $1-\delta$,

$$
\left|\widehat{Q}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon, \quad \forall a \in \mathcal{A} .
$$

Consider two Boltzmann policies with temperature $\tau$ :

$$
\widehat{P}(s, a)=\frac{e^{\widehat{Q}(s, a) / \tau}}{\sum_{a^{\prime}} e^{\widehat{Q}\left(s, a^{\prime}\right) / \tau}} \quad \text { and } \quad P^{*}(s, a)=\frac{e^{Q^{*}(s, a) / \tau}}{\sum_{a^{\prime}} e^{Q^{*}\left(s, a^{\prime}\right) / \tau}}, \quad \forall a \in \mathcal{A} .
$$

Then, we have that

1. With probability at least $1-\delta$,

$$
\left\|\widehat{P}(s)-P^{*}(s)\right\|_{\mathrm{TV}} \leq \frac{|\mathcal{A}|^{2}}{2} \cdot \frac{e^{2 \varepsilon / \tau}-1}{e^{2 \varepsilon / \tau}+1} .
$$

2. With probability at least $1-\delta$,

$$
\left\|\widehat{P}(s)-\pi^{*}(s)\right\|_{\mathrm{TV}} \leq \frac{|\mathcal{A}|^{2}}{2} \cdot \frac{e^{2 \varepsilon / \tau}-1}{e^{2 \varepsilon / \tau}+1}+(|\mathcal{A}|-1) e^{-\frac{\Delta_{\min }(s)}{\tau}}
$$

From Lemma 14 , with notation $\Delta_{\min } \leq \Delta_{\min }(s)$ for any $s \in \mathcal{S}$, we obtain that for our stochastic policy $\widehat{P}$ at time $t$, with probability $1-\delta$,

$$
\begin{equation*}
\left\|\widehat{P}\left(s_{t}\right)-\pi^{*}\left(s_{t}\right)\right\|_{\mathrm{TV}} \leq \kappa \triangleq \frac{|\mathcal{A}|^{2}}{2} \cdot \frac{e^{2 \varepsilon / \tau}-1}{e^{2 \varepsilon / \tau}+1}+(|\mathcal{A}|-1) e^{-\frac{\Delta_{\min }}{\tau}} \tag{4.19}
\end{equation*}
$$

By Condition 2, we know that the MDP dynamics under the optimal policy respects a Lyapunov function that has bounded increment and drift properties. As per (4.19), the Boltzman policy is a good approximation of the optimal policy at each time step with high probability. The following lemma argues that under such an approximate policy, MDP respects the same Lyapunov function but with a slightly modified drift condition.

Lemma 15. Consider the set up of Theorem 9. Suppose that at each time step $t$, a stochastic policy $\pi\left(s_{t}\right)$ (i.e., $\pi\left(s_{t}\right)$ is a distribution over $\mathcal{A}$ ) is executed such that for each $t$, with probability at least $1-\delta$,

$$
\left\|\pi\left(s_{t}\right)-\pi^{*}\left(s_{t}\right)\right\|_{\mathrm{TV}} \leq \kappa
$$

Then, for every $s \in \mathcal{S}$ such that $L(s)>B$, we have

$$
\mathbb{E}\left[L\left(s_{t+1}\right)-L\left(s_{t}\right) \mid s_{t}=s\right] \leq 4 \nu((1-\delta) \kappa+\delta)-\alpha
$$

Now, based on Lemma 15, we note that for every $s \in \mathcal{S}$ such that $L(s)>B$, the following drift inequality holds for our stochastic policy $\widehat{P}$ :

$$
\begin{equation*}
\mathbb{E}\left[L\left(s_{t+1}\right)-L\left(s_{t}\right) \mid s_{t}=s\right] \leq 4 \nu((1-\delta) \kappa+\delta)-\alpha \tag{4.20}
\end{equation*}
$$

We shall argue that under choice of $\delta=\tau^{2}$ and $\tau$ as per (4.7), the right hand side of (4.20) is less than $-\frac{1}{2} \alpha$. To do so, it is sufficient to argue that $4 \nu(\kappa+\delta) \leq \alpha / 2$. That is, we want to argue

$$
\begin{equation*}
4 \nu(\underbrace{\frac{|\mathcal{A}|^{2}}{2} \cdot\left(1-\frac{2}{e^{4 R_{\max } \delta /(\tau(1-\gamma))}+1}\right)}_{(\mathrm{I})}+\underbrace{(|\mathcal{A}|-1) e^{-\frac{\Delta_{\min }}{\tau}}}_{(\mathrm{II})}+\underbrace{\delta}_{(\mathrm{III})}) \leq \frac{1}{2} \alpha \tag{4.21}
\end{equation*}
$$

To establish the above claim, it is sufficient to argue that each of (I), (II) and (III) is no more than $\alpha / 24 \nu$, under the choice of $\tau$ as per (4.7) and $\delta=\tau^{2}$. To that end, (III) is less than $\alpha / 24 \nu$ immediately since $\tau \leq \sqrt{\frac{\alpha}{24 \nu}}$. For (II), similar claim follows due to $\tau \leq \frac{\Delta_{\min }}{\ln \left(\frac{24 \nu|\mathcal{A}|}{\alpha}\right)}$.

For (I), using facts that $e^{x} \leq 1+2 x, x \in(0,1)$ and $1 /(1+x)>1-x$ for $x \in(0,1)$ and $4 R_{\max } \delta /(\tau(1-\gamma))=4 R_{\max } \tau /(1-\gamma) \leq \frac{1}{2}$, we have that (with $\delta=\tau^{2}$ )

$$
\begin{aligned}
\frac{|\mathcal{A}|^{2}}{2} \cdot\left(1-\frac{2}{e^{4 R_{\max } \delta /(\tau(1-\gamma))}+1}\right) & \leq \frac{|\mathcal{A}|^{2}}{2} \cdot\left(1-\frac{2}{8 R_{\max } \tau /(1-\gamma)+2}\right) \\
& \leq \frac{|\mathcal{A}|^{2}}{2} \cdot\left(4 R_{\max } \tau /(1-\gamma)\right) \leq \frac{\alpha}{24 \nu}
\end{aligned}
$$

Thus, we conclude that if $L(s)>B$, then

$$
\begin{equation*}
\mathbb{E}\left[L\left(s_{t+1}\right)-L\left(s_{t}\right) \mid s_{t}=s\right] \leq-\frac{1}{2} \alpha \tag{4.22}
\end{equation*}
$$

We recall the following result of [71] that implies positive recurrence property for stochastic system satisfying drift condition as in (4.22).

Lemma 16. Consider a policy $\pi$. Suppose that there exists a Lyapunov function $L$ such that the policy $\pi$ satisfies the bounded increment condition with parameter $\nu>0$ and the drift condition with parameters $\alpha>0$ and $B>0$. Let $T_{a} \triangleq \min \left\{t \geq 0: L\left(s_{t}\right) \leq a\right\}$. Let $c(\nu)=e^{\nu}-\nu-1, \eta=\min (1, \alpha / 2 c(\nu))$ and $\rho=1-\eta \alpha / 2 c(\nu)<1$. Then it follows that for all $b \geq 0$,

$$
\begin{align*}
& \mathbb{P}\left(L\left(s_{t}\right) \geq b \mid s_{0}=s\right) \leq \rho^{t} e^{\eta(L(s)-b)}+\frac{1-\rho^{t}}{1-\rho} e^{\nu+\eta(B-b)},  \tag{4.23}\\
& \mathbb{P}\left(T_{a}>k \mid s_{0}=s\right) \leq e^{\eta(L(s)-a)} \rho^{k}, \quad \forall a \geq B . \tag{4.24}
\end{align*}
$$

By an immediate application of Lemma 16, with $c=c(\nu)=e^{\nu}-\nu-1, \eta=\min (1, \alpha / 4 c(\nu))$ and $\rho=1-\eta \alpha / 4 c(\nu)<1$, it follows that

$$
\begin{equation*}
\mathbb{P}\left(L\left(s_{t}\right) \geq b \mid s_{0}=s\right) \leq \rho^{t} e^{\eta(L(s)-b)}+\frac{1-\rho^{t}}{1-\rho} e^{\eta(B-b)+\nu}, \quad \forall s \in \mathcal{S}, \tag{4.25}
\end{equation*}
$$

and $\forall b \geq B$,

$$
\begin{equation*}
\mathbb{P}\left(T_{b}(t)>k \mid s_{t}=s\right) \leq e^{\eta(L(s)-b)} \rho^{k}, \quad \forall s \in \mathcal{S}, \tag{4.26}
\end{equation*}
$$

where $T_{b}(t) \triangleq \min \left\{k \geq 0: L\left(s_{t+k}\right) \leq b\right\}$ is the return time to a set that the Lyapunov function is bounded by $b$ starting from time $t$.

Define level set $\mathcal{C}(\ell) \triangleq\{s \in \mathcal{S}: L(s) \leq \ell\}$. By Condition $2, \sup _{s \in \mathcal{C}(\ell)}\|s\|<\infty$ for any finite $\ell$. Now (4.25) implies that for any small $\phi>0$, we have

$$
\lim \sup _{t \rightarrow \infty} \mathbb{P}\left(s_{t} \notin \mathcal{C}(b+\phi) \mid s_{0}=s\right) \leq \lim \sup _{t \rightarrow \infty} \mathbb{P}\left(L\left(s_{t}\right) \geq b \mid s_{0}=s\right) \leq \frac{1}{1-\rho} e^{\eta(B-b)+\nu}
$$

By letting $b \geq B$ and $b$ be large enough, we can always make the above probability bound as small as possible. That is, for any given $\theta>0$, there exist a large $b \geq B$ and a small $\phi>0$, such that

$$
\lim _{t \rightarrow \infty} \mathbb{P}\left(s_{t} \notin \mathcal{C}(b+\phi) \mid s_{0}=s\right) \leq \theta, \quad \forall s \in \mathcal{S}
$$

In addition, (4.26) implies that

$$
\mathbb{P}\left(T_{b+\phi}(t)>k \mid s_{t}=s\right) \leq e^{\eta(L(s)-b-\phi)} \rho^{k}, \quad \forall s \in \mathcal{S} \text { and } \forall t \geq 0
$$

Therefore,

$$
\mathbb{E}\left[T_{b+\phi}(t) \mid s_{t}=s\right]=\sum_{k=0}^{\infty} \mathbb{P}\left(T_{b+\phi}(t)>k \mid s_{t}=s\right) \leq e^{\eta(L(s)-b-\phi)} \cdot \frac{1}{1-\rho}<\infty .
$$

That is, given the current state $s \in \mathcal{S}$, the return time to the bounded set $\mathcal{C}(b+\phi)$ is uniformly bounded, across all $t$. This establishes the stability of the policy as desired in Theorem 9.

## ■ 4.4.1 Proof of Lemma 14

We first bound the total variation distance between $\widehat{P}$ and $P^{*}$. For each $a$, we have

$$
\begin{aligned}
\left|\widehat{P}(s, a)-P^{*}(s, a)\right| & =\left|\frac{e^{\widehat{Q}(s, a) / \tau}}{\sum_{a^{\prime}} e^{\widehat{Q}\left(s, a^{\prime}\right) / \tau}}-\frac{e^{Q^{*}(s, a) / \tau}}{\sum_{a^{\prime \prime}} e^{Q^{*}\left(s, a^{\prime \prime}\right) / \tau}}\right| \\
& =\frac{\left|e^{\widehat{Q}(s, a) / \tau} \sum_{b} e^{Q^{*}(s, b) / \tau}-e^{Q^{*}(s, a) / \tau} \sum_{b} e^{\widehat{Q}(s, b) / \tau}\right|}{\left(\sum_{a^{\prime}} e^{\widehat{Q}\left(s, a^{\prime}\right) / \tau}\right)\left(\sum_{a^{\prime \prime}} e^{Q^{*}\left(s, a^{\prime \prime}\right) / \tau}\right)} \\
& =\sum_{b} \frac{\left|e^{\widehat{Q}(s, a) / \tau+Q^{*}(s, b) / \tau}-e^{Q^{*}(s, a) / \tau+\widehat{Q}(s, b) / \tau}\right|}{\left(\sum_{a^{\prime}} e^{\widehat{Q}\left(s, a^{\prime}\right) / \tau}\right)\left(\sum_{a^{\prime \prime}} e^{Q^{*}\left(s, a^{\prime \prime}\right) / \tau}\right)} .
\end{aligned}
$$

Consider $b$-th term in the above summation:

$$
\begin{aligned}
& \frac{\left|e^{\widehat{Q}(s, a) / \tau+Q^{*}(s, b) / \tau}-e^{Q^{*}(s, a) / \tau+\widehat{Q}(s, b) / \tau}\right|}{\left(\sum_{a^{\prime}} e^{\widehat{Q}\left(s, a^{\prime}\right) / \tau}\right)\left(\sum_{a^{\prime \prime}} e^{Q^{*}\left(s, a^{\prime \prime}\right) / \tau}\right)} \leq \frac{\left|e^{\widehat{Q}(s, a) / \tau+Q^{*}(s, b) / \tau}-e^{Q^{*}(s, a) / \tau+\widehat{Q}(s, b) / \tau}\right|}{e^{\widehat{Q}(s, a) / \tau+Q^{*}(s, b) / \tau}+e^{Q^{*}(s, a) / \tau+\widehat{Q}(s, b) / \tau}} \\
\leq & \frac{e^{Q^{*}(s, a) / \tau+\widehat{Q}(s, b) / \tau} \cdot\left|e^{\left[\widehat{Q}(s, a)+Q^{*}(s, b)-Q^{*}(s, a)-\widehat{Q}(s, b)\right] / \tau}-1\right|}{e^{Q^{*}(s, a) / \tau+\widehat{Q}(s, b) / \tau} \cdot\left(e^{\left[\widehat{Q}(s, a)+Q^{*}(s, b)-Q^{*}(s, a)-\widehat{Q}(s, b)\right] / \tau}+1\right)} \\
= & \frac{\left|e^{\left[\widehat{Q}(s, a)+Q^{*}(s, b)-Q^{*}(s, a)-\widehat{Q}(s, b)\right] / \tau}-1\right|}{e^{\left[\widehat{Q}(s, a)+Q^{*}(s, b)-Q^{*}(s, a)-\widehat{Q}(s, b)\right] / \tau}+1}=\frac{\left|e^{t}-1\right|}{e^{t}+1},
\end{aligned}
$$

where

$$
t:=\left[\widehat{Q}(s, a)+Q^{*}(s, b)-Q^{*}(s, a)-\widehat{Q}(s, b)\right] / \tau
$$

By assumption, we have $|t| \leq 2 \varepsilon / \tau$. Now, if $t>0$, then

$$
\frac{\left|e^{t}-1\right|}{e^{t}+1}=\frac{e^{t}-1}{e^{t}+1}=1-\frac{2}{e^{t}+1} \leq 1-\frac{2}{e^{2 \varepsilon / \tau}+1}=\frac{e^{2 \varepsilon / \tau}-1}{e^{2 \varepsilon / \tau}+1} .
$$

Similarly, if $t<0$, then

$$
\frac{\left|e^{t}-1\right|}{e^{t}+1}=\frac{-e^{t}+1}{e^{t}+1}=-1+\frac{2}{e^{t}+1} \leq-1+\frac{2}{e^{-2 \varepsilon / \tau}+1}=\frac{-e^{-2 \varepsilon / \tau}+1}{e^{-2 \varepsilon / \tau}+1}=\frac{-1+e^{2 \varepsilon / \tau}}{e^{2 \varepsilon / \tau}+1} .
$$

That is, for any $|t| \leq 2 \varepsilon / \tau$, we have

$$
\frac{\left|e^{t}-1\right|}{e^{t}+1} \leq \frac{e^{2 \varepsilon / \tau}-1}{e^{2 \varepsilon / \tau}+1}
$$

Combining the above results, we obtain that

$$
\left|\widehat{P}(s, a)-P^{*}(s, a)\right| \leq \sum_{b} \frac{e^{2 \varepsilon / \tau}-1}{e^{2 \varepsilon / \tau}+1} \leq|\mathcal{A}| \cdot \frac{e^{2 \varepsilon / \tau}-1}{e^{2 \varepsilon / \tau}+1}
$$

Therefore, we have

$$
\left\|\widehat{P}(s)-P^{*}(s)\right\|_{\mathrm{TV}}=\frac{1}{2} \sum_{a \in \mathcal{A}}\left|\widehat{P}(s, a)-P^{*}(s, a)\right| \leq \frac{|\mathcal{A}|^{2}}{2} \cdot \frac{e^{2 \varepsilon / \tau}-1}{e^{2 \varepsilon / \tau}+1} .
$$

Next, we bound $\left\|P^{*}(s)-\pi^{*}(s)\right\|_{\text {TV }}$. Let $a^{*} \in \mathcal{A}^{*}(s)$. Notice that for each $a \in \mathcal{A}^{*}(s)$, $P^{*}(s, a)=P^{*}\left(s, a^{*}\right) \leq \frac{1}{\left|\mathcal{A}^{*}(s)\right|}$. For each $a \notin \mathcal{A}^{*}(s)$, we have

$$
P^{*}(s, a)=\frac{e^{Q^{*}(s, a) / \tau}}{\sum_{a^{\prime}} e^{Q^{*}\left(s, a^{\prime}\right) / \tau}} \leq \frac{e^{Q^{*}(s, a) / \tau}}{e^{Q^{*}\left(s, a^{*}\right) / \tau}}=e^{-\frac{Q^{*}\left(s, a^{*}\right)-Q^{*}(s, a)}{\tau}} \leq e^{-\Delta_{\min }(s) / \tau}
$$

Note that for each $a \in \mathcal{A}^{*}(s), \pi^{*}(a \mid s)=\frac{1}{\left|\mathcal{A}^{*}(s)\right|}$, and for each $a \notin \mathcal{A}^{*}(s), \pi^{*}(a \mid s)=0$. It hence follows that

$$
\begin{aligned}
\left\|P^{*}(s)-\pi^{*}(s)\right\|_{\mathrm{TV}} & =\frac{1}{2} \sum_{a \in \mathcal{A}}\left|P^{*}(s, a)-\pi^{*}(a \mid s)\right| \\
& =\frac{1}{2} \sum_{a \in \mathcal{A}^{*}(s)}\left(\pi^{*}(a \mid s)-P^{*}(s, a)\right)+\frac{1}{2} \sum_{a \notin \mathcal{A}^{*}(s)} P^{*}(s, a) \\
& =\sum_{a \notin \mathcal{A}^{*}(s)} P^{*}(s, a) \leq \sum_{a \notin \mathcal{A}^{*}(s)} e^{-\Delta_{\min }(s) / \tau}
\end{aligned}
$$

$$
\leq(|\mathcal{A}|-1) e^{-\Delta_{\min }(s) / \tau}
$$

By triangle inequality, we have

$$
\begin{aligned}
\left\|\widehat{P}(s)-\pi^{*}(s)\right\|_{\mathrm{TV}} & \leq\left\|\widehat{P}(s)-P^{*}(s)\right\|_{\mathrm{TV}}+\left\|P^{*}(s)-\pi^{*}(s)\right\|_{\mathrm{TV}} \\
& \leq \frac{|\mathcal{A}|^{2}}{2} \cdot \frac{e^{2 \varepsilon / \tau}-1}{e^{2 \varepsilon / \tau}+1}+(|\mathcal{A}|-1) e^{-\Delta_{\min }(s) / \tau}
\end{aligned}
$$

This concludes the proof of Lemma 14.

## ■ 4.4.2 Proof of Lemma 15

By Condition 2, for each $s_{t} \in \mathcal{S}$ we have

$$
\left|L\left(s_{t+1}\right)-L\left(s_{t}\right)\right| \leq \nu
$$

where $s_{t+1} \sim \mathcal{P}\left(\cdot \mid s, \pi\left(s_{t}\right)\right)$. Let us analyze the drift of $L$ under the stochastic policy $\pi\left(s_{t}\right)$. Fix a state $s \in \mathcal{S}$ such that $L(s)>B$. Then,

$$
\begin{align*}
& \mathbb{E}\left[L\left(s_{t+1}\right)-L\left(s_{t}\right) \mid s_{t}=s\right] \\
= & \left(\sum_{s^{\prime} \in \mathcal{S}} L\left(s^{\prime}\right) \sum_{a \in \mathcal{A}} \pi(a \mid s) \mathcal{P}\left(s^{\prime} \mid s, a\right)\right)-L(s) \\
= & \left(\sum_{s^{\prime} \in \mathcal{S}} L\left(s^{\prime}\right) \sum_{a \in \mathcal{A}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right) \mathcal{P}\left(s^{\prime} \mid s, a\right)+\sum_{s^{\prime} \in \mathcal{S}} L\left(s^{\prime}\right) \sum_{a \in \mathcal{A}} \pi^{*}(a \mid s) \mathcal{P}\left(s^{\prime} \mid s, a\right)\right)-L(s) \\
= & \sum_{a \in \mathcal{A}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right) \sum_{s^{\prime} \in \mathcal{S}} L\left(s^{\prime}\right) \mathcal{P}\left(s^{\prime} \mid s, a\right)+\mathbb{E}_{\pi^{*}}\left[L\left(s_{t+1}\right)-L\left(s_{t}\right) \mid s_{t}=s\right] . \tag{4.27}
\end{align*}
$$

To analyze the first term of (4.27), we define the sets

$$
\mathcal{A}_{\pi}^{+}=\left\{a \in \mathcal{A} \mid \pi(a \mid s) \geq \pi^{*}(a \mid s)\right\} \quad \text { and } \quad \mathcal{A}_{\pi}^{-}=\mathcal{A} \backslash \mathcal{A}_{\pi}^{+} .
$$

Note that $\sum_{a \in \mathcal{A}} \pi(a \mid s)=\sum_{a \in \mathcal{A}} \pi^{*}(a \mid s)=1$. Therefore, we have

$$
\begin{align*}
& \sum_{a \in \mathcal{A}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right) \sum_{s^{\prime} \in \mathcal{S}} L\left(s^{\prime}\right) \mathcal{P}\left(s^{\prime} \mid s, a\right) \\
= & \sum_{a \in \mathcal{A}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right) \sum_{s^{\prime} \in \mathcal{S}} L\left(s^{\prime}\right) \mathcal{P}\left(s^{\prime} \mid s, a\right)+\sum_{a \in \mathcal{A}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right) L(s) \\
= & \sum_{a \in \mathcal{A}_{\pi}^{+}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right)\left[\sum_{s^{\prime} \in \mathcal{S}} L\left(s^{\prime}\right) \mathcal{P}\left(s^{\prime} \mid s, a\right)-L(s)\right]  \tag{4.28}\\
& \quad+\sum_{a \in \mathcal{A}_{\pi}^{-}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right)\left[\sum_{s^{\prime} \in \mathcal{S}} L\left(s^{\prime}\right) \mathcal{P}\left(s^{\prime} \mid s, a\right)-L(s)\right] . \tag{4.29}
\end{align*}
$$

For the term (4.28), note that for each $a$ and $s^{\prime}$ such that $\mathcal{P}\left(s^{\prime} \mid s, a\right)>0$, Condition 2 ensures that

$$
\left|L\left(s^{\prime}\right)-L(s)\right| \leq \nu
$$

Consequently, we have

$$
\begin{aligned}
(4.28) & \leq \sum_{a \in \mathcal{A}_{\pi}^{+}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right)\left[\sum_{s^{\prime} \in \mathcal{S}}(L(s)+\nu) \mathcal{P}\left(s^{\prime} \mid s, a\right)-L(s)\right] \\
& =\sum_{a \in \mathcal{A}_{\pi}^{+}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right) \nu \leq 2 \nu\left\|\pi(s)-\pi^{*}(s)\right\|_{\mathrm{TV}} .
\end{aligned}
$$

Following similar arguments,

$$
(4.29) \leq 2 \nu\left\|\pi(s)-\pi^{*}(s)\right\|_{\mathrm{TV}} .
$$

Combining the above two inequalities, we have

$$
\begin{equation*}
\sum_{a \in \mathcal{A}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right) \sum_{s^{\prime} \in \mathcal{S}} L\left(s^{\prime}\right) \mathcal{P}\left(s^{\prime} \mid s, a\right) \leq 4 \nu\left\|\pi(s)-\pi^{*}(s)\right\|_{\mathrm{TV}} . \tag{4.30}
\end{equation*}
$$

Recall that the total variation distance is bounded by 1 and that the stochastic policy $\pi(s)$ satisfies that with probability at least $1-\delta,\left\|\pi(s)-\pi^{*}(s)\right\|_{\mathrm{TV}} \leq \kappa$. Taking expectation on both sides of (4.30) with respect to the randomness in the stochastic policy $\pi(s)$, we have

$$
\begin{equation*}
\mathbb{E}\left[\sum_{a \in \mathcal{A}}\left(\pi(a \mid s)-\pi^{*}(a \mid s)\right) \sum_{s^{\prime} \in \mathcal{S}} L\left(s^{\prime}\right) \mathcal{P}\left(s^{\prime} \mid s, a\right)\right] \leq 4 \nu((1-\delta) \kappa+\delta) . \tag{4.31}
\end{equation*}
$$

Substituting the upper bound (4.31) into (4.27) yields

$$
\mathbb{E}\left[L\left(s_{t+1}\right)-L\left(s_{t}\right) \mid s_{t}=s\right] \leq 4 \nu((1-\delta) \kappa+\delta)+\mathbb{E}_{\pi^{*}}\left[L\left(s_{t+1}\right)-L\left(s_{t}\right) \mid s_{t}=s b\right]
$$

Note that by Condition 2, for each $s \in \mathcal{S}$ such that $L(s)>B, \mathbb{E}_{\pi^{*}}\left[L\left(s_{t+1}\right)-L\left(s_{t}\right) \mid s_{t}=s\right] \leq$ $-\alpha$. Finally, we conclude that

$$
\mathbb{E}\left[L\left(s_{t+1}\right)-L\left(s_{t}\right) \mid s_{t}=s\right] \leq 4 \nu((1-\delta) \kappa+\delta)-\alpha
$$

thereby completing the proof.

## ■ 4.4.3 Proof of Lemma 16

Throughout the proof, we fix an $\eta \in(0, \min \{1, \alpha /(2 c)\})$ and let $\rho=1-\eta \alpha / 2$. To simplify the notation, we fix the initial state $s_{0}$, and the probabilities and expectations should be
understood as conditioned on $s_{0}=s$ when appropriate. Let $\mathcal{F}_{t}$ denote the smallest $\sigma$-algebra containing all information pertaining to the MDP up to time $t$, i.e., $\left\{s_{t}\right\}_{t \geq 0}$ is adapted to $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$.

We start by establishing (4.23). To do so, we will instead prove the following inequality, from which (4.23) can be readily obtained via Markov's inequality:

$$
\begin{equation*}
\mathbb{E}\left[e^{\eta L\left(s_{t}\right)}\right] \leq \rho^{t} e^{\eta L\left(s_{0}\right)}+\frac{1-\rho^{t}}{1-\rho} e^{\nu+\eta B} \tag{4.32}
\end{equation*}
$$

Note that $\mathbb{E}\left[e^{\eta L\left(s_{t+1)}\right)}\right]=\mathbb{E}\left[\mathbb{E}\left[e^{\eta L\left(s_{t+1}\right)} \mid \mathcal{F}_{t}\right]\right]$. Further,

$$
\begin{equation*}
\mathbb{E}\left[e^{\eta L\left(s_{t+1}\right)} \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[e^{\eta L\left(s_{t+1}\right)} \mathbb{I}\left\{L\left(s_{t}\right) \leq B\right\} \mid \mathcal{F}_{t}\right]+\mathbb{E}\left[e^{\eta L\left(s_{t+1}\right)} \mathbb{I}\left\{L\left(s_{t}\right)>B\right\} \mid \mathcal{F}_{t}\right] \tag{4.33}
\end{equation*}
$$

We now analyze the two terms on the R.H.S. of (4.33) separately. For the first term,

$$
\mathbb{E}\left[e^{\eta L\left(s_{t+1}\right)} \mathbb{I}\left\{L\left(s_{t}\right) \leq B\right\} \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[e^{\eta\left(L\left(s_{t+1}\right)-L\left(s_{t}\right)\right)} e^{\eta L\left(s_{t}\right)} \mathbb{I}\left\{L\left(s_{t}\right) \leq B\right\} \mid \mathcal{F}_{t}\right] \leq e^{\nu+\eta B}
$$

where the last inequality follows from the bounded increment condition and the fact that $\eta<1$. For the second term of (4.33), observe

$$
\begin{aligned}
\mathbb{E}\left[e^{\eta L\left(s_{t+1}\right)} \mathbb{I}\left\{L\left(s_{t}\right)>B\right\} \mid \mathcal{F}_{t}\right] & =\mathbb{E}\left[e^{\eta\left(L\left(s_{t+1}\right)-L\left(s_{t}\right)\right)} e^{\eta L\left(s_{t}\right)} \mathbb{I}\left\{L\left(s_{t}\right)>B\right\} \mid \mathcal{F}_{t}\right] \\
& \leq \mathbb{E}\left[e^{\eta\left(L\left(s_{t+1}\right)-L\left(s_{t}\right)\right) \mathbb{I}\left\{L\left(s_{t}\right)>B\right\}} \mid \mathcal{F}_{t}\right] \cdot e^{\eta L\left(s_{t}\right)}
\end{aligned}
$$

We now show that $\mathbb{E}\left[e^{\eta\left(L\left(s_{t+1}\right)-L\left(s_{t}\right)\right) \mathbb{I}\left\{L\left(s_{t}\right)>B\right\}} \mid \mathcal{F}_{t}\right] \leq \rho$. Since $\left|L\left(s_{t+1}\right)-L\left(s_{t}\right)\right| \leq \nu$ with probability $1, \mathbb{E}\left[e^{\eta\left(L\left(s_{t+1}\right)-L\left(s_{t}\right)\right) \mathbb{I}\left\{L\left(s_{t}\right)>B\right\}} \mid \mathcal{F}_{t}\right]$ has an absolutely convergent series expansion. That is,

$$
\begin{aligned}
\mathbb{E}\left[e^{\eta\left(L\left(s_{t+1}\right)-L\left(s_{t}\right)\right) \mathbb{I}\left\{L\left(s_{t}\right)>B\right\}} \mid \mathcal{F}_{t}\right]= & 1+\eta \mathbb{E}\left[\left(L\left(s_{t+1}\right)-L\left(s_{t}\right)\right) \mathbb{I}\left\{L\left(s_{t}\right)>B\right\} \mid \mathcal{F}_{t}\right] \\
& +\eta^{2} \sum_{k=2}^{\infty} \frac{\eta^{k-2}}{k!} \mathbb{E}\left[\left(\left(L\left(s_{t+1}\right)-L\left(s_{t}\right)\right) \mathbb{I}\left\{L\left(s_{t}\right)>B\right\}\right)^{k} \mid \mathcal{F}_{t}\right] \\
\leq & 1-\eta \alpha+\eta^{2} c
\end{aligned}
$$

where we have used the fact that

$$
\left|\mathbb{E}\left[\left(\left(L\left(s_{t+1}\right)-L\left(s_{t}\right)\right) \mathbb{I}\left\{L\left(s_{t}\right)>B\right\}\right)^{k} \mid \mathcal{F}_{t}\right]\right| \leq \nu^{k}
$$

for all $k \geq 1$, and notation $c=c(\nu)=e^{\nu}-\nu-1$. Note that since $\eta \in(0, \min \{1, \alpha /(2 c)\})$,
we have $1-\eta \alpha+\eta^{2} c \leq 1-\eta \alpha / 2=\rho$. To summarize, we obtain that for (4.33),

$$
\begin{equation*}
\mathbb{E}\left[e^{\eta L\left(s_{t+1}\right)} \mid \mathcal{F}_{t}\right] \leq e^{\nu+\eta B}+\rho e^{\eta L\left(s_{t}\right)} \tag{4.34}
\end{equation*}
$$

By taking expectation on both sides of (4.34), we establish the following recursive equation:

$$
\mathbb{E}\left[e^{\eta L\left(s_{t+1}\right)}\right] \leq e^{\nu+\eta B}+\rho \mathbb{E}\left[e^{\eta L\left(s_{t}\right)}\right] .
$$

Since (4.32) holds trivially for $t=0$, the above recursive equation implies that the desired inequality (4.32) is valid for all $t \geq 0$.

Next, we establish (4.24) of Lemma 16. Fix an $a \geq B$ and define $M(t)=\frac{e^{\eta L\left(s_{t}\right)}}{\rho^{t}}$. Recall that in the above proof, we showed that

$$
\mathbb{E}\left[e^{\eta\left(L\left(s_{t+1}\right)-L\left(s_{t}\right)\right) \mathbb{M}\left\{\left(s_{t}\right)>B\right\}} \mid \mathcal{F}_{t}\right] \leq \rho .
$$

Therefore, $\left\{M\left(\min \left(t, T_{a}\right)\right)\right\}$ is a non-negative supermartingale. This implies that $M(0) \geq$ $\mathbb{E}\left[M\left(\min \left(t, T_{a}\right)\right)\right]$, i.e.,

$$
\begin{aligned}
e^{\eta L\left(s_{0}\right)} & \geq \mathbb{E}\left[e^{\left.\eta L\left(s_{\left.\min \left(t, T_{a}\right)\right)}\right) / \rho^{\min \left(t, T_{a}\right)}\right]}\right. \\
& \geq \mathbb{E}\left[e^{\eta L\left(s_{\min \left(t, T_{a}\right)}\right)} / \rho^{\min \left(t, T_{a}\right)} \mathbb{I}\left\{T_{a}>t\right\}\right] \\
& \geq \frac{e^{\eta a}}{\rho^{t}} \cdot \mathbb{P}\left(T_{a}>t\right),
\end{aligned}
$$

where the last inequality follows from the definition of $T_{a}$. This completes the proof of (4.24) and Lemma 16.

## ■ 4.5 Proof of Theorem 10

The proof of Theorem 10 follows identically as that of Theorem 9 by replacing the performance guarantees of Lemma 12 by that of Lemma 13.

## ■ 4.5.1 Proof of Lemma 13

We establish the statement of Lemma 13 inductively. To begin with, we shall count the total number of samples of the MDP utilized in the algorithm. To that end, note that for the $H$ steps of the procedure starting with root note $s$, any state sampled within $H$ steps from it can not be farther than $H \nu^{\prime}$ in $\|\cdot\|$ distance per Condition 2. By construction, the number of such states contained in $\mathcal{S}_{\varepsilon}$ for a given $s$, is at most $N(H, \varepsilon):=O\left(\left(H \nu^{\prime} / \varepsilon\right)^{d}\right)$. For each of these $N(H, \varepsilon)$ states, for each action $a \in \mathcal{A}$, we need to sample at most $C$ next states. That is, number of samples are at most $C|\mathcal{A}| N(H, \varepsilon)$. Indeed, as part of our procedure, it
is likely that some of these $N(H, \varepsilon)$ states are visited multiple times.
Now, for any $\tilde{s} \in \mathcal{S}_{\varepsilon}$ amongst these $N(H, \varepsilon)$ states and for any $a \in \mathcal{A}$, by definition,

$$
\begin{equation*}
Q^{*}(\tilde{s}, a)=R(\tilde{s}, a)+\gamma \mathbb{E}_{\widehat{s} \sim \mathcal{P}(\cdot \mid \tilde{s}, a)}\left[V^{*}(\widehat{s})\right] . \tag{4.35}
\end{equation*}
$$

Let $\left\{\tilde{s}_{i}\right\}_{i \leq C}$ be $C$ sampled next states per MDP at state $\tilde{s}$ under action $a$. Due to the standard application of Chernoff's bound for bounded valued variables, for any $\lambda>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\frac{1}{C} \sum_{i=1}^{C} V^{*}\left(\tilde{s}_{i}\right)-\mathbb{E}_{\widehat{s} \sim \mathcal{P}(\cdot \mid \tilde{s}, a)}\left[V^{*}(\widehat{s})\right]\right|>\lambda\right) \leq 2 \exp \left(-\frac{\lambda^{2} C}{2 V_{\max }^{2}}\right) . \tag{4.36}
\end{equation*}
$$

Here we have used the fact that $\left\|V^{*}\right\|_{\infty} \leq V_{\max }$. By choosing $\lambda^{2}=\frac{2 V_{\max }^{2}}{C} \log \left(\frac{2|\mathcal{A}| N(H, \varepsilon)}{\delta}\right)$, the event within the left-hand side holds with probability at least $1-\frac{\delta}{|\mathcal{A}| N(H, \varepsilon)}$. Therefore, by union bound, the event of (4.36) holds for all the $N(H, \varepsilon)$ states and all action $a \in \mathcal{A}$ pairs. Henceforth in the remainder of the proof, we shall assume that this event holds.

Now, for the given query state $s \in \mathcal{S}$, it is at the root of the sampling tree to produce estimate of $Q^{*}(s, a)$ for all $a \in \mathcal{A}$. As part of the procedure, we sample $C$ next states for $(s, a)$, which were denoted as $S_{\text {next }}(s, a, C)=\left\{s_{1}, \ldots, s_{C}\right\}$. We map these states to their closest elements in $\mathcal{S}_{\varepsilon}$, denoted as $S_{\varepsilon}\left(s_{1}\right), \ldots, S_{\varepsilon}\left(s_{C}\right)$. Due to Condition 3, we have that

$$
\begin{equation*}
\left\lvert\, \frac{1}{C} \sum_{i=1}^{C}\left(V^{*}\left(s_{i}\right)-V^{*}\left(S_{\varepsilon}\left(s_{i}\right)\right) \mid \leq \zeta \varepsilon \sqrt{d}\right.\right. \tag{4.37}
\end{equation*}
$$

As per the method, we produce estimate

$$
\begin{equation*}
\widehat{Q}^{(0)}(s, a)=R(s, a)+\gamma \frac{1}{C} \sum_{i=1}^{C} \widehat{V}^{(1)}\left(S_{\varepsilon}\left(s_{i}\right)\right) . \tag{4.38}
\end{equation*}
$$

Therefore, we have

$$
\begin{align*}
& \left|\widehat{Q}^{(0)}(s, a)-Q^{*}(s, a)\right| \\
\leq & \gamma\left|\frac{1}{C} \sum_{i=1}^{C} \widehat{V}^{(1)}\left(S_{\varepsilon}\left(s_{i}\right)\right)-\mathbb{E}_{\tilde{s} \sim \mathcal{P}(\cdot \mid s, a)}\left[V^{*}(\tilde{s})\right]\right| \\
\leq & \gamma\left|\frac{1}{C} \sum_{i=1}^{C}\left(\widehat{V}^{(1)}\left(S_{\varepsilon}\left(s_{i}\right)\right)-V^{*}\left(S_{\varepsilon}\left(s_{i}\right)\right)+V^{*}\left(S_{\varepsilon}\left(s_{i}\right)\right)-V^{*}\left(s_{i}\right)+V^{*}\left(s_{i}\right)\right)-\mathbb{E}_{\tilde{s} \sim \mathcal{P}(\cdot \mid s, a)}\left[V^{*}(\tilde{s})\right]\right| \\
\leq & \gamma\left(\operatorname{err}^{(1)}+\zeta \varepsilon \sqrt{d}+\lambda\right) . \tag{4.39}
\end{align*}
$$

Here, $\mathrm{err}^{(1)}$ is the maximum of error in value function estimates for states in level 1 in the
sampling tree, and hence $\left|\widehat{V}^{(1)}\left(S_{\varepsilon}\left(s_{i}\right)\right)-V^{*}\left(S_{\varepsilon}\left(s_{i}\right)\right)\right| \leq \operatorname{err}^{(1)}$ for all $i \leq C$; we have used that event of (4.36) holds and also (4.37). Using this argument recursively and the fact that $\widehat{V}^{(h)}(\tilde{s})=\max _{a \in \mathcal{A}} \widehat{Q}^{(h)}(\tilde{s}, a)$, we have that for all $1 \leq h \leq H$,

$$
\begin{equation*}
\operatorname{err}^{(h-1)} \leq \gamma\left(\operatorname{err}^{(h)}+\zeta \varepsilon \sqrt{d}+\lambda\right) \tag{4.40}
\end{equation*}
$$

And at the leaf nodes, by definition we have that $\operatorname{err}^{(H)} \leq V_{\max }$. Therefore, we conclude that for all $a \in \mathcal{A}$,

$$
\begin{equation*}
\left|\widehat{Q}^{(0)}(s, a)-Q^{*}(s, a)\right| \leq \gamma^{H} V_{\max }+\frac{\gamma(\zeta \varepsilon \sqrt{d}+\lambda)}{1-\gamma} \tag{4.41}
\end{equation*}
$$

We choose $\gamma^{H} \leq \delta$ or $H=\left\lceil\log _{\gamma}(\delta)\right\rceil, \varepsilon=\frac{\delta V_{\max }(1-\gamma)}{2 \zeta \gamma \sqrt{d}}$, and $\lambda \leq \frac{\delta V_{\max }(1-\gamma)}{2 \gamma}$, i.e.

$$
\frac{2 V_{\max }^{2}}{C} \log \left(\frac{2|\mathcal{A}| N(H, \varepsilon)}{\delta}\right) \leq \frac{\delta^{2} V_{\max }^{2}(1-\gamma)^{2}}{4 \gamma^{2}}
$$

or

$$
C=\Omega\left(\frac{\gamma^{2}}{(1-\gamma)^{2} \delta^{2}}\left(\log \frac{2|\mathcal{A}|}{\delta}+d \log H+d \log \frac{1}{\varepsilon}\right)\right)=\Omega\left(\frac{1}{\delta^{2}} \log \frac{1}{\delta}\right)
$$

where $\Omega(\cdot)$ hides constant dependent on $\gamma,|\mathcal{A}|, d, V_{\max }$. Thus, the number of samples utilized is $O\left(C\left(H \nu^{\prime} / \varepsilon\right)^{d}\right)=O\left(\frac{1}{\delta^{2+\alpha}} \log ^{d+1} \frac{1}{\delta}\right)$.

## - 4.6 Proof of Results on Adaptive Methods

We devote this section to the proof of results on the adaptive methods, as stated in Section 4.3.3.

## - 4.6.1 Proof of Theorem 11

Let $G$ be the stopping time defined as $G \triangleq \inf \left\{t \geq 0: \delta_{t} \leq \delta(\alpha)\right\}$. As per the method, we start with $\delta_{0}=1$. If $\delta(\alpha)>1$, then $G=0$. If $\delta(\alpha)<1$, then either $G<\infty$ or $G=\infty$. We consider these two cases separately.

Case 1: $G<\infty$. For each $t \geq G$, we have $\delta_{t} \leq \delta(\alpha)$. In this case, the proof of Theorem 9 suggests that the inequality (4.25) holds; that is, for all $b \geq 0$, and all $t \geq G$,

$$
\mathbb{P}\left(L\left(s_{t}\right) \geq b \mid s_{G}\right) \leq \rho^{t-G} e^{\eta\left(L\left(s_{G}\right)-b\right)}+\frac{1-\rho^{t-G}}{1-\rho} e^{\nu+\eta(B-b)}
$$

where $\eta=\min (1, \alpha / 4 c(\nu))$ with $c(\nu)=e^{\nu}-\nu-1$, and $\rho=1-\eta \alpha / 4 c(\nu)<1$. By Condition 4, $L(s) \geq c_{1}\|s\|+c_{2}$, and hence,

$$
\mathbb{P}\left(L\left(s_{t}\right) \geq b \mid s_{G}\right) \geq \mathbb{P}\left(c_{1}\left\|s_{t}\right\|+c_{2} \geq b \mid s_{G}\right)=\mathbb{P}\left(\left.\left\|s_{t}\right\| \geq \frac{b-c_{2}}{c_{1}} \right\rvert\, s_{G}\right)
$$

Combining the last two displayed equations and taking $b=c_{1} \log ^{2} t+c_{2}$, we obtain that

$$
\begin{aligned}
\mathbb{P}\left(\left\|s_{t}\right\| \geq \log ^{2} t \mid s_{G}\right) & \leq \rho^{t-G} e^{\eta\left(L\left(s_{G}\right)-c_{1} \log ^{2} t-c_{2}\right)}+\frac{1-\rho^{t-G}}{1-\rho} e^{\nu+\eta\left(B-c_{1} \log ^{2} t-c_{2}\right)} \\
& \leq \underbrace{\left[e^{\eta\left(L\left(s_{G}\right)-c_{2}\right)}+\frac{1}{1-\rho} e^{\nu+\eta\left(B-c_{2}\right)}\right]}_{C \equiv C\left(\nu, \alpha, B, L\left(s_{G}\right)\right)} e^{-\eta c_{1} \log ^{2} t}
\end{aligned}
$$

That is, for each $t \geq G$, the likelihood of test failing at time $t$ is $C e^{-\eta c_{1} \log ^{2} t}$. Since $C \sum_{t=G}^{\infty} e^{-\eta c_{1} \log ^{2} t}<\infty$, the Borel-Cantelli lemma ensures that with probability 1 , the test fails for finitely many times. Hence, $\liminf _{t} \delta_{t}>0$ as claimed in (4.12). By definition, when $G<\infty$, the choice of $\delta$ is such that $\delta \leq \delta(\alpha)$. Therefore, by Theorem 9 or 10 , the system is stable.

Case 2: $G=\infty$. In this case, the system never reaches $\delta \leq \delta(\alpha)$ and hence equation (4.12) holds. In this case, we may not be able to guarantee stability; nevertheless, we can ensure near-stability. Now, since we start with $\delta_{0}=1$ and $G=\infty$, we have $\delta(\alpha)<1$. Since $G=\infty$, the test fails no more than $\left\lceil\log _{2} 1 / \delta(\alpha)\right\rceil=O(1)$ times. Therefore, in the limit of $T \rightarrow \infty$, the test does not fail. That is, $\lim \sup _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{\log ^{2} t}=O(1)$ as claimed in (4.11).

## ■ 4.6.2 Proof of Corollary 1

Corollary 1 is an immediate result from the proof of Theorem 11. Using the same notation as in the proof of Theorem 11, we consider two cases:

Case 1: $G<\infty$. In this case, using Borel-Cantelli, we have argued that with probability 1 , the test fails for finitely many times. By contradiction, this means that with probability 1 , $\lim \sup _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{\log ^{2} t}<1$; otherwise, if $\lim \sup _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{\log ^{2} t} \geq 1$, the test must have failed infinitely many times. Therefore,

$$
\begin{equation*}
\lim \sup _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{t} \leq \lim \sup _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{\log ^{2} t} \cdot \lim \sup _{t \rightarrow \infty} \frac{\log ^{2} t}{t}=0 \tag{4.42}
\end{equation*}
$$

Since $\lim \sup _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{t} \geq 0$, (4.42) implies $\lim \sup _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{t}=0$. Moreover, as $\lim \inf _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{t} \geq$ 0 , and $\lim \inf _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{t} \leq \lim \sup _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{t}=0$, we have

$$
\lim _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{t}=0 .
$$

Case 2: $G=\infty$. In this case, we have argued in Theorem 11 that $\lim \sup _{t \rightarrow \infty} \frac{\left\|s_{t}\right\|}{\log ^{2} t}=O(1)$. Apply the same reasoning as in (4.42) and the following argument completes the proof.

## ■ 4.7 Chapter Summary

In this chapter, we expand the scope of our investigation in this thesis from bounded domains to unbounded cases. In particular, we consider reinforcement learning for systems with unbounded state space, as motivated by classical queueing systems. To tackle the challenges due to unboundedness of the state space, we propose a natural notion of stability to quantify the "goodness" of policy: the system dynamics under the policy should retain the state in a finite, bounded set with high probability.

Our main technical endeavor in this chapter consists of a series of improvements in designing online policies that achieve the desired stability property. After presenting a simple stable policy, we devise a sample efficient algorithm that improves upon it by exploiting the Lipschitz structure during Monte Carlo simulations. The resulting Modified Sparse Sampling Monte Carlo oracle demonstrates a much more favorable data complexity (i.e., polynomial in the parameter of interest). Since the improved oracle can be viewed as a kind of data reuse method, this confirms the efficacy of such a practical technique in Monte Carlo simulations as we conjectured in the chapter summary of Chapter 2, where we studied Monte Carlo Tree Search. To complete our investigation, we further enhance our algorithms with a hypothesis testing procedure that automatically adjusts the unknown parameter to the desired range.

We note that in general, stability in problems with unbounded state space is of significant importance in classical queueing and control theory, yet this aspect has received relatively less attention in existing reinforcement learning literature. In this chapter, we demonstrate the merits of studying stability through more general, abstract properties of MDPs: when specialized to the context of queueing networks, our framework indeed implies the desired rate stability studied in the queueing systems literature. As reinforcement learning becomes increasingly popular in various application domains, we believe that modeling and achieving stability is critical. The framework introduced in this chapter provides some first steps towards this direction.

## Chapter 5

## Conclusions and Future Work

In this thesis, we study the data efficiency of reinforcement learning. Our efforts are focused on two directions. First, with recent achievements of applying RL in practice, we are motivated to develop an in-depth understanding on the usage of data for empirically successful algorithms, where theory is currently lacking. Popular MCTS-based algorithm that employs MCTS to generate samples for supervised learning, exemplified by AlphaGo Zero, is an ideal candidate. Chapter 2 hence concentrates on analyzing the data complexity of MCTS. We identify the correct polynomial bonus term in order to utilize the tree structure for estimating the values and characterize the finite-sample guarantees of such a procedure. This subsequently allows us to capture the data complexity of a RL algorithm that combines MCTS with nearest neighbor regression. After developing a better understanding, naturally, the second direction of our effort is centered around designing efficient simulation-based RL algorithms. We begin with problems with bounded domains in Chapter 3 . Through introducing the perspective of low-rank $Q$-function, we demonstrate how such a structure can be naturally exploited with matrix estimation techniques to devise a new data-efficient RL algorithm. The resulting algorithm, which essentially performs sampling and pseudo-exploration via ME, provides an exponential improvement in data complexity. As a byproduct, we also propose a new ME method with $\ell_{\infty}$ recovery guarantee, which might be of independent interest. Having completed our journey with bounded domains, in Chapter 4, we consider RL with unbounded state space. To this end, we first address the unique conceptual challenges imposed by the unboundedness of the state space, via proposing an appropriate notion of stability. In essence, we desire the system operating under a stable policy to stay in a bounded region with high probability. By exploiting the Lipschitz structure of the value function, we design an efficient stable policy whose data complexity scales polynomially in the parameter of interest. By incorporating a statistical test on the magnitude of the state, the algorithm is further improved to automatically discover the right tuning parameter. Overall, with new technical tools and frameworks, this thesis contributes to the advancement of the analysis and design of data-efficient RL algorithms.

## ■ 5.1 Future Work

In the summary of each chapter, we outline several open questions related to the corresponding results. Collectively, at a higher level, this thesis also brings us to a point with a variety of fruitful directions.

Settings Beyond a Generative Model. This thesis assumes the access to a generative model which one can use to freely sample any state-action transition. This has been an important setting in the theoretical reinforcement learning community for developing insights and characterizing data complexities. Yet, having a precise simulator is not always common in practice, except in applications such as video games where we have full information. Therefore, this naturally connects us to the world of model-based RL where learning the transition model is often of interest. From an applied perspective, we observe that once a high-fidelity model is learned, our algorithmic frameworks can then be applied seamlessly. Model-based RL has gained much more attention in the recent years, and advancements in model learning would naturally benefit our methods. In terms of theory, we would be interested in how the error in the learned transition model is translated to our eventual estimation of the RL quantities, i.e., how robust our frameworks are with respect to the model error. Precisely establishing the relationship and capturing the data complexity is of great theoretical value. Further, the discussion above also implies an approach to extend the current results to the offline RL (or batch RL ) setting, by first learning a model with the pre-collected data and then applying our existing frameworks. Finally, one may also be interested in extending part of the results to settings where we cannot freely sample any state-action at will; for example, devising new matrix estimation methods to extend the "low-rank" RL algorithm to the online setup. To summarize, extension beyond the ideal generative world is undoubtedly an important future avenue of research.

Structures Beyond Value Functions. Designing data-efficient RL algorithm is important for the wider application of RL in practice. Throughout this thesis, we primarily focus on structures within the value functions such as being Lipschitz and low-rank. There are certainly similar lower-dimensional (or low-rank) structures within other RL quantities that could lead to efficient learning with limited data. For example, the preliminary work [4] considers model-based offline RL with heterogeneous agents under severe data scarcity, i.e., only a single historical trajectory per agent is observed. It is posited that the transition dynamics across agents possesses a structural form: it can be represented as a latent function of latent factors associated with agents, states, and actions. That is, the transition dynamics can be well-approximated by a "low-rank" decomposition of separable agent, state, and action latent functions. This low-rank representation suggests a simple, regularized neural network architecture that empirically allows efficient model learning with the limited data considered.

In general, identifying proper structures and establishing their provable efficiency have been an active research area in theoretical RL. This thesis makes contributions to this trend with new insights that could be valuable for investigating other RL quantities of interest.

# Supplementary Materials for Chapter 2 

## - A. 1 Proof of Proposition 1

The recent work [143] establishes a lower bound on the sample complexity for reinforcement learning algorithms on MDPs. We follow a similar argument to establish a lower bound on the sample complexity for MDPs with deterministic transitions. We provide the proof for completeness. The key idea is to connect the problem of estimating the value function to the problem of non-parametric regression, and then leveraging known minimax lower bound for the latter. In particular, we show that a class of non-parametric regression problem can be embedded in a MDP with deterministic transitions, so any algorithm for the latter can be used to solve the former. Prior work on non-parametric regression [164, 154] establishes that a certain number of observations is necessary to achieve a given accuracy using any algorithms, hence leading to a corresponding necessary condition for the sample size of estimating the value function in a MDP. We now provide the details.

Step 1. Non-parametric Regression. Consider the following non-parametric regression problem: Let $\mathcal{S}:=[0,1]^{d}$ and assume that we have $T$ data pairs $\left(x_{1}, y_{1}\right), \ldots,\left(x_{T}, y_{T}\right)$ such that conditioned on $x_{1}, \ldots, x_{n}$, the random variables $y_{1}, \ldots, y_{n}$ are independent and satisfy

$$
\begin{equation*}
\mathbb{E}\left[y_{t} \mid x_{t}\right]=f\left(x_{t}\right), \quad x_{t} \in \mathcal{S} \tag{A.1}
\end{equation*}
$$

where $f: \mathcal{S} \rightarrow \mathbb{R}$ is the unknown regression function. Suppose that the conditional distribution of $y_{t}$ given $x_{t}=x$ is a Bernoulli distribution with mean $f(x)$. We also assume that $f$ is 1 -Lipschitz continuous with respect to the Euclidean norm, i.e.,

$$
\left|f(x)-f\left(x_{0}\right)\right| \leq\left\|x-x_{0}\right\|, \quad \forall x, x_{0} \in \mathcal{S} .
$$

Let $\mathcal{F}$ be the collection of all 1-Lipschitz continuous function on $\mathcal{S}$, i.e.,

$$
\mathcal{F}=\{h \mid h \text { is a } 1 \text {-Lipschitz function on } \mathcal{S}\} .
$$

The goal is to estimate $f$ given the observations $\left(x_{1}, y_{1}\right), \ldots,\left(x_{T}, y_{T}\right)$ and the prior knowledge that $f \in \mathcal{F}$.

It is easy to verify that the above problem is a special case of the non-parametric regression problem considered in the work by [154] (in particular, Example 2 therein). Let $\hat{f}_{T}$ denote an arbitrary (measurable) estimator of $f$ based on the training samples $\left(x_{1}, y_{1}\right), \ldots,\left(x_{T}, y_{T}\right)$. By Theorem 1 in [154], we have the following result: there exists a $c>0$ such that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \inf _{\hat{f}_{T}} \sup _{f \in \mathcal{F}} \mathbb{P}\left(\left\|\hat{f}_{T}-f\right\|_{\infty} \geq c\left(\frac{\log T}{T}\right)^{\frac{1}{2+d}}\right)=1 \tag{A.2}
\end{equation*}
$$

where infimum is over all possible estimators $\hat{f}_{T}$. Translating this result to the nonasymptotic regime, we obtain the following theorem.

Theorem 12. Under the above stated assumptions, for any number $\delta \in(0,1)$, there exist $c>0$ and $T_{\delta}$ such that

$$
\inf _{\hat{f}_{T}} \sup _{f \in \mathcal{F}} \mathbb{P}\left(\left\|\hat{f}_{T}-f\right\|_{\infty} \geq c\left(\frac{\log T}{T}\right)^{\frac{1}{2+d}}\right) \geq \delta, \quad \text { for all } T \geq T_{\delta} .
$$

Step 2. MDP with Deterministic Transitions. Consider a class of discrete-time discounted $\operatorname{MDPs}(\mathcal{S}, \mathcal{A}, \mathcal{P}, r, \gamma)$, where

$$
\begin{aligned}
& \mathcal{S}=[0,1]^{d}, \\
& \mathcal{A} \text { is finite, } \\
& \text { for each }(x, a), \text { there ex } \\
& r(x, a)=r(x) \text { for all } a, \\
& \gamma=0 .
\end{aligned}
$$

$$
\text { for each }(x, a) \text {, there exists a unique } x^{\prime} \in \mathcal{S} \text { such that } \mathcal{P}\left(x^{\prime} \mid x, a\right)=1,
$$

In words, the transition is deterministic, the expected reward is independent of the action taken, and only immediate reward matters.

Let $R_{t}$ be the observed reward at step $t$. We assume that given $x_{t}$, the random variable $R_{t}$ is independent of $\left(x_{1}, \ldots, x_{t-1}\right)$, and follows a Bernoulli distribution Bernoulli $\left(r\left(x_{t}\right)\right)$. The expected reward function $r(\cdot)$ is assumed to be 1-Lipschitz and bounded. It is easy to see that for all $x \in \mathcal{S}, a \in \mathcal{A}$,

$$
\begin{equation*}
V^{*}(x)=r(x) \tag{A.3}
\end{equation*}
$$

Step 3. Reduction from Regression to MDP. Given a non-parametric regression
problem as described in Step 1, we may reduce it to the problem of estimating the value function $V^{*}$ of the MDP described in Step 2. To do this, we set

$$
r(x)=f(x), \quad \forall x \in \mathcal{S}
$$

and

$$
R_{t}=y_{t}, \quad t=1,2, \ldots, T
$$

In this case, it follows from equations (A.3) that the value function is given by $V^{*}=f$. Moreover, the expected reward function $r(\cdot)$ is 1-Lipschitz, so the assumptions of the MDP in Step 2 are satisfied. This reduction shows that the MDP problem is at least as hard as the nonparametric regression problem, so a lower bound for the latter is also a lower bound for the former.

Applying Theorem 12 yields the following result: for any number $\delta \in(0,1)$, there exist some numbers $c>0$ and $T_{\delta}>0$, such that

$$
\inf _{\hat{V}_{T} \sup _{V^{*} \in \mathcal{F}} \mathbb{P}\left(\left\|\hat{V}_{T}-V^{*}\right\|_{\infty} \geq c\left(\frac{\log T}{T}\right)^{\frac{1}{2+d}}\right) \geq \delta, \quad \text { for all } T \geq T_{\delta} . . . . ~ . ~}^{\text {. }}
$$

Consequently, for any reinforcement learning algorithm and any sufficiently small $\varepsilon>0$, there exists a MDP problem with deterministic transitions such that in order to achieve

$$
\mathbb{P}\left(\left\|\hat{V}_{T}-V^{*}\right\|_{\infty}<\varepsilon\right) \geq 1-\varepsilon
$$

one must have

$$
T \geq C^{\prime} d\left(\frac{1}{\varepsilon}\right)^{2+d} \log \left(\frac{1}{\varepsilon}\right)
$$

where $C^{\prime}>0$ is a constant.

## - A. 2 Numerical Experiments

While the focus of Chapter 2 is to develop a theoretical understanding of MCTS, we provide simple toy examples as supplements to corroborate our results.

To this end, we design a simple class of deterministic MDPs as follows. For each state $s \in \mathcal{S}$ and each action $a \in \mathcal{A}$, we sample uniformly from $\mathcal{S}$ a state and fix it to be the corresponding next state $s^{\prime}$. The reward $\mathcal{R}(s, a)$ is a uniformly distributed random variable taking values in $\left[0, R_{\max }(s, a)\right]$, where the bound $R_{\max }(s, a)$ is uniformly sampled from the interval $[-3,3]$ beforehand and is then fixed. We let $|\mathcal{S}|=20,|\mathcal{A}|=5$ and $\gamma=0.8$. We then
sample a deterministic MDP from the above class and query a state via the MCTS algorithm with different depth $H$. For selecting an action at each depth, we use the polynomial bonus term (2.4) as emphasized throughout Chapter 2 with $\eta=1 / 2$. That is, we choose the action with the highest upper confidence bound in the form of "mean reward $+C \cdot t_{s}^{1 / 4} / t_{a}^{1 / 2}$ ". Here, $t_{s}$ is the number of times that particular node at depth $h$ has been visited; $t_{a}$ is the number of times the action $a$ is chosen for that node; $C$ is a constant for controlling exploration and exploitation. For simplicity, we choose the same $C$ for each depth as this is common in practice. The value of the leaf nodes is set to 0 . Note that per our theoretical results (Theorem 1 and Section 2.7.5), the output of the MCTS algorithm, in expectation, converges to the value estimate after running $H$ steps of value function iteration starting with $\hat{V} \equiv 0$ for all states. To validate this consistency result, we perform 25 independent queries of MCTS with a selected root state and plot the resulting mean and standard deviation. The value estimate after $H$ steps of value function iteration is used as the "true value" to benchmark the experiments. Figure A. 1 shows the results for two tree depth: $H=7$ (left) and $H=10$ (right). As expected, the output of MCTS converges to the desired true value. The constant $C$ captures the extent of the exploration-exploitation tradeoff. With smaller $C$, the simulation could be under-explored and the error bars are wider due to occasionally inaccurate estimates for some runs. A larger $C$ implies more exploration; consequently it requires more simulation steps to converge. We note that $C=1$ seems to be a good choice in this example.


Figure A.1. Simulation for a deterministic MDP with tree depth $H=7$ on the left and $H=10$ on the right. Each plot is a summary of 25 MCTS experiments showing the mean and standard deviation.

Since our results can be extended to the stochastic environments, we also experiment with stochastic MDPs. The class of stochastic MDPs is constructed in the same manner as before except that for each state $s \in \mathcal{S}$ and each action $a \in \mathcal{A}$ : (1) we sample $L$ states uniformly from $\mathcal{S}$ and fix them to be the potential next states; (2) the transition kernel $\mathcal{P}(\cdot \mid s, a)$ is then sampled from a Dirichlet distribution with $L$ categories. We let $|\mathcal{S}|=100,|\mathcal{A}|=3, L=3$ and $\gamma=0.8$. A stochastic MDP is then sampled from the class
and we again perform 25 independent MCTS queries with different depth $H$. Figure A. 2 summarizes the corresponding results. A large number of simulation steps is used to account for the additional stochasticity from the transition. Again, these experiments corroborate our theoretical findings, with the mean of the outputs converging to the true value.


Figure A.2. Simulation for a stochastic MDP with tree depth $H=5$ on the left and $H=8$ on the right. Each plot is a summary of 25 MCTS experiments showing the mean and standard deviation.

# Supplementary Materials for Chapter 3 

## ■ B. 1 Proof of Theorem 4

The proof of Theorem 4 follows from the classical results in functional analysis. We present it for completeness. Interested reader may find lecture notes [24] and a classical textbook on the topic [43] as excellent references. In this section, we present and prove a more general version of Theorem 4 that is applicable to any compact metric spaces equipped with finite measures.

Let $\mathcal{S}$ and $\mathcal{A}$ be compact metric spaces, equipped with finite measures $\mu, \nu$, respectively. We consider the space of square integrable functions

$$
L^{2}(\mathcal{S}, \mu)=\left\{f: \mathcal{S} \rightarrow \mathbb{R} \text { such that }\|f\|_{L^{2}(\mathcal{S}, \mu)} \equiv\left(\int_{\mathcal{S}}|f(s)|^{2} d \mu(s)\right)^{\frac{1}{2}}<\infty\right\}
$$

and $L^{2}(\mathcal{A}, \nu)$ defined similarly. $L^{2}(\mathcal{S}, \mu)$ and $L^{2}(\mathcal{A}, \nu)$ are known to be Hilbert spaces and in particular, they are separable because $\mathcal{S}$ and $\mathcal{A}$ are compact metric spaces. Therefore, they have countable bases.

Recall that given any vector space $V$ over $\mathbb{R}$, its dual space $V^{*}$ is defined as the set of all linear maps $\phi: V \rightarrow \mathbb{R}$. It is known that the dual of $L^{2}(\mathcal{S}, \mu)$ is isometrically isomorphic to $L^{2}(\mathcal{S}, \mu)$, e.g., by the isomorphism $f \mapsto f^{*}$ where $f^{*}\left(f^{\prime}\right)=\left\langle f^{\prime}, f\right\rangle=\int_{\mathcal{S}} f(s) f^{\prime}(s) d \mu(s)$ (Appendix B, [43]).

Given two Hilbert spaces, $\mathcal{H}_{1}, \mathcal{H}_{2}$, we let $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ denote the tensor product of the two Hilbert spaces. The inner product in $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ is defined on the basis elements so that $\left\langle\phi_{1} \otimes \phi_{2}, \psi_{1} \otimes \psi_{2}\right\rangle_{\mathcal{H}_{1} \otimes \mathcal{H}_{2}}=\left\langle\phi_{1}, \psi_{1}\right\rangle_{\mathcal{H}_{1}}\left\langle\phi_{2}, \psi_{2}\right\rangle_{\mathcal{H}_{2}}$ for all $\phi_{1}, \psi_{1} \in \mathcal{H}_{1}$ and $\phi_{2}, \psi_{2} \in \mathcal{H}_{2}$. Also, for every element $\phi_{1} \otimes \phi_{2} \in \mathcal{H}_{1} \otimes \mathcal{H}_{2}$, one can associate the rank-1 operator from $\mathcal{H}_{1}^{*} \rightarrow \mathcal{H}_{2}$ that maps a given $x^{*} \in \mathcal{H}_{1}^{*}$ to $x^{*}\left(\phi_{1}\right) \phi_{2}$.

Our main theorem in this section is the following spectral theorem (singular value theorem) for $Q^{*}$. It is indeed a classical result from operator theory on Hilbert spaces. However, most results in existing literature cover the theory for self-adjoint operators and symmetric kernels. Although it is already implied by the classical results in a similar manner as eigen-
value decomposition extends to singular value decomposition, here we state our theorem and its proof for readers' convenience and future references.

Theorem 13. Let $\left(\mathcal{S}, d_{\mathcal{S}}, \mu\right)$ and $\left(\mathcal{A}, d_{\mathcal{A}}, \nu\right)$ be compact metric spaces equipped with finite measures. Let $Q^{*} \in L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)$. If $Q^{*}$ is $\zeta$-Lipschitz with respect to the product metric, then there exist a nonincreasing sequence $\left(\sigma_{i} \geq \mathbb{R}_{+}: i \in \mathbb{N}\right)$ with $\sum_{i=1}^{\infty} \sigma_{i}^{2}<\infty$ and orthonormal bases $\left\{f_{i} \in L^{2}(\mathcal{S}, \mu): i \in \mathbb{N}\right\}$ and $\left\{g_{i} \in L^{2}(\mathcal{A}, \nu): i \in \mathbb{N}\right\}$ such that

$$
\begin{equation*}
Q^{*}=\sum_{i=1}^{\infty} \sigma_{i} f_{i} \otimes g_{i} \tag{B.1}
\end{equation*}
$$

Subsequently, for any $\delta>0$, there exists $r^{*}(\delta) \in \mathbb{N}$ such that $\left\|\sum_{i=1}^{r} \sigma_{i} f_{i} \otimes g_{i}-Q^{*}\right\|_{L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)}^{2} \leq$ $\delta$ ) for all $r \geq r^{*}(\delta)$.

Note that we obtain the equality (B.1) in the $L^{2}$ sense. However, since $Q^{*}$ is assumed Lipschitz continuous on a compact domain, this actually gives us a pointwise equality, i.e., $Q^{*}(s, a)=\sum_{i=1}^{\infty} \sigma_{i} f_{i}(s) g_{i}(a)$ for all $(s, a) \in \mathcal{S} \times \mathcal{A}$.

Proof. We define an integral kernel operator $K=K_{Q^{*}}: L^{2}(\mathcal{S}, \mu) \rightarrow L^{2}(\mathcal{A}, \nu)$ induced by the kernel $Q^{*} \in L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)$ so that

$$
K f(\cdot)=\int_{\mathcal{S}} Q^{*}(s, \cdot) f(s) d \mu(s)
$$

Observe that $Q^{*}$ is a continuous function defined on a compact domain and hence bounded, viz., there exists $V_{\max }<\infty$ such that $\left|Q^{*}(s, a)\right| \leq V_{\max }$ for all $(s, a) \in \mathcal{S} \times \mathcal{A}$.

We present our proof in four parts. First, we verify that $K$ is a compact operator from $L^{2}(\mathcal{S}, \mu)$ to $L^{2}(\mathcal{A}, \nu)$. Next, we argue $K$ admits a generalized singular value decomposition with square summable singular values, based on the spectral theory of compact operators. Then we transfer the results for $K \in L^{2}(\mathcal{S}, \mu)^{*} \otimes L^{2}(\mathcal{A}, \nu)$ to argue the spectral decomposition of $Q^{*} \in L^{2}(\mathcal{S}, \mu) \otimes L^{2}(\mathcal{A}, \nu)$. Lastly, we conclude the proof by discussing rank-r approximation of $Q^{*}$.

1. $K$ is a compact operator from $L^{2}(\mathcal{S}, \mu)$ to $L^{2}(\mathcal{A}, \nu)$.

First, we argue that $K$ is a bounded linear operator with $\|K\| \leq V_{\max }^{2} \mu(\mathcal{S}) \nu(\mathcal{A})$. Recall that $Q^{*}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ is Lipschitz continuous on a compact domain, hence, bounded, i.e., there exists $V_{\max }<\infty$ such that $\left|Q^{*}(s, a)\right| \leq V_{\max }$ for all $(s, a) \in \mathcal{S} \times \mathcal{A}$. For any $f \in L^{2}(\mathcal{S}, \mu)$,

$$
\|K f\|_{L^{2}(\mathcal{A}, \nu)}^{2}=\int_{\mathcal{A}} K f(a)^{2} d \nu(a)
$$

$$
\begin{array}{ll}
=\int_{\mathcal{A}}\left(\int_{\mathcal{S}} Q^{*}(s, a) f(s) d \mu(s)\right)^{2} d \nu(a) & \\
\leq \int_{\mathcal{A}}\left\|Q^{*}(\cdot, a)\right\|_{L^{2}(\mathcal{S}, \mu)}^{2}\|f\|_{L^{2}(\mathcal{S}, \mu)}^{2} d \nu(a) & \because \text { Cauchy-Schwarz } \\
\leq V_{\max }^{2} \mu(\mathcal{S}) \nu(\mathcal{A})\|f\|_{L^{2}(\mathcal{S}, \mu)}^{2} . & \because\left\|Q^{*}(\cdot, a)\right\|_{L^{2}(\mathcal{S})}^{2} \leq V_{\max }^{2} \mu(\mathcal{S})
\end{array}
$$

Next, we show that $K: L^{2}(\mathcal{S}, \mu) \rightarrow L^{2}(\mathcal{A}, \nu)$ is indeed a compact operator. It suffices to show that for any bounded sequence $\left(f_{n}\right)_{n \geq 1}$ in $L^{2}(\mathcal{S}, \mu)$, the sequence $\left(K f_{n}\right)_{n \geq 1}$ contains a convergent subsequence. For this, we use (generalized) Arzelà-Ascoli theorem, which states that if $\left(K f_{n}\right)_{n \geq 1}$ is uniformly bounded and uniformly equicontinuous, then it contains a convergent subsequence. To that end, first note that $\left\|K f_{n}\right\| \leq\|K\|\left\|f_{n}\right\|$ and therefore, if $\left\|f_{n}\right\| \leq B$ for all $n \geq 1$, then $\left\|K f_{n}\right\| \leq\|K\| B$ for all $n \geq 1$. That is, the sequence $\left(K f_{n}\right)_{n \geq 1}$ is uniformly bounded. Next, we can also verify that $\left(K f_{n}\right)_{n \geq 1}$ is equicontinuous because for all $n \geq 1$,

$$
\begin{aligned}
\left|K f_{n}\left(a_{1}\right)-K f_{n}\left(a_{2}\right)\right| & \leq\left|\int_{\mathcal{S}}\left\{Q^{*}\left(s, a_{1}\right)-Q^{*}\left(s, a_{2}\right)\right\} f_{n}(s) d \mu(s)\right| \\
& \leq\left\|Q^{*}\left(s, a_{1}\right)-Q^{*}\left(s, a_{2}\right)\right\|_{L^{2}(\mathcal{S})}\left\|f_{n}\right\|_{L^{2}(\mathcal{S}, \mu)} \\
& \leq \zeta \mu(\mathcal{S})^{\frac{1}{2}} d_{\mathcal{A}}\left(a_{1}, a_{2}\right)\left\|f_{n}\right\|_{L^{2}(\mathcal{S}, \mu)} \\
& \leq B \zeta \mu(\mathcal{S})^{\frac{1}{2}} d_{\mathcal{A}}\left(a_{1}, a_{2}\right) .
\end{aligned}
$$

In the second to last inequality, we used the fact that $Q^{*}$ is $\zeta$-Lipschitz to show

$$
\begin{aligned}
\left\|Q^{*}\left(s, a_{1}\right)-Q^{*}\left(s, a_{2}\right)\right\|_{L^{2}(\mathcal{S}, \mu)}\left\|f_{n}\right\|_{L^{2}(\mathcal{S}, \mu)} & =\left(\int_{\mathcal{S}}\left(Q^{*}\left(s, a_{1}\right)-Q^{*}\left(s, a_{2}\right)\right)^{2} d \mu(S)\right)^{\frac{1}{2}} \\
& \leq\left(\int_{\mathcal{S}} \zeta^{2} d_{\mathcal{A}}\left(a_{1}, a_{2}\right)^{2} d \mu(S)\right)^{\frac{1}{2}} \\
& =\zeta \mu(\mathcal{S})^{\frac{1}{2}} d_{\mathcal{A}}\left(a_{1}, a_{2}\right) .
\end{aligned}
$$

2. Spectral decomposition of $K$.

- First of all, we show that there exist orthonormal bases $\left\{f_{i} \in L^{2}(\mathcal{S}, \mu): i \in \mathbb{N}\right\}$, $\left\{g_{i} \in L^{2}(\mathcal{A}, \nu): i \in \mathbb{N}\right\}$ and singular values $\left\{\sigma_{i} \geq 0: i \in \mathbb{N}\right\}$ such that

$$
\begin{equation*}
K=\sum_{i=1}^{\infty} \sigma_{i} f_{i}^{*} \otimes g_{i} . \tag{B.2}
\end{equation*}
$$

To see this, we consider the adjoint operator of $K$, namely, $K^{*}: L^{2}(\mathcal{A}, \nu) \rightarrow$ $L^{2}(\mathcal{S}, \mu)$. Since $K: L^{2}(\mathcal{S}, \mu) \rightarrow L^{2}(\mathcal{A}, \nu)$ is compact, $K^{*}$ is also compact. Note
that $K^{*} K$ is compact and self-adjoint. By the spectral theorem for compact selfadjoint operators, there exist $\left\{\tau_{i} \in \mathbb{R}: i \in \mathbb{N}\right\}$ and an orthonormal basis $\left\{f_{i} \in\right.$ $\left.L^{2}(\mathcal{S}, \mu): i \in \mathbb{N}\right\}$ such that $K^{*} K f_{i}=\tau_{i} f_{i}$ for all $i \in \mathbb{N}$. We can observe that $\tau_{i} \geq 0$ for all $i$ because $\tau_{i}=\tau_{i}\left\langle f_{i}, f_{i}\right\rangle=\left\langle K^{*} K f_{i}, f_{i}\right\rangle=\left\|K f_{i}\right\|_{L^{2}(\mathcal{S}, \mu)}^{2} \geq 0$. We let $I:=\left\{i \in \mathbb{N}: \tau_{i}>0\right\}$.
Next, we observe that $\operatorname{ker}\left(K^{*} K\right)=\operatorname{ker}(K)$. Showing $\operatorname{ker}\left(K^{*} K\right) \supseteq \operatorname{ker}(K)$ is trivial.
To show the other direction, let's suppose that $f \in \operatorname{ker}\left(K^{*} K\right)$. Then $\|K f\|_{L^{2}(\mathcal{A}, \nu)}^{2}=$ $\langle K f, K f\rangle=,\left\langle K^{*} K f, f\right\rangle=0$, which requires $K f=0$ and thus $f \in \operatorname{ker}(K)$.
For $i \in I$, we let $g_{i}=\frac{1}{\sqrt{\tau_{i}}} K f_{i}$. Then $\left\langle g_{i}, g_{j}\right\rangle=\frac{1}{\sqrt{\tau_{i} \tau_{j}}}\left\langle K f_{i}, K f_{j}\right\rangle=\frac{1}{\sqrt{\tau_{i} \tau_{j}}}\left\langle K^{*} K f_{i}, f_{j}\right\rangle=$ $\delta_{i j}$, and hence, $\left\{g_{i}: i \in I\right\}$ consists of orthonormal vectors. We can augment $\left\{g_{i}: i \in I\right\}$ by adding appropriate vectors to make $\left\{g_{i}: i \in \mathbb{N}\right\}$ an orthonormal basis of $L^{2}(\mathcal{A}, \nu)$.
Every vector $\phi \in L^{2}(\mathcal{S}, \mu)$ can be expanded as $\phi=\sum_{i=1}^{\infty}\left\langle\phi, f_{i}\right\rangle f_{i}$. Then we see that $K \phi=\sum_{i=1}^{\infty}\left\langle\phi, f_{i}\right\rangle K f_{i}=\sum_{i=1}^{\infty} \sqrt{\tau_{i}}\left\langle\phi, f_{i}\right\rangle g_{i}$. By letting $\sigma_{i}=\sqrt{\tau_{i}}$, we obtain (B.2).

- In addition, we show that $\sum_{i=1}^{\infty} \sigma_{i}^{2}=\left\|Q^{*}\right\|_{L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)}^{2}<\infty$. The Hilbert-Schmidt norm of operator $K$ is defined as $\|K\|_{H S}=\operatorname{Tr}\left(K^{*} K\right)=\sum_{i=1}^{\infty}\left\|K f_{i}\right\|_{L^{2}(\mathcal{A}, \nu)}^{2}<\infty$. Note that $\|K\|_{H S}=\sum_{i=1}^{\infty} \sigma_{i}^{2}$.
First, we observe that for each $i \in \mathbb{N}$,

$$
\begin{aligned}
\left\langle K f_{i}, K f_{i}\right\rangle_{L^{2}(\mathcal{A}, \nu)} & =\int_{\mathcal{A}}\left(\int_{\mathcal{S}} Q^{*}(s, a) f_{i}(s) d \mu(s)\right)^{2} d \nu(a) \\
& =\int_{\mathcal{A}}\left\langle Q^{*}(\cdot, a), f_{i}\right\rangle_{L^{2}(\mathcal{S}, \mu)}^{2} d \nu(a) .
\end{aligned}
$$

We define a function $G(a):=\left\langle Q^{*}(\cdot, a), f_{i}\right\rangle_{L^{2}(\mathcal{S}, \mu)}^{2}$. Recall that $Q^{*} \in L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)$ and observe that $G$ is a nonnegative measurable function. Then we can use Tonelli's theorem to see that

$$
\begin{array}{rlrl}
\operatorname{Tr}\left(K^{*} K\right) & =\sum_{i=1}^{\infty}\left\langle K f_{i}, K f_{i}\right\rangle_{L^{2}(\mathcal{A}, \nu)}=\sum_{i=1}^{\infty} \int_{\mathcal{A}}\left\langle Q^{*}(\cdot, a), f_{i}\right\rangle_{L^{2}(\mathcal{S}, \mu)}^{2} d \nu(a) \\
& =\int_{\mathcal{A}} \sum_{i=1}^{\infty}\left\langle Q^{*}(\cdot, a), f_{i}\right\rangle_{L^{2}(\mathcal{S}, \mu)}^{2} d \nu(a) & \because \text { Tonelli's theorem } \\
& =\int_{\mathcal{A}}\left\|Q^{*}(\cdot, a)\right\|_{L^{2}(\mathcal{S}, \mu)}^{2} d \nu(a) . & & \because \text { the orthonormality of }\left\{f_{i}\right\}
\end{array}
$$

We have $\int_{\mathcal{A}}\left\|Q^{*}(\cdot, a)\right\|_{L^{2}(\mathcal{S}, \mu)}^{2} d \nu(a)=\int_{\mathcal{A}}\left(\int_{\mathcal{S}}\left|Q^{*}(s, a)\right|^{2} d \mu(s)\right) d \nu(a)=\left\|Q^{*}\right\|_{L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)}^{2}$ by Fubini's theorem and therefore, $\sum_{i=1}^{\infty} \sigma_{i}^{2}=\left\|Q^{*}\right\|_{L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)}^{2}$.
3. Spectral decomposition of $Q^{*}$.

Now we show that $Q^{*}=\sum_{i=1}^{\infty} \sigma_{i} f_{i} \otimes g_{i}$ for the same singular values $\left\{\sigma_{i} \geq 0: i \in \mathbb{N}\right\}$ and orthonormal bases $\left\{f_{i} \in L^{2}(\mathcal{S}, \mu): i \in \mathbb{N}\right\},\left\{g_{i} \in L^{2}(\mathcal{A}, \nu): i \in \mathbb{N}\right\}$ as in (B.2).

For that purpose, we assume that

$$
\begin{equation*}
Q^{*}=\sum_{i=1}^{\infty} \sigma_{i} f_{i} \otimes g_{i}+\varepsilon \tag{B.3}
\end{equation*}
$$

for some $\varepsilon \in L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)$. For all $\phi \in L^{2}(\mathcal{S}, \mu)$ and $\psi \in L^{2}(\mathcal{A}, \nu)$, we have

$$
\begin{aligned}
\langle\psi, K \phi\rangle_{L^{2}(\mathcal{A}, \nu)} & =\int_{\mathcal{A}} \psi(a)\left(\int_{\mathcal{S}} Q^{*}(s, a) \phi(s) d \mu(s)\right) d \nu(a) \\
& =\int_{\mathcal{A}} \psi(a)\left(\int_{\mathcal{S}}\left(\sum_{i=1}^{\infty} \sigma_{i} f_{i}(s) g_{i}(a)+\varepsilon(s, a)\right) \phi(s) d \mu(s)\right) d \nu(a) \\
& =\int_{\mathcal{A}} \psi(a)\left\langle\sum_{i=1}^{\infty} \sigma_{i} f_{i}, \phi\right\rangle_{L^{2}(\mathcal{S}, \mu)} g_{i}(a) d \nu(a)+\int_{\mathcal{A}} \psi(a)\left(\int_{\mathcal{S}} \varepsilon(s, a) \phi(s) d \mu(s)\right) d \nu(a)
\end{aligned}
$$

When $\phi=f_{i}$ and $\psi=g_{j}$, we have $\left\langle g_{j}, K f_{i}\right\rangle_{L^{2}(\mathcal{A}, \nu)}=\sigma_{i} \delta_{i j}$. By Fubini's theorem,

$$
\begin{align*}
\sigma_{i} \delta_{i j} & =\sigma_{i}\left\langle g_{j}, g_{i}\right\rangle+\int_{\mathcal{S} \times \mathcal{A}} \varepsilon(s, a) f_{i}(s) g_{j}(a) d(\mu \times \nu)(s \times a) \\
& =\sigma_{i} \delta_{i j}+\left\langle\varepsilon, f_{i} \otimes g_{j}\right\rangle_{L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)} \tag{B.4}
\end{align*}
$$

In order to satisfy (B.4), we must have $\left\langle\varepsilon, f_{i} \otimes g_{j}\right\rangle_{L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)}=0$ for all $(i, j) \in \mathbb{N}^{2}$.
It is known that $L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)$ is isomorphic to $L^{2}(\mathcal{S}, \mu) \otimes L^{2}(\mathcal{A}, \nu)$ and $\left\{f_{i} \otimes g_{j}\right.$ : $\left.(i, j) \in \mathbb{N}^{2}\right\}$ constitutes an orthonormal basis of $L^{2}(\mathcal{S}, \mu) \otimes L^{2}(\mathcal{A}, \nu)$. Therefore, $\varepsilon=0$ and $Q^{*}=\sum_{i=1}^{\infty} \sigma_{i} f_{i} \otimes g_{i}$.
4. Best rank- $r$ approximation of $Q^{*}$.

Without loss of generality, we may assume $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq 0$, i.e., the singular values are sorted in descending order. For any finite $r \in \mathbb{N}$, let $Q_{r}^{*}=\sum_{i=1}^{r} \sigma_{i} f_{i} \otimes g_{i}$.

Then,

$$
\begin{aligned}
\left\|Q^{*}-Q_{r}^{*}\right\|_{L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)}^{2} & =\left\|\sum_{i=r+1}^{\infty} \sigma_{i} f_{i} \otimes g_{i}\right\|_{L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)}^{2} \\
& =\sum_{i, j=r+1}^{\infty} \sigma_{i} \sigma_{j}\left\langle f_{i} \otimes g_{i}, f_{j} \otimes g_{j}\right\rangle_{L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)} \\
& =\sum_{i=r+1}^{\infty} \sigma_{i}^{2}
\end{aligned}
$$

where we have used the orthonormality of $\left\{f_{i}\right\}$ and $\left\{g_{i}\right\}$.
We conclude the proof with two final remarks:

- Among all rank-r functions of the form $\sum_{i=1}^{r} \lambda_{i} \phi_{i} \otimes \psi_{i}$ for some $\phi_{i} \in L^{2}(\mathcal{S}, \mu)$, $\psi_{i} \in L^{2}(\mathcal{A}, \nu), Q_{r}^{*}$ is the "best" rank- $r$ approximation of $Q^{*}$ in the $L^{2}(\mathcal{S} \times \mathcal{A}, \mu \times \nu)$ sense.
- Since $\sum_{i=1}^{\infty} \sigma_{i}^{2}<\infty$, for any $\delta>0$, there exists $r=r(\delta)$ so that $\sum_{i=r+1}^{\infty} \sigma_{i}^{2}<\delta$. That is, we can approximate $Q_{r}^{*}$ arbitrarily well with a sufficiently large, yet still finite, rank $r$.

This completes the proof of Theorem 13.

## ■ B. 2 Corollaries of Theorem 7

Recall that our algorithm do not demand any special properties of $\mathcal{S}, \mathcal{A}$ except the existence of $\beta^{(t)}$-net, which is the case whenever $\mathcal{S}, \mathcal{A}$ are compact. Also, our analysis is general in the sense that it only requires $\mathcal{S}, \mathcal{A}$ to be compact with finite measures, and $Q^{*}$ to be $\zeta$-Lipschitz. Therefore, it is not hard to see that our algorithm and analysis are applicable to the case where state or action space is finite, or both. We summarize results below as corollaries of Theorem 7 without proofs.

Before presenting the results, we recall the following quantity defined in Proposition 3:

$$
c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)=\left(6 \sqrt{2}\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)+2(1+\sqrt{5})\left(\frac{\sqrt{\left|\mathcal{S}^{\sharp}\right|\left|\mathcal{A}^{\sharp}\right|}}{\sigma_{r}\left(Q^{*}\left(\mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)\right)}\right)^{2}\right) V_{\max },
$$

that appears in Proposition 3 as the multiplier on the right-hand side of the inequality. This quantity determines the range of $\gamma$ and the convergence rate.
Continuous $\mathcal{S} \subset \mathbb{R}^{d}$ and Finite $\mathcal{A}$. In this case, the algorithm only needs to discretize the state space at each iteration. In other words, $\mathcal{A}^{(t)}=\mathcal{A}$, for all $t=1, \ldots, T$ and $\Omega^{(t)}=\left\{(s, a) \in \overline{\mathcal{S}}^{(t)} \times \mathcal{A}: s \in \mathcal{S}^{\sharp}\right.$ or $\left.a \in \mathcal{A}^{\sharp}\right\}$. Finally, the generalization step only needs to interpolate over the state space $\mathcal{S}$. We have the following guarantees as an immediate corollary of Theorem 7:

Corollary 2. Consider the rank-r setting with continuous $\mathcal{S}$ and finite $\mathcal{A}$. Suppose that we run the RL algorithm (cf. Section 3.3) with the Matrix Estimation method described in Section 3.5.2. If $\gamma \leq \frac{1}{2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)}$, then the following statements hold.

1. For any $\delta>0$, we have

$$
\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq\left(2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right)^{t} V_{\max }, \quad \text { for all } t=1, \ldots, T
$$

with probability at least $1-\delta$ by choosing algorithmic parameters $\beta^{(t)}, N^{(t)}$ appropriately.
2. Further, given $\varepsilon>0$, it suffices to set $T=\Theta\left(\log \frac{1}{\varepsilon}\right)$ and use $\tilde{O}\left(\frac{1}{\varepsilon^{d+2}} \cdot \log \frac{1}{\delta}\right)$ number of samples to achieve

$$
\mathbb{P}\left(\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(T)}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon\right) \geq 1-\delta .
$$

Finite $\mathcal{S}$ and Finite $\mathcal{A}$. Since the spaces are discrete, we have an optimal $Q^{*}$ being a $|\mathcal{S}| \times|\mathcal{A}|$ matrix. For this special case, the algorithm simply skips the discretization (i.e., $\beta^{(t)}=0$ ) and generalization steps at each iteration. In other words, $\mathcal{S}^{(t)}=\mathcal{S}$ and $\mathcal{A}^{(t)}=\mathcal{A}$, for all $t=1, \ldots, T$, and $\Omega^{(t)}=\left\{(s, a) \in \mathcal{S} \times \mathcal{A}: s \in \mathcal{S}^{\sharp}\right.$ or $\left.a \in \mathcal{A}^{\sharp}\right\}$. Suppose that the optimal matrix $Q^{*}(\mathcal{S}, \mathcal{A})$ is rank-r. We then have the following guarantees:

Corollary 3. Consider the rank-r setting with finite $\mathcal{S}$ and finite $\mathcal{A}$. Suppose that we run the RL algorithm (cf. Section 3.3) with the Matrix Estimation method described in Section 3.5.2. If $\gamma \leq \frac{1}{2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right)}$, then the following statements hold.

1. For any $\delta>0$, we have

$$
\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(t)}(s, a)-Q^{*}(s, a)\right| \leq\left(2 c\left(r ; \mathcal{S}^{\sharp}, \mathcal{A}^{\sharp}\right) \gamma\right)^{t} V_{\max }, \quad \text { for all } t=1, \ldots, T
$$

with probability at least $1-\delta$ by choosing algorithmic parameters $\beta^{(t)}, N^{(t)}$ appropriately.
2. Further, given $\varepsilon>0$, it suffices to set $T=\Theta\left(\log \frac{1}{\varepsilon}\right)$ and use $\tilde{O}\left(\frac{\max (|\mathcal{S}|,|\mathcal{A}|)}{\varepsilon^{2}} \cdot \log \frac{1}{\delta}\right)$ number of samples to achieve

$$
\mathbb{P}\left(\sup _{(s, a) \in \mathcal{S} \times \mathcal{A}}\left|Q^{(T)}(s, a)-Q^{*}(s, a)\right| \leq \varepsilon\right) \geq 1-\delta .
$$

## ■ B. 3 Experimental Setup for Stochastic Control Tasks

In this section, we formalize the detailed settings for the stochastic control tasks we experiment. Following previous work [161, 180], we briefly introduce the background for each task, and then present the system dynamics as well as our simulation setting. For consistency, we follow the dynamics setup in [161, 180], while adding additionally a noise term $\mathcal{N}$ to one dimension of the state dynamics.

General Setup. For each task, we first discretize the state space and the the action space into a fine grid and run standard value iteration to obtain a proxy of $Q^{*}$. Subsequently, when measuring the $\ell_{\infty}$ error, we take the $\max$ (absolute) difference between our estimate
$Q^{(t)}$ and the proxy of $Q^{*}$ over this fine grid. For the mean error, we use the average of the (absolute) difference over this grid. For anchor states and actions, we simply select $r$ states and $r$ actions that are well separated in their respective space. To do so, we divide the space uniformly into $r$ parts and then select a state/action from each part randomly. We use $r=10$ in all experiments. In terms of the comparison with different Matrix Estimation methods, we note that as mentioned, the sampling procedure is different: traditional methods often work by independently sampling each entry with some fixed probability $p$, while our method explores a few entire rows and columns. We hence control all the ME methods to have the same number of observations (i.e., same size of the exploration set $\Omega^{(t)}$ as ours) at each iteration, but switch to independent sampling for the traditional methods.

Inverted Pendulum. In this control task, we aim to balance an inverted pendulum on the equilibrium position, i.e., the upright position [161]. The angle and the angular speed tuple, $(\theta, \dot{\theta})$, describes the system dynamics, which is formulated as follows [158]:

$$
\begin{aligned}
& \theta:=\theta+\dot{\theta} \tau \\
& \dot{\theta}:=\dot{\theta}+(\sin \theta-\dot{\theta}+u) \tau+\mathcal{N}\left(\mu, \sigma^{2}\right)
\end{aligned}
$$

where $\tau$ is the time interval between decisions, $u$ denotes the input torque on the pendulum, and $\mathcal{N}$ refers to the noise term we add with mean $\mu$ and variance $\sigma^{2}$. We formulate the reward function to stabilize the pendulum on an upright pendulum as follows:

$$
r(\theta, u)=-0.1 u^{2}+\exp (\cos \theta-1) .
$$

In the simulation, we limit the input torque to $[-1,1]$ and set $\tau=0.3, \mu=0$, and $\sigma=0.1$. We discretize each dimension of the state space into 50 values and action space into 1000 values, which form a discretized matrix of the optimal $Q$-value with dimension $2500 \times 1000$.

Mountain Car. The Mountain Car problem aims to drive an under-powered car up to a hill [158]. We use the position and the velocity of the car, $(x, \dot{x})$, to describe the physical dynamics of the system. Denote by $\mathcal{N}$ the noise term added and $u$ the acceleration input on the car, we can express the system dynamics as

$$
\begin{aligned}
& x:=x+\dot{x}+\mathcal{N}\left(\mu, \sigma^{2}\right), \\
& \dot{x}:=\dot{x}-0.0025 \cos (3 x)+0.001 u .
\end{aligned}
$$

We define a reward function that encourages the car to drive up to the top of the hill at
$x_{0}=0.5:$

$$
r(x)= \begin{cases}10, & x \geq x_{0} \\ -1, & \text { else }\end{cases}
$$

We follow the standard setting [180] to limit the input to $u \in[-1,1]$. We choose $\mu=0$ and $\sigma=1 e^{-3}$. Similarly, the whole state space is discretized into 2500 values and the action space is discretized into 1000 values, which translate to a $2500 \times 1000$ discretized matrix of the optimal $Q$-value.

Double Integrator. We consider the Double Integrator system [133], where a unit mass brick moves along the $x$-axis on a frictionless surface. The brick is controlled with a horizontal input force $u$, which aims to regulate the brick to $\boldsymbol{x}=[0,0]^{T}[161]$. Similarly, we use the position and the velocity $(x, \dot{x})$ of the brick to describe the physical dynamics:

$$
\begin{aligned}
& x:=x+\dot{x} \tau+\mathcal{N}\left(\mu, \sigma^{2}\right), \\
& \dot{x}:=\dot{x}+u \tau
\end{aligned}
$$

where $\mathcal{N}$ is the noise term added. Following [161], we define the reward function using the quadratic cost formulation:

$$
r(x, \dot{x})=-\frac{1}{2}\left(x^{2}+\dot{x}^{2}\right)
$$

The input torque is limited to $u \in[-1,1]$. We again set $\tau=0.1, \mu=0$, and $\sigma=0.1$. Similar to the previous tasks, we obtain a discretization of size $2500 \times 1000$ for the optimal $Q$-value, with state space discretized into 2500 values and action space discretized into 1000 values.

Cart-Pole. Besides simple tasks with small state dimensions, we consider the harder CartPole problem with a 4-dimensional state space [18]. The problem consists of a pole attached to a cart moving on a frictionless track, aiming to stabilize the pole at the upright stable position. The cart is controlled by a limited force that can be applied to both sides of the cart. To describe the physical dynamics of the Cart-Pole system, we use a 4-element tuple $(\theta, \dot{\theta}, x, \dot{x})$, corresponding to the angle of the pole, the angular speed of the pole, the position of the cart, and the speed of the cart. The dynamics can be expressed as follows:

$$
\begin{aligned}
& \ddot{\theta}:=\frac{g \sin \theta-\frac{u+m l \dot{\theta}^{2} \sin \theta}{m_{c}+m} \cos \theta}{l\left(\frac{4}{3}-\frac{m \cos ^{2} \theta}{m_{c}+m}\right)}, \\
& \ddot{x}:=\frac{u+m l\left(\dot{\theta}^{2} \sin \theta-\ddot{\theta} \cos \theta\right)}{m_{c}+m}, \\
& \theta:=\theta+\dot{\theta} \tau, \\
& \dot{\theta}:=\dot{\theta}+\ddot{\theta} \tau+\mathcal{N}\left(\mu, \sigma^{2}\right),
\end{aligned}
$$

$$
\begin{aligned}
x & :=x+\dot{x} \tau, \\
\dot{x} & :=\dot{x}+\ddot{x} \tau,
\end{aligned}
$$

where $u \in[-10,10]$ denotes the input applied to the cart, $\mathcal{N}$ with $\mu=0$ and $\sigma=0.1$ denotes the noise term, $m_{c}=1 \mathrm{~kg}$ denotes the mass of the cart, $m=0.1 \mathrm{~kg}$ denotes the mass of the pole, and $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$ corresponds to the gravitational acceleration.

We define the reward function similar to Inverted Pendulum that tries to stabilize the pole in the upright position:

$$
r(\theta)=\cos ^{4}(15 \theta)
$$

In the simulation, we discretize each dimension of the state space into 10 values and action space into 1000 values, which form a descritized optimal $Q$-value matrix of dimension $10000 \times$ 1000.

Acrobot. Finally, we present the Acrobot swinging up task [161]. The Acrobot is an underactuated two-link robotic arm in the vertical plane (i.e., a two-link pendulum), with only an actuator on the second joint. The goal is to stabilize the Acrobot at the upright position. The equations of motion for the Acrobot can be derived using the method of Lagrange [161]. The physical dynamics of the system is described by the angle and the angular speed of both links, i.e., $\left(\theta_{1}, \dot{\theta_{1}}, \theta_{2}, \dot{\theta_{2}}\right)$. Denote by $\tau$ the time interval, $u$ the input force on the second joint, and $\mathcal{N}$ the noise term added, the dynamics of Acrobot can be derived as:

$$
\begin{aligned}
& D_{1}:=m_{1}\left(l_{1}^{2}+l_{c 1}^{2}\right)+m_{2}\left(l_{1}^{2}+l_{2}^{2}+l_{c 2}^{2}+2 l_{1} l_{c 2} \cos \theta_{2}\right), \\
& D_{2}:=m_{2}\left(l_{2}^{2}+l_{c 2}^{2}+l_{1} l_{c 2} \cos \theta_{2}\right), \\
& \phi_{2}:=m_{2} l_{c 2} g \sin \left(\theta_{1}+\theta_{2}\right), \\
& \phi_{1}:=-m_{2} l_{1} l_{c 2} \dot{\theta_{2}}\left(\dot{\theta_{2}}+2 \dot{\theta_{1}}\right) \sin \theta_{2}+\left(m_{1} l_{c 1}+m_{2} l_{1}\right) g \sin \theta_{1}+\phi_{2}, \\
& \ddot{\theta_{2}}:=\frac{u+\frac{D_{2}}{D_{1}} \phi_{1}-m_{2} l_{1} l_{c 2} \dot{\theta}_{1}^{2} \sin \theta_{2}-\phi_{2}}{m_{2}\left(l_{2}^{2}+l_{c 2}^{2}\right)-\frac{D_{2}^{2}}{D_{1}}}, \\
& \ddot{\theta_{1}}:=-\frac{D_{2} \ddot{\theta_{2}}+\phi_{1}}{D_{1}}, \\
& \theta_{1}:=\theta_{1}+\dot{\theta_{1}} \tau, \\
& \dot{\theta_{1}}:=\dot{\theta_{1}+\ddot{\theta_{1}} \tau+\mathcal{N}\left(\mu, \sigma^{2}\right),} \\
& \theta_{2}:=\theta_{2}+\dot{\theta_{2}} \tau, \\
& \dot{\theta_{2}}:=\dot{\theta_{2}+\ddot{\theta_{2}} \tau,}
\end{aligned}
$$

where $l_{1}=l_{2}=1 \mathrm{~m}$ are the length of the two links, $l_{c 1}=l_{c 2}=0.5 \mathrm{~m}$ denote position of the
center of mass of both links, $m_{1}=m_{2}=1 \mathrm{~kg}$ denote the mass of two links, and $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$ denotes the gravitational acceleration. $u$ corresponds to the input force applied, which is limited to $u \in[-10,10]$.

Similar to the Inverted Pendulum, we define the reward function that favors the Acrobot to stabilize at the upright point $x=[\pi, 0,0,0]^{T}$ :

$$
r(\theta, u)=\exp \left(-\cos \theta_{1}-1\right)+\exp \left(-\cos \left(\theta_{1}+\theta_{2}\right)-1\right) .
$$

Since the state space of Acrobot is also 4-dimensional, we again discretize each dimension of the state space into 10 values and action space into 1000 values. This leads to a discretized optimal $Q$-value matrix with dimension $10000 \times 1000$.

## ■ B. 4 Additional Results on Stochastic Control Tasks

In this section, we provide additional empirical results supporting our theories. These include (1) plots for sample complexity and error guarantees, and visualizations of the learned policies on all of the 5 tasks; (2) runtime comparisons for the various ME methods used in our experiments; (3) results on Inverted Pendulum for a smaller discounting factor.

## ■ B.4.1 Empirical Evaluation on All Control Tasks

Summary of Empirical Results. We first remark that the conclusion remains the same as in the main chapter (cf. Section 3.7). Using our low-rank algorithm with the proposed ME method, the sample complexity is significantly improved as compared with the baseline. For the error guarantees, our ME method is very competitive, both in $\ell_{\infty}$ error and mean error. We again note that our simple method is much more efficient in terms of computational complexity, compared to other ME methods based on solving optimization problems. Finally, the visualization of policies demonstrates that the learned policy, obtained from the output $Q^{(T)}$, is often very close to the policy obtained from $Q^{*}$. As a result, this leads to the desired behavior in terms of performance metrics as summarized in Table 3.3 of Chapter 3. Overall, these consistent results across various stochastic control tasks confirm the efficacy of our generic low-rank algorithm.

Sample Complexity and Error Guarantees. Figure B. 1 presents the results with the first two columns showing the sample complexity improvements and the last two columns demonstrating the error guarantees.

Policy Visualizations. We visualize the learned policies in Figure B. 2 with the first column showing the optimal policy and the other columns displaying policies learned based on our low-rank RL algorithm but with different ME methods.


Figure B.1. Sample complexity and error guarantees for 5 stochastic control tasks. From top to bottom, the rows show empirical results on Inverted Pendulum, Mountain Car, Double Integrator, Cart-Pole and Acrobot, respectively. In columns (a) and (b), we show the improved sample complexity for achieving different levels of $\ell_{\infty}$ error and mean error, respectively. In columns (c) and (d), we compare the $\ell_{\infty}$ error and the mean error for various ME methods. Results are averaged across 5 runs for each method.


Figure B.2. Policy visualizations of different methods for 5 stochastic control tasks. From top to bottom, the rows show empirical results on Inverted Pendulum, Mountain Car, Double Integrator, CartPole and Acrobot, respectively. The policies are obtained from the corresponding output $Q^{(T)}$ by taking $\arg \max _{a \in \mathcal{A}} Q^{(T)}(s, a)$ at each state $s$. Recall the for both Cart-Pole and Acrobot, the state space is 4 -dimensional. We hence visualize a 2 -dimensional slice in the figures above.

## ■ B.4.2 Comparison on Runtime of Different ME Methods

Nuclear norm minimization is known to be computationally expensive for large matrices. Here, we provide a preliminary result on the runtime of different ME methods in our experiments, demonstrating the computational gain of our approach beyond its theoretical guarantees. Specifically, we calculate the average runtime for one iteration using different ME methods on the Inverted Pendulum task with a $2500 \times 1000$ matrix. We leave other hyper-parameters unchanged, and perform 5 runs for each method. As Table B. 1 reports, the nuclear norm minimization is, as expected, computationally most expensive; in contrast, our method is about 40x faster, confirming the computational efficiency of our approach.

Table B.1. The runtime comparison of different ME methods for one iteration on the Inverted Pendulum task. Results are averaged across 5 runs for each method.

| ME Method | Soft-Impute | Nuclear norm | Ours |
| :--- | :---: | :---: | :---: |
| Runtime (s) | $41.5 \pm 1.7$ | $76.3 \pm 8.2$ | $1.9 \pm .6$ |

## ■ B.4.3 Additional Study on the Discounting Factor $\gamma$

Throughout the empirical study, we follow the literature $[161,180]$ to use a large discounting factor $\gamma$ (i.e., 0.9) on several real control tasks. We have demonstrated that the proposed low-rank algorithm can perform well on those settings, confirming the efficacy of our method. Just as a final proof of concept for our theoretical guarantees, we provide in this section an ablation study on the $\ell_{\infty}$ error with smaller value of $\gamma$. We choose $\gamma=0.5$ on the Inverted Pendulum control task (note that this would affect the reward design and change the original task). The experiment is only meant to further validate our guarantees.

We show the sample complexity as well as the $\ell_{\infty}$ errors in Figure B.3. As expected, with a smaller $\gamma$, the convergence is faster. Again, the overall conclusion is consistent with the previous experiments: significant gains on sample complexity are achieved by our efficient algorithm, and the performance of our simple ME method is competitive.


Figure B.3. Empirical results on the Inverted Pendulum control task with $\gamma=0.5$. We show the improved sample complexity in (a) and compare the $\ell_{\infty}$ error for various ME methods in (b).
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[^0]:    ${ }^{1}$ For each $s \in \mathcal{S}$, there exist $a^{(t-1)}(s), a^{*}(s) \in \mathcal{A}$ such that $V^{(t-1)}(s)=Q^{(t-1)}\left(s, a^{(t-1)}(s)\right)$ and $V^{*}(s)=Q^{*}\left(s, a^{*}(s)\right)$. If $V^{(t-1)}(s) \geq V^{*}(s)$, then $V^{(t-1)}(s)-V^{*}(s)=Q^{(t-1)}\left(s, a^{(t-1)}(s)\right)-$ $Q^{*}\left(s, a^{*}(s)\right) \leq Q^{(t-1)}\left(s, a^{(t-1)}(s)\right)-Q^{*}\left(s, a^{(t-1)}(s)\right)$. If $V^{(t-1)}(s)<V^{*}(s)$, then $V^{*}(s)-V^{(t-1)}(s)=$ $Q^{*}\left(s, a^{*}(s)\right)-Q^{(t-1)}\left(s, a^{(t-1)}(s)\right) \leq Q^{*}\left(s, a^{*}(s)\right)-Q^{(t-1)}\left(s, a^{*}(s)\right)$. Therefore, $\left|V^{(t-1)}(s)-V^{*}(s)\right| \leq$ $\max _{a \in\left\{a^{(t-1)}(s), a^{*}(s)\right\}}\left\{Q^{(t-1)}(s, a)-Q^{*}(s, a)\right\}$.

[^1]:    ${ }^{1}$ inf of empty set is defined as $\infty$.

[^2]:    ${ }^{2} \mathcal{P}\left(\cdot \mid s_{t}, a\right)$ should be understood as the density of the conditional distribution of the next state with respect to the Lebesgue measure (for continuous state space) or the counting measure (for discrete state space).

