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ABSTRACT

This thesis is concerned with a number of issues that pertain to the syntax and semantics of
conditional constructions.

In Chapter 1, there is a treatment of basic syntactic properties that characterize the

relationship between the IF-clause and the matrix clause, as well as relationships internal to

ge IF-cela:iuse. Some similarities between if and other elemeits that introduce clauses are
scussed.

In Chapter 2, there is a typology of conditional constructions with respect to their meaning
and syntactic propexties. It is argued that there are three different types of conditionals, if
the semantic and syntactic relationship between the IF-clause and the matrix clause is taken
into account. The contrasts between two conditional types is assimilated to the contrasts
bletwcen appositive and restrictive relative clauses, and between BECAUSE- AND SINCE-
clauses.

In Chepter 3, it is argued that conditional then has a meaning, and a specific proposal is
advanced to account for its distribution on semantic grounds.

In Chapter 4, there is a discussion of the syntactic properties of conditional thep, and a
general proposal is put forth to account for the syntactic environments in which it's
presence is restricied. ,
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PROLEGOMENON

Very recently, somebody told me that most people see their dissertations as their
only chance for a claim to fame and rightly so. If this is correct, then I have missed my
chance, because I see my thesis as an exercise in some issues I didn't have the opportunity
to explore until my final year as a graduate student.

When time came to choose a dissertation topic, I decided I wanted to try something
relatively new, without much linguistic literature so that I could find fresh data to work on.
Conditionals seemed ideal for this purpose: there is 2000 years of philosophical literature
on them, a fair amount of semantic work, and very little syntax. But chosing such a topic
for a thesis has very specific dangers and I was made aware of them. First of all, it wasn't
obvious that there were any linguistic issues over and above those of interpretation and I
obviously wasn't going to write a philosophical or purely semantic thesis. Second, it was
probably too late to start looking at new data, as well as at a semantics literature I had never
seen before. As a result of either, I could find myself in the middle of the spring semester
without a topic. Finally, linguistic issues come in waves, like fashions, and I might be
producing something that would be so much out of sync with current interests that it would
never be taken of the shelf, if it even were to get up there in the first place. However, it
seemed to me that if I didn't dare attempt something like this at the MIT Linguistics
Department, where there is a wonderful collection of syntacticians and semanticists, as well
as the world's leading philosopher on conditionals, I would never dare it anywhere. So
thanksahtgat:i combination of my own stubbomess and the Department's laisser faire spirit, I
went .

In the course of writing, I met with some of the predicted difficulties but at least I
didn't find myself without a topic in the middle of the spring semester. Probably, I would
have written a better thesis if I had chosen a topic that I had been farniliar with at the time I
started to write. Definitely, I would have written a longer one, as I would have had to
spend less time on backgound literature.

Towards the end of June, Noam: Chomsky, having forgotten who the ones were
were_that had the original reservations, asked me if I was finally convinced that
cog;jitionals weren't a dead topic. I couldn't have hoped for, nor imagined a happier
ending.



The Piranha Brothers

“...Denied the opportunity to use their talents in the service of their
country, [the Piranha brothers] began to operate what they called
'The Operation'. They would select a victim and then threaten to beat
him up if he paid the so-called protection money. Four months later
they started another operation which they called ‘The Other
Operation'. In this racket they selected another victim and threatened
not to beat him up if he didn’t pay them. One month later they hit
upon "The Other Other Operation'. In this the victim was threatened
that if he didn't pay them they would beat him up. This for the
Piranha brothers was the turning point."

[excerpt, Monty Python's Flying Circus , Pantheon, 1989]



Chapter 1

SOME INITIAL SYNTACTIC PROPOSALS

0. The Topic

This thesis is an exploration of linguistic issues related to conditional

constructions. For a variety of reasons I have limited the discussion to
primarily one language (English) and ignored what is referred to as the
subjunctive or counterfactual conditional. Needless to say, research in
either of those directions is crucial, but this thesis will have to content

itself with many other character flaws anyway.
1.1 Positioning

The first problem I will be addressing is that of the position of the
IF-clause. Linearly, the IF-clause can be in a sentence-initial (1a) or

sentence-final position (1b):

(1) a. If it rains, Peter takes the dog out

b. Peter takes the dog out if it rains

It is possible to check the hierarchical positioning of the IF-clause with

respect to the main clause with tests that rely on constructions that have



been argued to be sensitive to c-command ! relationships. Application of
these tests will show that the IF-clause can be c-commanded by a main
clause constituent only if it is in a sentence-final position. In such a case,
the subject, but not the object of the main clause, c-commands the IF-
clause.

One such test is based on Binding Condition C (Chomsky (1981) and
others). In the following permutations, if the R-expression Mary is c-
commanded by a co-indexed antecedent, the sentence will be

ungrammatical:

(2) a. *She; yells at Bill if Mary; is hungry
b. If Mary; is hungry, shej yells at Bill

(3) a. Mary; yells at Bill if she; is hungry
b. If shej is hungry, Mary; yells at Bill

4) a Bill visits her; if Mary; is sick

b. If Mary) is sick, Bill visits her;

(5) a. Bill visits Mary if shej is sick

b. If she; is sick, Bill visits Mary)

1 There have been several different definitions of c-command over the years. I will be
using the following:

@) a c-commands b iff a does not dominate b and the first branching node
dominating a, also dominates b.

(i) is more or less the definition of c-command in Reinhart (1976) and foilowing her,
Chomsky (1986).
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(6) Shej yells at Bill if shej is hungry

Sentence (2a) is ungrammatical because Mary is c-commanded by she,
violating Binding Condition C. If instead of the R-expression there is a
pronoun, as in (6), the sentence is fully grammatical. That of all the
possible combinations only (2a) violates&Binding Condition C indicates that
it represents the only configuration in which the IF-clause is c-commanded
by a matrix clause constituent.

If the above discussion is correct, when the IF-clause is sentence-
final it may stand somewhere between the [SPEC,IP] position and the
object contained in the VP. This gives us :wo possibilities as attachment
sites: the VP (contained in it or adjoined to it) and the I-bar2. It has been
argued that VP-preposing tests can distinguish between those two
possibilities. The idea is that if the IF-clause can prepose with the sentence
fragment (the VP), it is contained in (or adjoined to) it. If it cannot, it is
adjoined to the I-bar or higher. Application of such VP-preposing tests

shows that the IF-clause may be contained in (or adjoined to) the VP3:

2 By "I-bar" I will be referring to the area between the [SPEC,IP] subject and the VP.
Pollock (1989) and many others following him have argued that this area consists of
functional heads which project their own maximal projection. How many such functional
categories there are, as well as their relative order differs from author to authos. I will be
following Pollock only in representing negation as a separate head and maximal projection;
I'have argued elsewhere (Tatridou (1990)) that the arguments for the other maximal
projection he proposed (AgrP) should be reconsidered.

3 The judgments of sentences containing VP-prposing are relative: it should be taken into
account that VP-preposing, as such, yields marked sentences.
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(7) a. Take the dog out if it rains though Peter may, he is still
afraid of water
b. Take the dog out though Peter may if it rains, he is still

afraid of water

(8) I told Peter to take the dog out if it rains
a. ...and take the dog out if it rains, he will

b. ...and take tne dog out he will if it rains

The full acceptability of (7a) and (8a) shows that the IF-clause may be
inside the VP or adjoined to it. The acceptability of (7b) and (8b) can be
attributed to either the preposing of only a part of the VP, leaving one
segment behind (in the case of adjunction), or to the additional option of

using I-bar as an adjunction site4. It is, in fact, possible that the latter is a

4 According to David'Pesetsky (p.c.) there is a third possible sourcc of the sentence-final
IF-clause, as argued by the contrast between (i) and (ii):

® Take the dog out though he] may if Peter] is energetic, ...
(ii)  *Hej may take the dog out if Peter is energetic

Pesetsky suggests that in (i), the IF-clause has preposed with the VP and then extraposes.
If this is an option, one might wonder why it is not available in (ii) as well, i.e. if the IF-
clause in (ii) could extrapose, this sentence would not be a Binding Condition C violation.
A possible reply might be a reformulation of the "Right Roof Constraint" (RRC) of Ross
(1967), which originally stated that an extraposed constituent cannot leave the clause it was
base-generated in. As such this constraint would predict that (ii) is grammatical, since if the
IF-clause adjoined to the IP, it would not violate the RRC, and the IF-clause would not be
c-commanded by the matrix subject anymore. So if the RRC is to preclude (ii), it should be
restated, either taking into account intermediate functional categories as the "roof™, or by
considering adjunction as crossing the roof. The latter option is not implausible, as long as
containment is defined as domination by all segments of a projection. In such a case.
adjunction of the IF-clause to the IP would result in the latter not containing the former
anymore.

Returning to (i) and (ii), according to some native speakers the status of (i) is not
different from that of (ii) as long as the IF-clause is read parenthetically. If its is not read
like that, both (i) and (ii) are unaccceptable. Moreover, for Pesetsky's observation to hold,
the IF-clause should not be c-commanded by the matrix subject. But there are several ways
to test that it can be:

12



real option, sometimes made use of and resulting in a difference in

meaning. But for the time being, I will concentrate on the (a) sentences

which are supposed to indicate cortainment in or adjunction to the VP.
When the IF-clause is sentence-initial, it can adjoin to the IP or the

CP. That the latter is an option can be seen from the sentences in (9):

(9) a. If it rains, what shall we do?
b. If it rains, are we going to leave?
c. If john comes, wake me up

d. If he's right, what a fool I' ve been!

Of course the sentences in (9) show that an IF-clause can adjoin to the CP
node only to the extent that the arguments that have been used to show that
questions, imperatives and exclamatives invclve (movement to) a CP node
are correct.

The structures of (1a) and (1b), then, are roughly as in (9a) and (9b)

respectively3:

(iii)  Finish school though every boy1 will if he] wants to get a job, ...
(iv)  Report it in the paper though they1 will, if each other's] pictures are on sale, ...

Both (iii) and (iv) are acceptable sentences, showing that gvery boy and_ they c-command
he and each other respectively. And even if the c-command relationship in (iii) can be said
to obtain at LF after raising of the QP gvery boy, the same cannot be said for (iv) (unless
reconstruction is required in (iv) but blocked in (i)).

Summarizing then, if the judgments of (i) and (ii) are indeed as marked, they would show
that Pesetsky's suggestion for extraposition after VP preposing is possible. But the
sclantences in (iii) and (iv) show that it is not the only possible account of a clause-final IF-
clause.

Sin (10a) I represent the sentence-initial IF-clause as adjoined to the IP. In a later chapter I

will argue that there is another possibility as well, namely adjunction to the CP. I will also
return later to the question of whether (10a) and (10b) are derivationally related.

13



(10) a. IP

/\/ \\IP
If IP / \
/ \ NP VP
N‘P \"P P;ter takes the dog out

it  rains

b. IP
/
NP VP

Petde VP/ \

yd
takes the dog out NP VP

As already mentioned, the only configuration in which a matrix
constituent c-commands the IF-clause is, where the subject Peter c-

commands (inside) the IF-clause.
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1.2 Containment in the VP or I-bar adjunction?

In the previous section we saw that the IF-clause can, but does not ~
have to, prepose with the VP. In this section we will take a closer look at
this optionality.

Adverbial clauses interact scopally with sentence negation when they
are sentence-final. The most widely discussed case is that of BECAUSE-
clauses: sentence (11) is ambiguous and can be continued by either (12a) or

(12b):

(11) Peter doesn't hit his dog because he loves her

(12) a. ...he hits her for an entirely different reason

b. ...in fact, he never even threatens to hit her

When the adverbial clause is sentence-initial as in (13), only one reading is

possible, namely the one that can be continued by (12b):

(13) Because he loves her Peter does not hit his dog

We can observe the same phenomenon with IF-clauses: sentence-

finally they yield ambiguities, sentence-initially they do not:
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(14) Mary doesn't yell at Bill if she's hungry
(15) a. ...but if she's sleepy

b. ...since hunger keeps her quiet
(16) 1If she's hungry Mary doesn't yell at Bill

The obvious question is what is résponsible for the ambiguity of (11)
and (14). One possible answer is that it is due to scopal interaction at LF;
one such LF account could argue that the adverbial clause and negation are
in some sense "close enough” to scopally interact; that is, the BECAUSE-
clavse might raise at LF and take scope over negation, or vice versa.
Another way to get the ambiguity in question, but still at LF, is via
something like the Scope Principle of May (1985) which permits one LF
representation to yield two readings, as long as the two scopal elements
govern each other at LF; in other words, if the BECAUSE-clause and
negation govern each other, this proposal predicts that either can have
scope over the other. Another possibility is that the two readings reflect
different S-structure attachment sites, with the adverbial clause being
attached below sentential negation in the readings of (12a) and (15a), and
above sentential negation in the readings of (12b) and (15b).

If we combine the present constructions with the VP-preposing tests,
we will see that the account that appeals to different S-structure adjunction

sites is advantageous. Consider the following sentences:

(17) a.Hit his dog because he loves her though he hasn't, ...

b.Hit his dog though he hasn't because he loves her, ...

16



Both (17a) and (17b) are unambiguous, but with different meanings.
Sentence (17a) is interpreted along the lines of "it's not the case that he
hits her because he loves her" (i.e. sentential negation over the adverbial
clause); on the other haand, (17b) has only the meaning of "he doesn't hit
her and the reason he doesn't is that he loves her" (i.e. adverbial over
negation). It seems, then, that a sentence like (17b) corresponds to two S-

structures:

(18) a. IP

<

P I
7\
Peter not VP
/\
VP BECAUSE...

hit his dog

b. /IP\
NP !
/
Peter I BECAUSE...
N
not VP

hit his dog

When VP-preposing is applied to (18a) it yields sentence (17a) and when it
is applied to (18b) it yields (17b).

There is one more way to show the correctness of the structures in
(18). Negative Polarity Items are licensed only in the scope of certain
triggers, negation being one such element. Looking at (18), we see that the
BECAUSE-clause is in the scope (i.e c-command domain) of negation in

(18a) but not in (18b). The prediction, then, is that if the BECAUSE-clause

17



contains an NPI, the sentence will have the S-structure of (18a) and be
interpreted along the lines of (12a).

If the matrix predicate contains an NPI, it might seem that either one
of the two structures in (18) will suffice, since the VP is inside the scope
of negation in both cases. However, Linebarger (1980) has argued that an
NPI is licensed only in the immediate scope of negation. The matrix
predicate is in the scope of negation in both (18a) and (18b), but it is in the
immediate scope of negation only in (18b). Since only one constituent can
be in the immediate scope of negation, only that constituent will be able to
contain an NPI. This means that if the matrix predicate contains an NPI,
the relevant structure must be (18b). This of course also means that we

cannot have one NPI in the matrix clause and one in the BECAUSE-clause:
(19) *His paper didn't hold a cardle to Mary's because he had any help

We have seen, then, that an NPI can occur in the BECAUSE-clause
only when the matrix verb is understood as not being inside the immediate
scope of negation and that an NPI can occur in the matrix clause only if the
BECAUSE-clause is understood as not being in the immediate scope of
negation. This has the following result: a sentence like (11) is ambiguous
between (12a) and (12b), but if such a sentences contains an NPI in the
matrix clause, it will be unambiguously interpreted as (12b). On the other
hand, if the BECAUSE-clause contained an NPI, it will again be
unambiguous but only along the lines of (12a). Consider, for example the

sentences in (20) and (21):

18



(20) John doesn't give a damn because he is sick

(21) I didn't buy the ticket because I had a hope in hell of winning

Sentence (20) is unambiguously interpreted as meaning that John doesn't
give a damn, and the reason is that he is sick. Sentence (21) is likewise
unambiguously interpreted as meaning that I bought the tickets but not
because I had a hope in hell of winning. The lack of ambiguity (along (12a-
b) for (11)) of these sentences is exactly what Linebarger predicts.
Sentence (20) has an NPI in the matrix sentence and therefore negation
must have the matrix predicate in its immediate scope and not the
BECAUSE-clause. Sentence (21) has an an NPI in the BECAUSE-clause
and therefore negation is understood as taking immediate scope over it and
not over the matrix predicate.

Let us now return to the VP-preposing test and the discussion of

(17a) and (17b), which are repeated below:

(17) a. Hit his dog because he loves her though he hasn't, ...

b. Hit his dog though he hasn't because he loves her, ...

Recall that (16a) corresponds to structure (17a) and is interpreted with
negation having scope over the adverbial, while (17b) corresponds to (17b)
and is interpreted with the adverbial clause having scope over negation. In
more recently discussed terms, this means that in (17a) the BECAUSE-
clause is in the immgdiate scope of negation and in (17b) the matrix

predicate is. This, in turn’, leads us to predict that an NPI should be

19



acceptable only in the BECAUSE-clause of (17a), but not in that of (17b).

This prediction is borne out5:

(22) Call because he wants anything though he does not, ...

(23) *Call though he does not because he wants anything, ...

(24) Buy the ticket because I had a hope in hell of winning though I did
not...
(25) *Buy the ticket though I did not because I had a hope in hell of

winning, ...7

The discussion so far indicates that although an adverbial clause can either
be preposed with the VP or be stranded by it, the two alternatives differ in
meaning. But if the BECAUSE-clause had the same attachment site in both
(17a) and (17b) one would expect that at least after resconstruction both
sentences should be ambiguous, just as the one without VP-preposing is.
That reconstruction does, in fact, take place can be seen from the

unacceptability of (26), which is due to a Binding Condition C violation:

(26) *Hit John's) dog though he; thinks that Mary will, ... 8

6 Sentences (22) and (24) are of course stylistically marked. What is relevant is their
respective contrasts with (23) and (25).

7 Conversely, this account makes the correct prediction that an NPI is acceptable only in
the matrix clause of (17b), not of (17a):

@) *Have a hope in hell of winning because he is stupid though he does not, ...
(i)  Have ahope in hell of winning though he does not, because he's stupid, ...

8 This additional embedding is necessary to preclude an alternative account of the
ungrammaticality of this sentence. Consider a simpler sentence:
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To recapitulate the argument so far: one might argue that the

ambiguity of a sentence like (27)(=10)
(27) Peter doesn't hit his dog because he loves her

is due to scopal interaction at LF. Looki;ig at sentences like (17a) and
(17b), and assuming that reconstruction does take place in them (as
indicated by (26)), one would expect both of (17a) and (17b) to be
ambiguous. But as we saw, (17a) and (17b) are unambiguous and not
synonymous. I would like to propose that in (17a) the BECAUSE-clause is
inside (or attached to) the VP, as is witnessed by the fact that it preposes
with it. This means that this BECAUSE-clause is unambiguously under
sentential negation. On the other hand, in (17b) the BECAUSE-clause is
stranded by VP-preposing, suggesting that in this case the BECAUSE-
clause is outside the VP. If it had been contained in the VP and stranded by
VP-preposing as a VP-segment, it would still have been under sentential
negation. But this can't be so since the reading of (17b) is clearly one in
which the BECAUSE-clause has scope over negation. In other words, (17a)
and (17b) are derived by VP-preposing from two different S-structures. In

turn, this means that the ambiguity of (11)/(27) is not the result of scopal

@) *Hit John's] dog though hej does, ...

If the VP-internal subject hypothesis is correct, the preposed VP contains a trace of the
subject, which illicitly c-commands John;

(i) [t1 hit John's] dog] though hej does, ..
In (26) this issue is avoided because the VP-internal trace is co-indexed with Mary.
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interaction at LF but the result of the sentence being (S-)structurally
ambiguous between (17a) and {17b) with the associated readings
transparently given by S-structure. I will argue that something similar

holds for the ambiguity of (14), repeated below:

(14) Mary doesn't yell at Bill if she's hungry

Recall the ambiguity of (14) created by the interaction of the IF-
clause with sentential negation. If we combine VP-preposing and

interaction with negation as we did above for BECAUSE-clauses, we get:

(28) Smile at Bill if she's hungry though she doesn't, ...
(29) Smile at Bill though she doesn't if she's hungry, ...

(30) Take the dog out if it's raining though he does not, ...

(31) Take the dog out though he does not if it's raining, ...

Sentences (28)/(29) and (30)/(31) are all unambiguous sentences which
differ from each other exactly along the lines of (17a)/(17b). In other
words, in (28) and (30) the negation has scope over the IF-clause, while in
(29) and (31) the IF-clause has scope over the negation. This would
strongly suggest that (14) is (S-)structurally ambiguous between (32a) and
(32b):
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(32) a. I
/

Mar I
y / N

not V.
/ \
VP IF ...
ye;l at Bill

b. /IP
Mary I
/ \
/I' IF ...
not VP

yell at Bill

The argument used above for distinguishing between the two
structures cannot be directly transferred here, since an IF-clause can itself

license an NPI without there being any overt negation in the sentence:

(33) a. If anybody comes, let me know

b. Let me know if anybody comes

One part of the test, however, does transfer over directly: if the matrix
predicate contains an NPI, then the structure must be as in (32b), since
only there is the VP inside the immediate scope of negation. The prediction
is, then, that when the matrix predicate contains an NPI, the IF-clause will
be interpreted outside the scope of negation. This prediction is borne out.
Contrast the ambiguous (13) with the unambiguous (34), where, as can be
seen from the unacceptability of the continuation, negation cannot have

scope over the IF-clause:
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(34) He won"t have a hope in hell of winning if he arrive on Tuesday,

#but if he arrives on Wednesday

If this whole discussion is correct, it implies that sentences (7) and
(8) of the previous section represent a genuine option in attachment sites
with a predicted difference in meaning, and NOT an option in "how much"”
of the VP would prepose with the possibility of stranding the IF-clause
within a VP-segment. This implies, in other words, that the lower VP-
segment can't extract alone, showing a difference between segments and
categories with respect to movement.

Finally, one might wonder why I chose the I-bar as an adjunction
site in (19b) and (32b) rather than the IP. The reason is that the subject

seems to always c-command the adverbial clause:

(35) a. *He) became sick because Bill; ate spoiled oysters

b. *He) becomes sick if Bill; eats spoiled oysters

If the BECAUSE- and IF-clauses were adjoined to the IP, the matrix
subject would not c-command (and illicitly bind) the subject of the

adverbial clause and the sentences would be grammatical.

1.3 How does the IF-clause appear sentence-initiallj’?

In the previous sections we saw that a sentence-final IF-clause can

be adjoined to the I-bar or to the VP. In this section I will address the
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question of whether one of those two adjunction sites is the source of the
sentence-initial IF-clause. In other words, I will address the question of
whether (36a) is derived from (36b) by movement of the IF-clause to a

sentence-initial position or whether it is base-generated there:

(36) a. If it rains, Peter takes the dog out

b. Peter takes the dog out if it rains

We will see that both possibilities are realized. In other words, there is
evidence that the IF-clause can be base-generated sentence-initially, as well
as evidence that it can move there.

The argument that shows that the IF-clause can be base-generated
sentence-initially is based on the fact that reconstruction of the sentence-
initial IF-clause to a sentence-final position is not necessary. Obviously,
this argument is of some value only if reconstruction to the site of base-
generation is obligatory. That this is the case can be seen in constructions

where a derivational account is indisputable:

(37) a. *{Take Peter's) dog out]2 though he; may ECa, ...
b. *[Which friend of Peter'sy's]2 does hej like EC3?

The sentences in (37) are ungrammatical because the sentence-initial
constituents appear there by movement and when they get reconstructed in
their base-generated positions, the pronoun he will illicitly c-command
Peter, resulting in Binding Condition C violations. If we apply this test to
the sentence-initial IF-clause, we see that no Binding Condition C violation

occurs:
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(38) a. If Billy eats spoiled oysters hej gets sick

b. *He; gets sick if Billj eats spoiled oysters

If reconstruction to a sentence-final position were necessary in (38a), then
this sentence should be ungrammatical, just as (38b) is. The fact that
reconstruction is not obligatory in (38a)"'as it is in (37a,b) indicates that
base-generation in the sentence-initial position is an option.

The above argument is strengthened when we consider cases where
the IF-clause kas moved and see that reconstruction is, as expected,
obligatory. The IF-clause can move out of its sentence. The following
sentences should be understood with the IF-clauses construed below the

matrix verd (I put the matrix verb in the past tense to make this construal

easier):

(39) a. If it rains Mary believes9 that Bill will come
b. said
c. heard
d. assumed

That this is movement and not base-generation can be shown by the fact
that the relation is blocked by islands. It cannot get out of a factive island

cr an inner island, showing this way typical behaviour of adjunct

9 For some reason that is obscure to me, this sentence is degraded if the verb believe is in
the Past tense.
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movement (the '*' is for the reading where the IF-clause is understood

below the matrix verb):

(40) a. *If it rains Mary regreted that Bill will come
b. * forgot
c. * resented
d. * recognized

(41) *If it rains Mary didn't say that Bill will come (contrast with (39b))

It also obeys the Complex Noun Phrase Constraint and the Wh-island

Constraint:
(42) a. *If it rains Mary heard the rumour that Bill will come
b. *If it rains Mary wondered whether Bill will come

Since the IF-clause in (37) appears there by movement, it is expected that

reconstruction is obligatory. This expectation is verified:

(43) *If John, is sick, he; thought that Bill will visit

The ungrammaticality of (43) shows that when an IF-clause has moved, it
must reconstruct to the position it was base-generated in. Looking more
carefully at (43), we see that it shows only that the IF-clause reconstructs
to a point below the pronoun he. It does not determine whether

reconstruction is to a sentence-initial or sentence-final position with respect
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to the clause Bill will visit. The grammaticality of (44), however, indicates

that it reconstructs to a sentence-initial position:
(44) If John; is sick, Mary said that he; takes aspirin

From the fact that reconstruction is obligatory (as evidenced by (43)) and
from the grammaticality of (44) we can conclude that the IF-clause can
reconstruct to the sentence-initial position in its clause since a sentence like

(45) is ungrammatical:
(45) *He; takes aspirin if John) gets sick

In other words, cases of long-distance movement of an IF-clause have a
double significance. On the one hand they show that moved IF-clauses
reconstruct obligatorily into the clause they are extracted from, confirming
the hypothesis that movement entails obligatory reconstruction. On the
other hand, by reconstructing to the scntence-initial and not the sentence-
final position of that clause, long-distance movement shows that IF-clauses
can be base-generated sentence-initially. This confirms the conclusion
reached in the discussion of (38a,b) above, that base-generation sentence-
initially is an option. We have not determined this option to be the only
one, however, and we will now see that a derivational account is also

required !0 .

10 There is an inconclusive argument that can be made in favour of base-generation:
sentence-initially being an option for the IF-clause. This has to do with inner islands. We
saw in the main text that in long-distance movement of IF-clauses, inner islands are
obeyed. We have also seen that a sentence like (i) is grammatical (and unambiguous):

@) If it rains, Peter will not fix the car
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First of all, consider sentences like (46), which contain anaphors in

the sentence-intial IF-clauses:

(46) a. If pictures of himself are on sale, John will be happy

b. If pictures of cach other are on sale, John and Bill are happy

We have already seen that when the IF-clause is sentence-initial, it is not c-
commanded by the matrix subject. However, the anaphors in (46a,b) are
acceptable, indicating that they are c-commanded by the matrix subject at
some level of derivation. Whetker this level is at D-structure or at LF after
reconstruction to the original trace, the point is the same: the IF-clause
originated at a sentence-final position.

The same point can be made if we consider bound variable anaphora.
In ozder for a pronoun to receive a bound variable reading, it must be c-
commanded at LF by the quantifier that binds it. Consider the following

sentences!1:

If movement were the only possible account for a sentence-initial IF-clause, (i) should have
been ungrammatical. However, this argument is inconclusive, because the grammaticality
of (i) could also be due to the IF-clause being moved sentence-initially from the position
above negation (as in (32b)) and not from the VP-adjoined position. Since this movement -
would not cross negation, it would not be constrained by inner islands. /

11 Not all quantificational elements behave alike for all speakers for reasons that are unclear
to me. Contrast {(502), (50b) and (51b) with (i), (ii) and (iii) respectively :

@) *John scolds no woman] if heri son is late

(i) *If her son is late, John scolds no woman{
(iif)  *If John scolds his] mother no boy) gets upset
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(47)

(48)

(49)

(50)

(S1)

(52)

*His) mother gets upset if every boy) is late

*If every boy) is late, his) mother gets upset

Every boy) gets upset if his; mother is late

If his) mother is late, every boy; gets upset

*John ecolds his) mother if every boy; is late

*If every boy) is late, John scolds his; mother

John scolds every woman; if her; son is late

If herj son is late, John scolds every woman;

Every boy) gets upset if John scolds his; mother

If John scolds his; mother, every boy; gets upset

*His; mother gets upset if John scolds every boy;

*If John scolds every boyy, hisi mother gets upset

The acceptability of (48a) and (51a) is no mystery: the QP every boy c-

commands the pronoun already at S-structure. In (48b), (50a), (50b) and

(51b) the QP does not c-command the pronoun at S-structure and the

acceptability of these sentences must therefore be due to c-command

obtained at LF'2, One way this LF c-command relationship can be obtained

12 1 F-movement of the QP cannot save (47a), (47b), (49a), (49b), (52a) and (52b)
because for the QP to reach a position from which it can c-command the pronoun it would
have to move out of the IF-clause adjunct, which is not permissible.
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is by the QP raising to a position from which it c-commands the IF-clause,

thereby binding the pronominal contained within it:

(53) a IP
every boyi /P
t l'
7\ / N\
J. scolds his mother gets upset
b. /IP\
every womanj
John 1‘
VP
/ \

C
V/ \P C/\IP
LA /

scolds t1 i

her son is late

Whether the IF-clause is sentence-initial or sentence-final, the QP can raise
to a position in the tree from where it can c-command it. These structures

are Classic Weak Crossover configurations, but this is not necessarily an
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argument against such an account, because as Stowell (1990) has observed,
no WCO violations occur when the pronoun is contained inside an adjunct.

Another way to account for LF c-command in (48b) and (51b) is by
reconstructing the IF-clause to a sentence-final position thereby putting the
pronoun in the c-command domain of the QP. This would not alleviate the
need for QR, however. First of all, depending on the theory, QR might be
necessary prerequisite for quantifiers to be interpretable. But second, and
more importantly, mere reconstruction would not automatically put the
pronoun inside the c-command domain of the QP in (50b), just as it isn't in
(50a), given that the matrix object never c-commands the IF-clause (Section
1.1)!3. In other words, even if reconstruction is a necessary step towards
obtaining the bound variable readings in the sentences under discussion, it
will have to be followed by QR.

We are in effect, then, dealing with the following two possibilities to
obtain LF c-command for the bound variable readings: either QR applies to
the S-structures in (47)-(52), or reconstruction of the IF-clause applies
first, followed by QR. There is, in fact, evidence that shows that the
second option is the actual one. If reconstruction were necessary to obtain
a bound variable reading then if reconstruction should yield a Binding
Condition C violation in such a csse, there would be a conflict. This

prediction is borne out:

(54) *If his) mother invites Marys, shej yells at every boy;

13 From (50a), where the issue of reconstructing first does not apply, we see that
whichever account is correct, Stowell's observation about lack of WCO violations in
adjuncts is stil! relevant.

The QP-object would have to raise in order to be able to c-command the IF-clause, giving
again a configuration that resembles the ones of WCO violations.
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The bound variable reading in (54) is not possible. If QR of gvery boy
applied to the S-structure configuration, we would have no account of this.
But if reconstruction were required first, it would put Mary in a position
where it would illicitly be c-commanded by she. The ungrammaticality of
(54) thus indicates that reconstruction is obligatory in order to obtain the
bound variable readings in (48b), (50b) and (51b). But the very fact that
reconstruction can take place shows that there is a trace of the IF-clause in
a sentence-final position, which in turn means that the sentence-initial IF-
clause can have been moved to that position from the sentence-final
position.

We have shown, then, that an IF-clause can be base-generated in
sentence-final and sentence-initial position, as well as that it can move

from the former to the latter.

1.4 Inside the IF-clause

English is one of many languages in which the marker of the IF-
clause is isomorphic with that of an interrogative complement!4. Without
going in detail into the structure of embedded questions, there are some

superficial similarities between embedded interrogative IF-clauses and

14 According to Traugott (1985), this is one of the five most common sources for a
conditional marker, the others being words of epistemic and optative modality; copula
construction; words marking something as known or given; and words that are temporal in
origin.
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conditional IF-clauses. It will appear that both are introduced by a CP
whose head is the complementizer if. Both interrogative and conditional IF-
clauses are islands for extraction even though their [SPEC, CP] appear to be
empty. In the case of conditional IF-clauses this will be attributed to their
status as adjuncts; in the case of interrogative IF-clauses, it will be argued
that islandhood should be attributed to there being an empty operator in the

[SPEC,CP].
1.4.1 What and where is if?

For Emonds (1985) conditional jf/sj and interrogative if / si are the
same word, but while an embedded interrogative is an IF-clause inside V-
bar, a conditional is an IF-clause outside V-bar. Also, for him whether and
if are expansions of the same clausal preposition (what he argues

complementizers are):

(55) ’
X/(\PP\
P/V{ H S

if/whether

However, in a footnote (p. 286 fn 4) he points out that "[p]ossibly,
whether is a fronted sentence adverb (the WH form of gither/so/too), and is
not strictly a COMP". He says this because of differences between whether

and if (for discussion of which he refers the reader to Yim (1984)):

(56) a. Did he know whether/*if or not she won the award?
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b. I am uncertain as to whether/*if you should attend
c. Debates about whether/*if the weather is changing are
futile

d. You should tell me whether /*if to go to the meeting

Irrespective of the account of the sentences in (56), the fact that
whether can never appear associated with the protasis of a conditional!S
secems to point to a difference between the functional projection introducing
an embedded question and the functionai projection introducing a protasis,
other than the one that Emonds mentions (their site of attachment).

Kayne (1990) also takes if/si to be lexically the same in questions
and conditionals. But he specifically distinguishes whether from
interrogative if. He argues that if, unlike whether or other WH-words,

stands in the head of a CP:

(57) a. Cp b. Cp
C' wheth/er \C'
C/ \IP who C/ \IP
i|f when
where

His main argument is that while the WH-words in (56b) can introduce an

infinitival complement, if cannot:

15 Except in what are called concessive conditionals, as in (i):

(i) Whether or not you come, I'll watch that movie on the VCR.
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(58) a. I don't know whether to leave (or not)

b. I don't know who to invite

c. I don't know when to leave
d. I don't know where to go
e. *] don't know if to go

According to Kayne, this is because if ilficitly governs PRO in [SPEC,IP].
On the other hand, the WH-words stand in [SPEC,CP]}, as in (57b), from
where they cannot govern (the SPEC of) IP and therefore PRO is permitted
in that position.

If it is correct that both interrogative and conditional IF-clauses are

introduced by a CP with if as its head, as in (59):

(59) CR,

Cl
AN
C IP
if
then interrogative and conditional IF-clauses both appear to have an empty
[SPEC,CP]. This might make certain predictions for extraction from within

those clauses. Extraction from a conditional IF-clause is not possible:

(60) a. *Who will you tell me if Mary sees?
b. *How/*when/etc will you be happy if Mary fixes the car?
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Eventhough it has an available escape hatch, a conditional IF-clause is a
barrier for extraction since it is an adjanct and therefore not L-marked
(Chomsky (1986), Rizzi (1990) and many others).

However, embedded interrogatives introduced by if should not be an island
for extraction, since the [SPEC, CP] position is not filled and since, unlike
conditional IF-clauses, they are L-marked by the higher verb. But we see
that also interrogative IF-clauses are islands. In fact, we see that regardless
of whether whether or if introduces an interrogative, the laster is still an

island:

(61) a. ?Who did you wonder if Mary saw?
b. *Who did you wonder if saw Mary?
c. *When/*where/*how did you wonder if Mary fixed the

car?

(62) a. ?Who did you wonder whether Mary saw?
b. *Who did you wonder whether saw Mary?

c. *When/etc did you wonder whether Mary fixed the car?

There seems to be no difference in grammaticality between the sentences in
(61) and the corresponding ones in (62). This might be unexpected, given
that it has just been argued that whether stands in the [SPEC, CP] and that
if in (61) has an escape hatch on its left. One would expect that (61a) and
(61c) be grammatical (arguably, (62b) is a that-trace violation). There is an
answer to this question that will permit us to maintain the position that in
both interrogatives and conditionals if stands in the head of the CP. This

answer is provided by Larson (1985).
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Larson (1985) adheres to the widely held assumption (following
Karttunen (1977)) that an embedded yes-no question is a covert alternative
question. In this account, a sentence like (63a) represents an underlying

structure like (63b) or (63c):

(63) a. I asked whether Bill should leave
b. I asked whether or not Bili should leave

c. I asked whether Bill should leave or not

He also adheres to the independently made observation that or has scopal
properties and argues that twith every occurence of or, there is always a
gither, a whether (the [+WH] counterpart of gither) or a null equivalent
("OPerator") to mark its scope. This means that in the sentences in (63),
whether serves to mark the scope of or.

Larson argues that an interrogative introduced by if has the same '
semantics as a clause introduced by whether and suggests that in an
interrogative introduced by if there is the null counterpart of whether (OP)
marking the scope of covert or16. So (64a) and (64b) have the structure of

(65a) and (65b) respectively (adjusting the notation of the phrase-markers):

(64) a. I wonder whether Bill should leave

b. I wonder if Bill should leave

16 There is the obvious question of why the disjunction part or not can never appear
overtly immediately after if. Compare the ungrammatical expansion of (55a) to (i):

@) Did he know if she won the award or not?
As far as I can tell, Larson does not address this.
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(65) a. I wonder CpP
whether; C:

ST

IP
S
[+WH] CONJ ~ 1P
-\ _
€1 oOr not Bill should leave

p
>

C \//IP\

}f CONJ ~—rr
_—

€1 ornot Bill should leave

- b. I wonder

)

In (65a) and (65b) [+WHI/If is the head of the CP which marks it as an
interrogative, and thereby permits it to satisfy the selection requirements of
the higher verb. The scope of the (covert) or is marked by whether/OP.
Summarizing the account of Larson (1985), the functional projection
(containing if) that introduces an embedded question is always associated
with a covert alternative question with or not, as well as with a marker of
the scope of or (the null counterpart of whether), which stands in the
[SPEC,CP] to the left of if'”7. This account provides us with an answer for

why an embedded clause introduced by if shows the same extraction pattern

17 Obviously, the semantics of the conditional IF-clause is different and the functional
projection (also containing if) which introduces it does not contain the null counterpart of
whether. In other words, although there s only one if, the two types of IF-clauses do not
just differ on their attachment sites as E nonds argues.

39



as an embedded clause introduced by a WH-word: the [SPEC, CP] position
in both (65a) and (65b) is filled up, by OP in (61) and by whether in (62)!8
19 As a result, both types of embedded clauses behave as islands for
extraction. This account permits us, then, to adopt the proposal that in both
interrogative and conditional IF-clauses the complementizer if stands in the
head of the CP, without considering the extraction pattern as contradicting

this position.

18 1 think that, however bad (61) and (62) are, they are somewhat better than
corresponding sentences where the WH-word is "contentful:

@) (*)*Whoi do you wonder when Mary saw t]
(ii) **Where) do you wonder who saw Mary t]

I don't know why this should be so, but the proposal I'll make in the upcoming footnote
might offer a way out.

19 There is a slight modification of Larson's account that might be possible and I am
particularly grateful to David Pesetsky for discussing this idea. Instead of adopting his
proposal that embedded interrogative complement in English can be introduced by the pair
whether/[+WH] or the pair OP/if, one might argue that whether is OP, and that if is the
[+WH] feature {(or the English interrogative complementizer). In effect this means that at S-
structure all embedded WHETHER- and IF-interrogatives have the same structure (i):

()  [whether [if [IP]]]

But the doubly filled COMP filter of English forces one of the two elements to delete,
yielding some clauses that are introduced by whether and some that are introduced by if.
For embedded questions introduced by other WH-words, we can assume that they are
underlyingly as in (ii):

(@@  [who [if [IP]]]
g‘;hm [if (IP1]]

Again the doubly filled COMP filter forces deletion of one element. But unlike in the case
of (i), in (ii) it is if that must delete, because the deletion of the other element is not
recoverable. The deletion of whether as a scope marker is recoverable in the sense that its
S-structure position is predictable: it is always the [SPEC,CP]. This proposal would make
English similar to some dialects of Dutch, where the equivalent of (ii) can appear at S-
structure (Koster (1986)).

Returning briefly to the data in the previous footnote, it is possible that the present
account provides an explanation for the fact that (i) and (ii) of that footnote are worse than
(61) and (62) of the main text: the predictability of the scope operator (whether) might offer
some kind of window for extraction.



1.4.2 Does if have lower construals?

Following the arguments mentioned in the previous section, I will
henceforth assume that conditional if is a complementizer and is followed
by an IP20, In this section I would like to make a short digression to
address a question posed by Geis & Lycan (1989). They argue that "if p,q"
should be paraphrased as "in any circumstance in which p, q". Moreover,
they consider a conditional IF-clause to be a (free) relative clause, just like
adjunct clauses introduced by when and where are. Since, in fact, their
main thesis is to assimilate IF-clauses to relative clauses, they have to

explain the contrast between (66) and (67a,b):

(66) Mary will be seen if John tells the press that Bill will write that Peter

will be injured.

(67) a. Mary was seen when/where John told the press that Bill
had written that Peter had been injured.

20 ynlike other CPs, the CP headed by if can never recurse (Schwartz and Vikner (1991)
anq references therein for CP recursion). Embedded NEG-inversion (i) and embedded
topicalization (ii) are argued to be cases of CP-recursion in English:

()  Mary knows that never in his life has John seen such good GRE scores
(ii)  Mary knows that those books Bill has read

neither NEG-fronting nor topicalization are permissible inside an IF-clause:

(iii) *If never in his life has John seen such good GRE scores, ...
(iv)  *If this book John has read, ...

I'll return in Chapter 5 for an account of this.
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b. Mary will be seen in any circumstance in which John tells the

press that Bill will write that Peter will be jnjuxed.

The contrast between (66) and (67a,b) that Geis and Lycan worry about is
the following. In (66), if permits only the highest construal (as indicated
by underlining); that is, it can only be interpreted as "Mary will be seen in
any circumstances in which John tells the press that ...", and not as "Mary
will be seen in any circumstances in which, according to John's report to
the press, Bill will write that ..." But (67a,b) do permit lower construals.
In (67a) when and where can be understood as modifying any of the
underlined verbs, and so can jn which in (67b). In other words, these
phrases can be taken as binding a variable in any of the clauses that are
embedded under them (modulo islands, of course).

There is a way to account for the contrast in question2!. The
standard explanation of lower construals of a constituent is the possibility
of base-generation in and extraction from those lower positions it is
construed (interpreted) in. This way the contrast between (66) and (67a,b)
reformulates as a contrast between the extractability of when/where and in
which and the non-extractability of if. WH-phrases like when, where and in
which are maximal projections that move through the [SPEC, CP)
position(s) of the clause(s) they are extracted from and can extract long-
distance (as long as no islands interfere). On the other hand, if is a

(complementizer) head, and as such, its movement is restricted. More

21 Geis and Lycan have an account for the contrast between (66) and (67a,b), according to
which jf introduces an epistemic operator meaning "comes about that", or "becomes kinowr.
that". This opezator cannot take any free variables in its scope and therefore does not permit
extraction from below it. However, there are some question with the judgements, as they
themselves acknowledge.
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specifically, a complementizer is not a lexical projection. This can be seen

from the fact that an IP can never raise and strand the complementizer:

(68) *[John is sick]; Bill knows that EC;

The ungrammaticality of (68) is due to the trace not being head-governed
(Noam Chomsky, class lectures 1989). The same would hold for
movement of the complementizer itself. It follows that if will not permit

lower construals22, In other words, even if one were to claim that if

22 In embedded questions matters are slightly different. When they are introduced by a
WH-word other than whether the predicted ambiguities arise:

@) I don't know when/where Mary said Bill would call

But unlike in adjunct clauses, jf in embedded questions does seem to co-occur with
multiple readings. One has to be careful with what these possible readings are. While in
sentences like (1) the different possible readings are transparent, in embedded IF-clauses
they are subtler. Recall from the short discussion of Larson (1985) that embedded
questions always contain an or whcse scope is marked by whether or a null counterpart
which marks the scope of or. He also argues that whether or its counterpart have moved
from the position close to or. The prediction then is that if there is more than one gr in the
embﬁddeg question, there will be ambiguities with respect to which of whether is the scope
marker of.

(i)  John asked whether Peter or Mary had said that Bill shouid retire or resign

If whether is construed with the higher gf, the sentence has the reading in (iii), and if
whether is construed with the second gf it has the reading in (iv):

(iii)  John asked "did Peter say that Bill should resign or retire, or did Mary say that
Bill should resign or retire"

(iv)  John asked "did Peter or Mary say that Bill should resign, or did Peter or Mary
say that Bill should retire"

Reading (iii) would be the higher construal of whether and reading (iv) the lower one.

Obviously in conditionals nothing like this happens, since there if (or the CP it
heads) is not associated with a scopal element.
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appears where it does because of movement, it cannot have moved out of a
CP below the one that it heads at S-structure?3,

So far I have argued that the contrast between (66) and (67a,b) is
due to WH-phrases being maximal projections that can extract from (i.e.
bind a variable in) different positions. On the other hand if is simpiy a
complementizer and therefore cannot move or bind a variable. In its
aforementioned behaviour (or better put,"”lack thereof), if is similar to other
compiementizer-like elements. Notice the lack of lower construals of
because and (causal) since (again, possible construals are indicated by

underlining):

23 Irenc Heim (p.c.) points out that this account does not exclude the possibility that there
is a null operator that is base-generated inside the clause and moves to the [SPEC,CP] to
the left of if from where it bind a "circumstance"” variable, using the terminology of G & L.
If such a null operator existed, it could be extractable from lower clauses giving lower
construals. There might be two possible ways to answer this. One might argue that such an
operaior can only bind a variable locally, i.e. only in the clause that immediately follows it.
The circumstance variable of the more decply embedded clauses would be bound by
something like existential closure (Heim (1982)). In effect then, this operator would be
compatible only with a clause introduced by if. Alternatively, one could argue that all null
operator chains have a positions to which Case is assigned. This position could be the foot
of the chain, as in rough-movement, or the head of the chain, as in the case of before and
after clauses. In the case of an IF-clause the rull operator chain could not be assigned Case
in any of itgositions and it is therefore ruled out. If this is correct, it would account for the
contrast in (i):

@) a. I'met him in the place (where) I met Mary
b. I met him *(wheze) I met Mary

In (ia) where does not have to appzar because the null operator is licensed through its
association with the Case-assigned the place. In (ib), however, the null operator has no
access to a Case-assigned position at all and can therefore not appear. Such an account
raises questions about the null counterpart of whether, as argued for by Larson (1985):
either it is not a null operator of the relevant kind, or the alternative account of footnote 19
should be chosen. '

The two possible replies to Heim's question have different ramifications. In the
first one, a null operator is permitted, but it can only bind a variable locally, explaining
thereby the absence of lower construals in conditional IF-clayses. Within the framework of
the second reply, no null operator is permitted at all.
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{69) I left because/since John wrote that Mary left24

So far I have followed Geis and Lycan in saying that if (and now
because and (causal) since) permit only the highest construal. But this
might, in fact, be misleading. Saying that these elements can be construed
only with the highest element implies that they bind a variable in the
highest clause and it is not clear that this is right. One important difference
between WH-words and because and since is not just the absence of lower

readings in the latter two cases, but also the following:

(70) a. Mary left when the bell rang
b. Mary saw John where Bill met Peter
(71) a. Mary left because the bell rang

b. Mary. will see John since Bill will see Peter

The WH-words of (70) connect two time/place variables; for example, in

(70a), the time of Mary's leaving is the time of the bell's ringing. Similarly

24 The word since should only be taken here in its causal meaning. In Chapter 2, I discuss
some differences between causal since and because. In its temporal reading since does
permit lower construals:

@) I'have been here since John gaid that Peter ¢laimed that Mary arrived

In its temporal reading it seems similar to the temporal prepositions before and after as in
the dlscugsion of Larson (1987). This is witnessed by the fact that as apreposition, since
has only its temporal reading. Sentence (ii) can only mean (iii), not (iv):

(ii)  John has been here since the flood
(gu) John has been here since the time the flood happened
(iv)  John has been here because of the flood
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in (70b), the place of Mary's seeing John is the place of Bill's meeting
Peter. On the other hand, in (71a) the reason for which Mary left is not the
reason for which the bell rang, and in (71b) the reason for which Mary will
see John is not the reaon for which Bill will Peter. This is a reflection of
because and since not binding any position at all inside the adjunct clauses
they introduce, that is, they are sentential functions (like the truth-
functional connectives) and not quantifiers. In other words, it is misleading
to say that because and since permit only the highest construal. The fact is
that they have no construal ai all, or put differently, the issue of construal
does not arise at all.

I have argued so far that the presence (or absence) of lower
construals is correlated, better yet, is the same as the presence (or absence)
of any construal at all. This makes the following prediction: if we find a
maximal projection (instead of ahead/complementizer) that talks about a
reason for the predicate of the matrix clause, we predict that lower
construals will be possible but also that the reason of the matrix predicate
will be identified with the reason of the clause in which the construal takes
place. This is borne out, (72) is multiply ambiguous and it says that

whatever caused my leaving also caused the underlined predicate:
(72) I left for the reason for which Bill said that Mary left

The relevant difference, then, between maximal projections and
sentential functions like because is not that the former permit lower
construals while the latter permit only the highest construal, but that the
former permit construals, ‘vhile the latter do not at all. This account makes

the correct prediction that a sentence like (73) is ambiguous:
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(73) I left for the reason that you left

On one reading that introduces a relative clause, whose relative clause
construes in the clause that follows and gives the reading "I left for the
same reason that you left". On the other reading that introduces a
complement clause and therefore does not permit any construal at all. On
this use of thai, sentence (73) means something like "I left because you
left" (and you may have had your own reasons for leaving, known or

unknown to me)23,

25 The word while also belongs to the paradgm discussed. It does not permit lower
construals, i.c. (i) cannot be interpreted along the lines of (ii):

(1)) I was laughing while you were telling me that Mary was sleeping
(i) Iwaslaughing while Mary was sleeping (as related by you)

In the present account this would mean that while is not a maximal projection but a
complementizer. Indeed, while does not introduce embedded questions, nor relative
clauses:

(ii)  *I don't know while to study
(iv)  *Idon't know while I should study
(v)  *Islept at the time/during the period while John was out

Moreover, while doesn't have an interrogative counterpart, nor can it be stranded in an
echo-question. All this doesn't prove anything; it merely is consistent with while being a
head and not a maximal projection, thereby predicting the lack of ambiguity in (i).
However, I do not think that the above give a full explanation of the behaviour of while.
First of all, it behaves differently from the other heads under discussion in that it does
permit a construal. Sentence (iv) says something about the period during which John was

sleeping:
(vi)  Iwas sleeping while John was sleeping

This means that the lack of ambiguity in (i) is not due to the absence of a construal of while
(as was the case of because, causal since and if), but due to a (genuine) highest construal
only. But the main reason for which I don't think we're dealing here with an idiosyncratic
behaviour of while, is that if we replace while with when in sentence (i), a lower construal
of when is very hard, if not impossible to get:

(vii) Iwas laughing when you were telling me that Mary was sleeping
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Finally, in order to ask this same question for if, let's consider (74):

(74) John will leave if Peter calls Mary

We have already seen that if behaves like _because and since in not
permitting lower construals. The question is whether it behaves like them
in having no construal at all, or whether it does permit a construal,
possibly due to the reason suggested in footnote 22. The answer depends
on what the right paraphrase of an IF-clause is and I think that the
intuitions here are not very clear. If the right paraphrase for sentence (74)
is that John will leave in any circumstance in which Peter calls Mary, then
the circumstances in which John will leave are a superset of the
circumstances in which Peter calls Mary and if has a construal. But if the
right paraphrase is that John will leave under the condition that Peter calls
Mary, then nothing is said about the conditions under which Peter will call

Mary. In this interpretation if has no construal at all. The question of

Seatence (vii) cannot be interpreted along the lines of "I was happy during Mary's sleep".
But this is obviously not due to an idiosyncratic behaviour of when, which as we've seen
readily permits lower construals. Moreover, as in (i) when does permit a construal inside
the embedded clause, i.c. it says something about the time during which you were talking
to me. Whiit I think we're dealing with here is an island for ex‘raction of when which is
due to the progressive. If we take the progressive out of (vii), when again permits lower
interpretations:

(viii) I was laughing when you told me that Mary was slecping

Ifthereissuchanislandeffect,dlenwccanatﬂlesamctimecxplainwhy there are no
lower construals, as well 25 why the highest construal is possible. This island effect may
not be restricted to the progressive as an inflectional form but generally associated with
durative events or states (of which the progressive is one manifestation). If this is correct,
then the behaviour of while may be due to the same phenomenon, since its meaning
(roughly "during") is particular to durative events or states. I will leave development of this
suggestion for some future occasion.
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which of these two paraphrases is correct I will leave for some future

occasion.
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CHAPTER 2

TYPES OF CONDITIONALS

2.0

In the previous chapter I described some syntactic characteristics of
conditional sentences. The ones that adhere to the pattern described there I
will refer to as "hypothetical" conditionals (HCs). In this chapter I will
describe two types of conditional constructions that show a different

syntactic behaviour.

2.1 The Relevance Conditional or Conditional Speech Act

The first such conditional is the one often referred to in the literature
as the "relevance conditional" (RC) or "conditional speech act". Some

examples of this are the following:

(1) a. If I may be honest, you're not looking good
b. If you want to know, 4 isn't a prime number
c. If you want to find Bill, he is usually in his office at this hour

d. If you're thirsty, there is a beer in the fridge
It is intuitively obvious that the IF-clauses in (1a-d) play a different role

from the HC IF-clauses. If the latter can be roughly be paraphrased
following Geis and Lycan (1990) (henceforth G & L) as "in any
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circumstance in which p, q", it is obvious that the RCs cannot be captured

that way. That is, (1b) cannot be paraphrased as (2a), nor (1d) as (2b):

(2) a. In any circumstance in which you want to know, 4 isn't a prime
number
b. In any circumstance in which you are thirsty, there is a beer in

the fridge

The IF-clauses in (1a-d) specify the circumstances in which the consequent
is relevant (in a vague sense, also subsuming circumstances of social
appropriateness), not the circumstances in which it is true. To the extent
that something like G & L's paraphrase is usable here, it would be along

the lines of (3a) and (3b):

(3) a. Inany circumstance in which you want to know, it is
relevant/appropriate to tell you that 4 isn't a prime number
b. In any circumstance in which you are thirsty, it is

relevant/appropriate to tell you that there is a beer in the fridge

As van der Auwera (1986) puts it, the IF-clause contains a sufficient
condition for a speech act containing the main clause. Or, we can say that
the RC IF-clause contains a felicity condition for the use of the consequent
as a speech act.

The above paraphrase of the RC is reminiscent of the "Performative
Hypothesis" (PH) of Ross (1970) and Sadock (1974). Without going into
tl'le different versions of the PH or its advantages and disadvantages (see

Levinson (1983) for an overview), I will briefly outline the basic idea
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behind it and its relevance to the RC. According to the PH, every sentence
is embedded under a performative predicate (the "performative prefix")
which is roughly of the form "I tell you that". So for example a sentence
like it is raining would be basically of the form ] tell you that it is raining.
While the PH was proposed within the context of a debate about speech
acts, there were also syntactic arguments that were used in its favour. For
example, the performative prefix was said to provide antecedents for first

and second person anaphors, as in (4a):

(4) a. (Itell you that) "people like myself/yourself/ourselves are hard
to find"

b. (I tell you that) *"people like himself are hard to find"

In (4b), on the other hand, the anaphor "himself" is not licensed because
the performative prefix does not contain a third person antecedent for it; it
contains only the speaker and hearer of the performative clause.

Another argument that was proposed in favour of the PH was the
presence of adverbial clauses that appeared to be modifying the
performative clause, such as frankly in (5a) and becausc I have to be home
by cight in (5b):

(5) a. Frankly, you look horrible

b. How late is it, because I have to be home by eight?

By now it should be apparent why and how we can expand the idea behind
the PH to RCs. The RC IF-clause would be the protasis not of the

phonologically overt consequent clause, but of the performative prefix. In
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other words, the real consequent of a2 sentence like (1b) is not the one

shown there but the one in (6):
(6) If you want to know, I tell you that 4 isn't a prime number

Within this way of presenting the issue, the RC-IF clause is outside the
assertion, the latter being only the sentence embedded under the
performative prefix. This leads us to another intuitive difference between
the RC and the HC.

An important difference between the HC and the RC, and as just
mentioned, one that is consistent with the above considerations, is that in
the HC both its IF-clause and its consequent are part of the assertion, but
in the case of the RC only the consequent is the assertion. That the RC IF-
clause is not part of the assertion is confirmed by the fact that it cannot be
negated. That is, denial of the truth of an HC (as in (7)) can be continued

as in (7B), but denial of the truth of an RC cannot:

(7) A:If it rains Peter takes his dog out

B: That's not true, he takes his dog out if it's sunny

(8) A:If I may be honest you're looking awful

B: That's not true #I look awful if you may be deceitful
Another way to show that the RC IF-clause is not part of the assertion

is to contrast what speaker B commits himself to by agreeing with A in (9)

to what he commits himself to in (10):
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(9) A: Ifitrains, Peter takes his dog out
B: 1Iagree

(10) A: If I may be honest, John is not looking good
B: 1agree

It is obvious that in (9) B agrees with A'that Peter takes his dog out if it
rains, while in (10) B agrees that John is not looking gecod.

There are many syntactic differences between the RC and the HC.
First of all, unlike the HC, which can contain conditional then, the RC

cannot:

(11) If it rains then Peter takes his dog out
(12) a. #If I may be honest then you're not looking good

b. #If you want to know then 4 isn't a prime number

Sometimes it is possible to force an interpretation on an RC which
contains then , but as is obvious in (13), it loses the RC interpretation and

are understood as HCs:
(13) If you're thirsty then there is a beer in the fridge

If an interpretation is forced on (13) it is understood that there is a
connection between my thirst and the appearance (as if by magic) of a beer
in the fridge. This is an HC interpretation. Obviously, such an
interpretation cannot be forced on (12b). In Chapter 4 I will propose an

account of the distribution of then that explains this contrast.
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A second difference between the RC and the HC shows up in
languages with productive V2, like Dutch. In Dutch the HC IF-clause
behaves as the first element in a V2 construction, forcing the verb to

immediately follow it:
(14) a. Als Jan weggaat ga ik ook weg
if John away goes go I also away
'If John goes away I will go away too'
b. *Als Jan weggaat ik ga ook weg
But a sentence-initial RC IF-clause does not have this effect:
(15) a. Als je het wil weten 4 is geen priem getal
if you it want know 4 is no prime number
'If you want to know 4 is not a prime numer’
b. *Als je het wil weten is 4 geen priem getal
As before, if V2 is forced on a RC, it is interpreted as an HC:
(16) Als je honger hebt is er een boterham op de tafel
if you hunger have is there a sandwich on the table

"If you're hungry there is a sandwich on the table'

(16) is understood along the lines of (13), i.e. with an HC interpretation,

however odd. Of course such a reading cannot be forced on (15b).
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Since the IF-clause of the RC is related to the rest of the sentence as a

speech act, it is not surprising that it cannot embed, except under speech
act verbs:

(17) a.

John said that if you're thirsty there is a beer in the fridge
b.

*John believes that if you're thirsty there is a beer in the fridge

For the same reason, it is not surprising that the RC IF-clause must

attach to the IP/CP (not the i-bar or VP), even when it is sentence-finall.

We can see this, first of all from the fact that Binding Condition C seems
not to be operative:

(18) a.(?)He; knows where to find me if Bill; wants to talk to me

b.Mary and Bill will become rich if each other's photographs are
published

c.Mary and Bill will become rich if stories about themselves are
published

d.*Mary and Bi!! will know where to find me if each other's friends
want to talk to me

¢. *Mary and Bill will know where to find me if stories about
themselves are told

question as well as an exclamation:

()  IfImay be so blunt as to ask, where were you last night?
(i) If I may say so, what a fool you've been!

I say "IP/CP" because, like the HC IF-clause, the RC IF-clause can precede a
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From (18a) we can see that the matrix subject does not c-command the IF-
clause, otherwise the senience would be a Binding Condition C violation2.
This means that the RC IF-clause may attach higher than the HC IF-clause.
However, (18a) doesn't show that it musr attach higher. This is shown by
the contrast between (18b,c) and (18d,e). (18b,c) show that an anaphor or
a reciprocal inside the HC IF-clause can be bound by the matrix subject,
confirming the pozitior that the latter c-commands the sentence HC IF-
clause. The unacceptability of (18d,e) makes its clear that this is not the
case for anaphors contained inside the RC IF-clause, showing that the RC
IF-clause cannot attach lower than the matrix IP/CP.

Second, not orly can the RC not be fronted by VP-fronting (as in
(19a)), it cannot be stranded by it either (19b), confirming the hypothesis

that the RC IF-clause can never appear inside the sentence3:

(19) a. *look sick if I may say so though John does, he is still one
of the handsomest guys in the department
b. *look sick though John does if I may say so, he is still one

of the handsomest guys in the department

Summarizing this section, I Lave briefly described one type of

conditional which does not adhere to the syntactic behaviour described in

2 The "(?)" is to indicate that this sentence, although nct a condition C vielation, is
somewhat degraded for some speakers. I think that this slight degradation might te due to
some "“closeness" effect, observed in all cases of backward anaphora.

3 The IF-clauses in (19) improve if the sentences are read as parentheticals. That RC IF-
clauses can be incorporated into the sentence only as parenthetica! is consistent with their
status as modifiers of the pe-formative prefix. Elements modifying the performative prefix,
li)i((g fmnld)x in the main text, belong to *he class of pareatheticals (although they do 1ot
exhaust it).
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Chapter 1. The RC IF-clause specifies some circumstance under which the
consequent is relevant or appropriatc as a speech act; it is not part of the
assertion and therefore does not affect the truth-conditions of the sentence

as a whole.

2.2 The Factual Conditional

2.2.1 A first description
In this section I will describe another type of conditional that behaves
differently from the HC. This is the conditional that appears in a

conversation like the following:

(20) A: Bill is very unhappy here
B: If he is so unhappy he should leave

It might appear at first sight that what is going on in (20B) is that B
accepts the truth of what A just told him. But when we consider sentences
like (21) and (22), we see that this characterization is too strong. The
acceptance by the speaker can be just for the sake of argument, as in (21),
or only as a form of irony, as in (22), where it is conveyed that speaker B

seriously doubts that Joe is smart:
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(21) A: This book that I’m reading is really stupid
B: I haven’t read it, but if it’s so stupid you shouldn’t bother

with it

(22) A: My friend Joe, whom yox haven’t met, is very smart

B: Oh yeah? If he’s so smart why isn’t he rich?

What intuitively seems to be the difference between an HC and the
conditionals presently under consideration, is that only the latter carry the
presupposition that somebody believes the content of the IF-clause to be
true. For this reason, I will be referring to them as "factual conditionals"
(FCs)4. One could say that the relevant characteristic is that the content of
the FC IF-clause is presupposed to be at issue in the discourse, resembling
thereby the "response-stance” predicates of Cattell (1976). This is reflected
in the fact that FC IF-clauses are understood as "if it is true that ...". For
example, (20B) is understood to mean "If it is true that he is unhappy, he
should leave” and (22B) "If it is true that he is so smart, why isn't rich?"
In other words, the FC IF-clause does not merely specify the circumstances
in which the consequent is true, but assumes that the circumstances under
which the consequent is true are the actual ones for some person. That
unlike the HC, the FC does not specify the circumstances in which the
consequent is true can also be shown in the following dialogues, taken

from Haegeman and Wekker (1984):

4 Although the examples that I've shown are all dialogue fragments, FCs are not
restricted to such environments. The principal diagnostic of the FC is that it's IF-clause be
considered by somebody as true. This is most easily shown in the context of a
conversation. However, any context in which the IF-clause can be interpreted as accepted
as true by somebody is thereby a context in which the FC can appear.
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(23) A: If you like her so much, you should invite her to tea
B: When/Under what conditions should I invite her?

A: *If you like her so much

(24) A: TI'll invite her to tea if I see her again
B: Under what conditions/When will you invite her?

A: If I see her again

In other words, (20B) is not paraphrasable as (25), where it isn't
acknowledged that somebody holds the circumstances in the IF-clause to be

the actual ones, but as (26), where it is:

(25) In any circumstance in which Bill is so unhappy, Bill should leave

(26) In these circumstances, in which according to somebody's belief Bill
is so unhappy, the belief that Bill is unhappy implies (the belief) that
Bill should leave

I mentioned before that the characteristic of the FC IF-clause is that
somebody must believe its content to be true. This somebody can be the

hearer, but it doesn't have to be. Instead of (21), we can have 27):

(27) A:T1 haven't read this book but John is reading it now and he says
that it is really stupid
B: I haven't read it either, but if it's so stupid he shouldn't bother

with it



In (27) the believer of the IF-clause is not the hearer nor the speaker, but
John.

So far we' ve seen that the person who holds the content of the FC IF-
clause to be true can be, but doesn't have to be, the hearer. We will now
see that it cannot be the speaker. At first sight, it might appear that the FC
IF-clause can be paraphrased with since, so that instead of (20B) we would

be abie to have:

(28) B: Since Bill is so unhappy he should leave

However, the difference between the FC and a clause introduced by since is

that the FC cannot be used if the speaker has direct knowledge of its

content:

(29) A (looking out of the window): It’s raining

B: If it’s raining we shduldn’t £0 out

but not:
B (looking out of the window): since/*if it’s raining we
shouldn’t go out

(from Akatsuka ( 1986))

This knowledge does not have to have been obtained by perception, as in
the above example. Similarly, I cannoy say (30); nor on my 21st birthday

(31):
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(30) # I will invite her if I like her so much

(31) #If I am 21 years old I can do whatever I want.

In both (30) and (31) I would have to use gince instead. This means that
the believer of the FC IF-clause cannot be the speaker; at most, the speaker
might be willing to not contradict it, as in (20) and (21). Although s/he can
do so with irony, as in (22), showing that the acceptance is not realS.

On the other hand, for since to be used, the content of the clause it
introduces must be believed to be true by the speaker, not just by the hearer
or a third party. In (20) and (21) since can replace if but then the
understanding is that the speaker is willing to consider Bill's unhappiness
or the stupidity of the book under consideration as stupid as part of his/her
own beliefs. And as we saw in (29)-(31), if cannot replace gince if it's
obvicus that the speaker has a direct way of knowing the content of the IF-
clause to be true. Similarly, gince cannot replace if in (22) where it's
obvious (aibeit through irony) that the speaker does not hold the content of

the IF-clause to be part of his/her beliefs®6.

S The position that the speaker cannot be the one who holds the content of the IF-clause to
be true is also confirmed in the following minimal pair, due to David Pesetsky:

(@  a. #IfIfeel so sick, why am I leaving the hospital?
b. If Iam so sick, why am I leaving the hospital?

In (ib) the person whose belief is the content of the IF-clause can be a doctor. The sentence
is therefore fine as an FC. In (ia) on the other hand, the believer cannot but be the speaker
him/herself, thereby making its use unfelicitous or unacceptable. One can force (ia) to be
interpreted as an FC, but at most in response to something like i i

6 Schematically speaking, there appear to be different "degrees of acceptance"” corrclated
with different types of adjuncts. For (ia) to be used, it is presupposed that the speaker
believes that the IF-clause is true. For (ib) to be used as FC, it is presupposed that someone
other than the speaker believes that the IF-clause is true. For (ic) to be used as an HC,
nothing is presupposed with respect to who, if anybody, believes that asbestos makes John
sick. Finally, for /d) to be used, it is presupposed that the speaker believes that the IF-
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2.2.2 FCyvs. RC

The FC and the RC have in common that neither of them specifies the
circumstances in which the consequent is true. However, there are quite a
few differences between the FC and the RC as well. There is, in other
words, a three-way distinction between the FC, the RC and .thc HC.

The first difference between the FC and the RC is a difference in
meaning, and it’s an obvious one. The FC IF-clause can at most be
understood as giving some reason for the content of the assertion. This is
different from the RC IF-clause which does not give a reason for the
content of the consequent, but some appropriateness condition for the
consequent as a speech act. As we’ve already seen, the RC IF-clause
specifies the circumstances in which the consequent is felicitous as a
speech act.

Another difference between the FC and the RC is that the former

can take conditional then . Compare (12a-b) to (32):

(32) A: Bill is very unhappy here
B: If Bill is so unhappy then he should leave

clause is false (although see Stalnaker (1975) and Karttunen and Peters (1979) for
examples that show that a counterfactual can be used if somebody other than the speaker
holds the IF-clause to be false):

()  a. Since asbestos makes John sick, he will stop working in this building

b. If asbestos makes John sick, he will stop working in this building
(as an FC, e.g. in response to "Asbestos makes John sick")

c. If asbestos makes John sick, he will leave the building
d. If asbestos made John sick, he would leave the building.
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Also, the FC IF-clause behaves as the first element in a V2
construction, forcing the verb to immediately follow it. Again, contrast

(15b) with (33a), and (15a) with (33b):

(33)a. Als je zo ongelzkkig bent moet je weggaan
‘if you so unhappy are must §ou leave

‘If you’re so unhappy you should leave’
b. *Als je zo ongelukkig je moet weggaan

The IF-clauses of ncither the RC nor the FC are preposable with VP

fronting; (34) is as unacceptable as (19a):

(34) * leave this place if he is so unhappy though he should, he can still

stay in touch with Mary

But unlike in the case of the RC, the FC can be stranded by VP fronting.

Compare the unacceptable (19b) above with (35):

(35) leave this place though he should, if he’s so unhappy, he can still

stay in touch with Mary by correspondance

This is consistent with the idea that the IF-clause of the RC, unlike that of
the FC, relates to the rest of the sentence as to a speech act and cannot

appear inside it. This is also shown by the fact that an FC, unlike an RC,



can be embedded under non-speech act verbs. Compare the degraded (17b)

with the acceptable (36):

(36) I believe that if Bill is so unhappy he should leave

In the previous section I mentioned that the role of the RC IF-clauses
being about the speech act, makes it unsurprising that it is attached at the
highest level of the sentence, even when it is in sentence-final position.
This would follow if anything like the Performative Hypothesis is correct,
since the clause that the RC IF-clause is the actual protasis of would be the
highest one, i.e. the embedding performative prefix. This was witnessed by
the lack of Binding Condition C effects (as in (19)). On the other hand, the

sentence-final FC IF-clause does show Binding Condition C effecis:

(37) *Hej should leave if Billj is so unhappy

The unacceptability of (37) and (34) in combination with the
acceptability of (35) point towards the I-bar as the adjunction site of the
sentence-final FC IF-clause. Following tests discussed in Chapter 1, one
predicts that if the FC IF-clause is adjoined above the VP at the I-bar, it
should always be interpreted outside the scope of negation, never inside it.

This is borne out:

(38) You shouldn’t remain quiet if you’re so unhappy

Sentence (38) does not mean "you should remain quiet but not if you're

unhappy”. The interpretation of (38) clearly does not have the IF-clause
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inside the scope of negation. Although the lack of ambiguity of (38) is
consistent with everything so far argued for, I will suggest in a later
section that it reflects a more important characteristic than attachment
height.

So far then, it seems that we have three different attachment sites for

sentence-final IF-clauses:

39) IP/CP
IP/CP C
l-lbar
I-bm HC
ve

/
VP HC

It is predicted, in other words, that when several IF-clauses appear in
sentence-final position, they can only appear in the order HC-FC-RC. This

is, in fact, the case:

(40) FC-RC, *RC-FC:
a. You should leave if you’re so unhappy if I may say so

b. *You should leave if I may say so if you’re so unhappy

(41) HC-FC, *FC-HC
a. You should invite her to tea if you see her again if you like her so

much



b. ? You should invite her to tea if you like her so much if you
see her again

(from Haegeman and Wekker (1984), the judgment is

also theirs; for the native speakers that I've asked

(41b) is quite worse than a question mark?’)

(42) HC-RC, *RC-HC
a. Peter takes his dog out if it rains if you want to know

b. * Peter takes his dog out if you want to know if it rains

(43) HC-FC-RC
You should invite her to tea if you see her again if you like her

so much if I may say so

The pattern in (40)-(43) is predicted by (39). How sver, when the IF-
clauses are sentence-initial their relative structural heights are the same (the
linear order is, of course, the mirror image of the corresponding one in

sentence-final position):

(44) *FC-RC, RC-FC:
a. if I may say so if you're so unhappy you should leave

b. *if you’re so unhappy if I may say so you should leave

7 1t’s possible that this weaker judgment is due to the fact that both the HC and the FC can
be attached to the I-bar. As a result, this sentence would not violate the absolute adjunction
sites, but only the prescribed relative order between the HC and the FC, also operative in
sentence-initial position as we shall see shortly.
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(45) *HC-FC, FC-HC
a. if you like her so much if you see her again you should invite
her to tea

b. *If you see her again if you like her so much you should invite

her to tea

(46) *HC-RC, RC-HC
a. If you want to know if it rains Peter takes his dog out

b. * If it rains if you want to know Peter takes his dog out

(47) RC-FC-HC
If I may say so if you like her so much (then) if you see her again

you should invite her to tea

Although they can appear only in the above orders, I have no reason to
believe that in a sentence-initial position the different types of IF-clauses
are adjoined to different positions. As far as I can tell, they are all attached
to the IP (or CP). This means that a specific meaning for an IF-clause is
associated with a specific attachment height of that IF-clause8. In sentence-
final position this holds in absolute terms in the sense that there are
different adjunction sites. In sentence-initial position this holds in relative
terms in the sense that the different types of IF-clauses can appear only in a

specific order with respect to each other. And as we have seen, the

BI'llleaveopc:nthequcsnonofthednecuonofthc:causalrelmlon (if there is one), i.e. the
question of whether a different attachment height dictates a different meaning, or vice
versa.
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senience-initial order reflects (in height, not in linear order) the order in

the sentence-final position9.

2.2.3 FC versus HC

The discussion of the FC has so far yielded the adjunction site of its
IF-clause when the latter is sentence-findl, as well as the fact there is an
associated presupposition that its content is held by somebody to be true. I
have also mentioned that unlike the HC, the FC IF-clause does not specify
the circumstances in which the consequent is true, but assumes that for
somebody, the content of the IF-clause describes the actual circumstances.
In this section I will deal with differences between the FC and the HC that
result exactly from this difference. Recall that while an HC is

paraphrasable as in (48), an FC is as in (49):

(48) In any circumstance ia which Bill is so unhappy, Bill should leave
(49) In these circumstances, in which according to somebody's belief Bill

is so unhappy, Bill should leave

We see that the HC IF-clause paraphrases as a restrictive relative clause,

the FC IF-clause paraphrases as a non-restrictive/appositive relative.

3 According to David Pesetsky (p.c.) this is reminiscent of the order of WH-elements in
Polish. In this language multiple WH-words are permitted in sentence-initial position, but
their relative order is the same as when they are in situ.



We will see, in fact, that many of the differences between an HC and an FC
replicate the differences between restricting and non-restricting {appositive)
relative clauses.

According to Emonds (1979) and references cited there, the following
are points at which restrictive relative clauses differ from appositives. The
replication of these differences should be seen &s a metaphor, since (both
kinds of) relatives clauses are very different syntactically from (both kinds

of) conditionals.

(50) The appositive clause is presupposed. The restrictive relative denotes

a property and is therefore neither asserted nor presupposed.

The second clause of (50} kolds for HCs versus FCs, since, as we have
already seen the IF-clause of the HC, but not of the FC, specifies which
conditions the consequent can be predicated of, or is true in. We have also
scen that the first clause of (50) describes the difference between the FC
and the HC IF-clause. That is, it holds to the extent that it holds of
appositive relative clauses. There are several notions of presupposition in
the literature and although it is said by Emonds and others (Karttunen
(n.d.), Levinson (1983)) that the truth of appositives is presupposed, it is
hard to make this precise. One intuitive notion that is often applied, is that
the content of the appositive is known by the hearer. But the use of "by the
way" in (51) indicates exactly that the truth of the appositive is not
presupposed by the hearer, rather is intended as a parenthetical information

bit:

(51) Iinvited John, who by the way is my favourite cousin
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It seems, then, that counting the noticn of presupposition with respect to
the hearer's prior kncwied e does not define appositives as presupposed.
On the other hand, if we were t> define presupposition as being known by
the speaker, we wouldn't be accomplishing much, as this would describe
any assertion made. Recall that there was a not gitogether different
problem with the FC IF-clause. It wasn't clear by whom and to what exient
the FC IF-clause was presupposed, although it was clear that somzbody
other than the speaker must hoid it to be true.

There is, howzver, another test for presuppositional status and
probably the most widely used one. This is constancy under negation, and
with this test, appositive relatives do, in fact, come out as being
presupposed. Both (51) abovc and its negation, (52), entail that John is my

favourite cousin:
(52) I didn't invite John, whe is my favourite cousin

The same point holds for the FC IF-clause. We have seen that the latter is
always understood as having scope over negation, as was discussed in

relation to the unambiguous (38), repeated below:
(38) Yov shouldn't remain quiet if you're so unhappy

Earlier, it was pointed out that the lack of ambiguity of (37) is consistent
with the arguments that show that the FC IF-clause is attached above
negation. However, if negative predicates like the ones in (51) are used,

the sentence is still unambiguous:
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(53) I disagree/It's not the case that he should remain quiet if he is so
miserablz:
I disagree/It's not the case that if he is so miserable he should remain
quiet
a. If he is so miserable he sheuld fight back.

b. # He should remain quiet if he is happy .

As is obvious from the contrast in (53), even if negation is given widest
scope, the reading where the IF-clause is understood as being negated is
still missing. So both (38) and (53) can be taken to show that the FC IF-
clause remains unaffected by negation. In other words, it isn't clear what
the correct notion of presupposition is that would make (50) meaningful.
However, if the relevant test is constancy under negation, then the FC IF-
clause comes out as presupposed. Irene Heim (p.c.) pointed out that the
fact that an FC IF-clause is not affected by matrix negation may be one
more instance of the more case of it not being able to associate with focus.
The present cases under discussion would be association with negation, but
the same holds for association with elements like gnly. The following
sentence is ungrammatical as an FC, that is if somebody believes p, (54a)

cannot be interpreted as (54b) (underlining indicates association with only):

(54) a. *She only should leave if she is so unhappy

b. Vp [[p # she is unhappy] = ~[she should leave if p]]
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Some more differences between appositives and restrictives,

according to Emonds (1979) are the following:

(55) Unlike the restrictive relative, the appositive must be surrounded by

intonational breaks (indicated by underlining)10:

a. John, who is my favourite cousin, is sick with the flu
b. *The man who is my favourite cousin is sick with the fiu

c. You should leave, if you’re so uphappy
d. *Peter takes the dog out if it rains

(56) The appositive must follow the restrictive clause

a. *The children, who were charming, that you brought home got sick

b. The children that you brought, who were charming, got sick

We have already seen in (41) and (45) above tha* (56) holds for the FC and
the HC.

10 From now on I will adhere to the convention of putting an appositive clause between
commas. This notation should be kept in mind especially in the cases where the head NP is
a definite Nglike the man, which can be modified by an appositive as well as by a
restrictive clause.
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(57) Restrictives but not appositives can move away from the element they

modify!!:

a. Some men appeared at the door that Mary had been insulting
b. *John and Bill appeared at the door, who Mary had been

insulting

c. It is if I drink too much wine that I get dizzy
d. *It is if you like her so much that you should invite her

(from Haegeman and Wekker (1984))
(on the lower construal for the IF-clause:)
e. If it rains Mary thinks that Peter takes the dog out
f. *If he’s so unhappy Mary thinks that he should leave
(58) No binding phenomena into appositives.
a. Every boy1 saw the teacher who hit him] walk away

b. *Every boy1 saw John, who hit himj, walk away

c. Every boyj yells at Bill if he} is hungry
d. *Every boy] should leave if he] is so unhappy

11 Again, it is not intended that the movement away from the element they modify is necessarily of
the same type. For example, extraposition is involved in (57a,b) and topicalization in (57e¢,f), and
maybe an operator in (57c,d).
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The question arises as to whether the pattern shown by (50)-(58) is
merely the result of the comparative height of attachment of the IF-clause,
as represented in (39), or refiects a larger scale difference between
restrictive and non-restrictive modification, the difference in attachment
sites being one of many side-e¢ffects. According to Emonds (1979),
Stuurman (1983), Safir (1986) and others, the answer to this question
(with respect to relative clauses) is that the differences between restrictives
and appositives can be accounted for if an appositive is a complete whole
by itself in the semantic sense, i.e. a proposition with a truth-value, which
is independent from that of the matrix clause. In turn, the matrix sentence
containing an appositive is a complete proposition without the appositive,
while a sentence containing a restrictive relative is not a proposition
without it. This intuition is what underlies the thesis that appositives are
main clauses that get grafted into the sentence at some late point. In effect,
the appositive enters the sentence too late to interact with it syntactically.

I think that this roughly characterizes the difference between FCs and
HCs as well. The pattern in (50) can be attributed to attachment height,as
represented in (39). But the ungrammaticality of (37) (repeated below)
shows that (58d) cannot be attributed to height of attachment, since the

matrix subject c-commands the sentence-final IF-clause:
(37) *He; should leave, if Bill; is so unhappy

Also, if height of attachment were the only difference between FCs and
HCs, there shouldn’t be any difference in the licensing of parasitic gaps.

But this is nct so; parasitics gaps are possible in HCs but not in FCs:
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(59) a. Who should she invite if she sees again?

b. *Who should she invite if she likes so much?12

c. Bill, who she should invite if she sees again, ..

d. *Bill, who she should invite if she likes so much, ...

The point is that the anti-c-command requirement between the parasitic gap
and the licensing variable is satisfied in a sentence like (59b), no matter
what the attachment height of the IF-clause is. So the contrast in (59
cannot be attributed to the difference in adjunction height. On the other
hand, if we extcnd the general spirit of Emonds (1979) for relative clauses
to conditionals, we can account for (48)-(58), as well as for (59). Since the
appositive (relative clause or IF-clause) starts out as an independent
sentence, it cannot have any grammatical dependencies that are satisfied
outside it. In other words, the appositive cannot contain any variabie,

trace, anaphor etc whose antecedent is not contained in the appositive

itself 13,

12 Sentence (59b) is also degraded with a pronoun instead of the parasitic gap:
() *Whoj should she invite if she likes him; so much

This is due to an effect already described, nanely the impossibility of bound
variables inside the FC IF-clause.

13 This does not, however, account for the fact that appositives are attached higher than
restrictive modifiers. We’ve already seen that ihis is the case for conditionals and relative
clauses (and the same holds for adjectives: in prenominal position an appositive adjective
must precede a restrictive adjective).

Whatever the exact answer to this is, it is the nature of appositives to talk about fully
described referents and there are several metaphors that describe this situation. For example
one could say that the appositive can never be lower than the restrictive because for the
latter to be reached compositionally, so to speak (i.e. cyclically, bottom-up), the former
would have to be included forcibly. In other words, if (ia) rather than (ib) were the case,
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We saw in (37) above that Binding Condition C is operative in an FC.

It also is in an appositive relative clause:

(60) *Billj/*he) told Sue, who had met Bill | in May, that John is stupid!4

There are in principle two possible explanations for this. One might say
that Binding Condition C does not regulate a grammatical dependency, but

is a prohibitive condition, which should apply at all levels. In fact, one

i NP b. NP
@) a. AN P
NP  RESTR. Nr APP.
) N)
/L\ . / \
’ APP, . N’ RESTR.

then in order for RESTR to be calculated in determining the reference of the NP, one would
be forced to calculate APP in as well, since general principles of compositionality would
not permit ignoring it. Another way to think about this is that if the appositive is grafted
into the sentence at some late stage, it would not be able to enter a closed argument like the
NP, which would include everything that determines its reference (i.e. restrictive
modifiers). In other words, there is a certain domain in which everything is included in
calculating the smeantic vaue of a constituent, eg an NP, and the appositive cannot enter it.
Or conversely, if a modifier is not inside that domain, it is not calculated into the semantic
value, i.e. it is understood as an appositive.

As I said, these are just metaphors, and even as such they are incomplete, given that
one might argue that they determine the relative order of modifiers, not absolute adjunction
sites. To argue for the latter, one would have to say that an appositive relative, for example,
must always be higher than the NP it modifies so that it is not calculated into its reference.
Although this excludes all points below a certain height, it does not dictate any particular
one above it, i.e. it doesn’t say why the appositive should te adjoined to the NP rather than
at any point higher. The answer to this in turn might be that if it were higher, it would
interfere with compositionality at another point in the tree. These twe prohibitions (one
against containment inside the NP and one against adjunction above it) might conspire to
dictate adjunction at the NP level as the only possible one.

If we have a better understanding of the principles that regulate the position of
appositive and restrictive modifiers with respect to the element they modify, we will have a
better understanding of the position and nature of the element that IF-clauses are restrictive
or appositive modifiers of.

14 As with other similar scntences, the sentence improves if there is a discourse antecedent for the
pronoun.
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could follow the spirit of Safir (1986) and try to argue that Binding
Condition C holds at a level after the appositive is attached to the main
sentence. Safir argues that certain relations (like the one in bound variable
anaphora) should be established by LF and also that there is a level LF’,
after LF, at which the appositive relative enters the main sentence.

Within Safir's framework one could make a case for Binding
Condition C holding at LF'. Take a sentence like (61a) on the reading
where John, he and who are understood as referring to the same person.
Following the mechanisms that Safir proposes, one could say (61a) would

be indexed as in (61b) at LF, and as in (61c) at LF':

(61) a. *John, who he washes, is sick
b. LF: Johnj, whoz he; washes ECj, is sick

c. LF': John;, whoj; he; washes ECy, is sick

Safir argues that at LF, the pronoun contained in the appositive relative
clause can be coindexed with the relative head, but the relative operator
isn't coindexed with it because the appositive hasn't yet attached to the
senience. At LF', however, reindexing takes place and the relative operator
must be coindexed witfl the relative head. Looking at the LF representation
in (61b), we see that there is no Binding theory violation. But at the LF'
representation (6ic), Binding Condition C is violated, since the
variable/EC, which is subject to Binding Condition C, is illicitly bound by
he in the domain of its operator who. Within an account such as Safir's
then, it is possible to account for the ungrammaticality of (60) and (37)
without abandoning the position that grammatical dependencies are

impossible in the same environment. This conflict is resolved if one
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adheres to the position that grammatical dependencies must be established
by LF, while Binding Condition C is still operative at LF' after the
appositive has attached to the main sentence.

The second way to account for (60) and (37) is to attribute their
ungrammaticality not to an intrasentential factor, like Binding Condition C,
but to whatever rules out (62), adapted from Lasnik (1986), although the

judgment of a '?' is too weak for the native speakers I asked15:
(62) ?Hej1/?John; walked in. Then Johnj sat down.

It is possible to distinguish between this and Safir's account for the
behaviour of R-expressions inside appositives by looking at epithets.
According to Lasnik (1986), epithets, which .are also subject to Binding

Condition C, are better than nanies in such environments:
(63) John walked in. Then the idiot sat down.

According to Lasnik, the contrast beiween (62) and (63) is due to the partly
pronominal status of epithets. Now let us consider what happens when we
replace the names ir the examples we have used with epithets. Like proper

names, epithets arc not permitted in restrictive modifiers:

(64)* Bill; told the man that had hit the poor slobj on Tuesday that Mary

wanted her money back

15 Lasnik (1986) attributes the status of (62) to a Binding Condition C violation, but I will use this
term to refer to the definition of Chomsky (1981), where the domain of this Condidon is the
sentence.
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(65)*Peter; yells at Bill if the poor slob; is hungry
But they are permitted in appositives:

(66) Bill; told John, who had hit the poor slob; on Tuesday, that Mary
wanted her money back

(67) Peter; should leave, if the poor slob) is really so unhappy (as an FC)

Clearly, (66) is better than (60) ard (67) better than (37). This contrast
might give some advantage to the account that attributes the
ungrammaticality of (60) and (37) to whatever rules out (62) over an
account like Safir's. Whatcvcr rae exact ramifications of the two accounts,
however, it is possible to maintain the position that there zan be no
grammatical dependencies inside appositive relatives and FCs, without
considering the presence of Binding Condition C effects as a
counterexample!6,

Finally, it is worth pointing out that the fact that the contrast betweeu
(62) and (63) is replicated by the contrast between (66) and (67) is
consistent with the position that appositives relate to the main sentence as

an independent sentence themselves.

16 If we substitute pronouns for the subjects in (66) and (67), the sentences are bad once
again:

g) ’;‘(He 1 told John, who had hit the poor slob; on Tuesday that Mary wanted her money
ac .
(ii) *He) should leave, if the poor slob; is so unhappy

But if we give a discourse antecedent to the pronouns, the sentences become good again, showing

that the ungrammaticality of (i) and (ii) is due to the pronoun trying to get the epithet as an
antecedent.
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2.2.4 BECAUSE- and SINCE-clauses

In Chapter 1 there was a brief reference to causal gince. This word is
largely treated as synonymous with because. In other words, (68a) is

supposed to mean the same as (68b):

(68) a. I visited John because he is in bed with the flu

b. I visited John since he is in bed with the flu

We will see, however, that clauses introduced by because and since!7
behave differently syntactically. Their differences are similar to those
between an FC (and an appositive relative) and an HC (and restrictive
relative) in that a SINCE-clause, unlike a BECAUSE clause is opaque to
syntactic operations. Another difference that we will see exists between a
SINCE-clause and a BECAUSE-clause is that the SINCE-clause behaves
like and is interpreted as presupposed material. We saw thai there was a
similar difference between the FC IF-clause and the HC IF-clause. But as
we have also seen, a SINCE-clause is understood as being beliecved by the
speaker, while this is not possible for the content of the FC IF-clause,
which must be believed by the hearer or a third party. In other words, it is
not appropriate to say that koth a SINCE-clause and an FC IF-clause are
presupposed, without qualifying it further. One could respond to this by

arguing that presupposition is an indexical notion and that all that is

17 Clauses introduced by given that and gs behave like clauses introduced by since in the relevant
respects.
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necessary is that a clause be presupposed by somebody, to behave like an
opague domain syntactically. Such a response would choose that notion of
presupposition in which the presupposed material behaves as background
information to the maiﬁ assertion!8. This would also capture the intuition
that a presupposed clause is an assertion made on the side, as was
discussed in a previous section. Since a presupposed clause is the object of
somebody's belief, it must be a proposition and not an open sentence. This
would explain why a presupposed clause is opaque syntactically: if it had
any external dependencies it would not be a proposition in itself. It also
explains why the object of whose belief they are (speaker, hearer or third
party) is not directly relevant. All that is relevant is that in order to be the
object of somebody’s belief they have to satisfy the requirement of being a
complete proposition in themselves. This line of reasoning can also explain
why presupposed material remains constant under negation. Since it is not
part of the main assertion. the presupposed clause will not be affected by
the negation contained in it. This is expected since these clauses are
independent propositions whose truth-value is not dependent on the matrix
clause (which in turn is also not dependent upon them for its truth-value).
Moreoever, being affected by matrix negation would amount .0 breaking the
syntactic barrier that separat=s the appositive from the main clause.

In the previous section I mentioned the suggestion of Emonds (1979)
and others that an appositive staits out as an independent sentence that

attaches to the main sentence too late to have any grainmatical dependencies

18 In this way, we can see why an appositive "feels like” presupposed material. From the fact that
the speaker uses the appositive as background information the hearer can infer that the speakei
holds its content to be true. This would mean that it isn't correct to say that the truth of the
presupposed material is inferred by the hearer. All that is inferred is that the presupposed material
is believed by the speaker.
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satisfied outside it. Safir (1986) argued that certain relationships have to be
established by LF and since the appousitive attaches to the main sentence at
LF' it cannot participate in such relationships. The suggestion that any
presupposed clause must be a proposition in itself because it is the object
of someone's belief and the Emonds/Safir position that an appositive
attaches to the sentence too laic to enter grammatical dependencies are
obviously two sides of the same coin!9,

In the remainder of this section I will first show that SINCE-clauses,
unlike BECAUSE-clauses, do not permit external dependencies. Second, I
will show that SINCE-clauses, unlike BECAUSE-clauses are not affected
by negation in the main sentence. Constancy under negation is used as a
diagnostic for presuppositionality, but since I am using the notion of
presupposition in the vague sense of background information, I will use
some other ways to test for this.

First of all, a BECAUSE-clause, but not a SINCE-clause, permits

bound variables in it:

(69) a. Whoj did you hire because Mary recommended himj?

b. *Who] did you hire since Mary recommended him1?

(70) a. Every boyj] had to go to bed because hep had to be up by 5
b. *Every boy1 had to go to bed since he] had to be up by 5

19 However, once we are forced o keep the presupposed clause as an independent proposition,
one could ask whether we still need to resort to an LF or any account of delayed attchment to the
main sentence. If the syntactic opacity were broken and the clause were not a proposition anymore,
it would not be possible to interpret it as the object of someone's belief. Sometimes this will result
in a mere differcnce of interpretation, sometimcs in ungrammaticality.
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That (69)-(70) are not due to lack of c-coramand, ia turp due to attachment

height, can be seen from the fact that Conditicn C is still operative:

(71) a. *He] went home because Bill] wasn’t feeling well

b. *Hej went home since Bill} wasn’t feeling well

Parasitic gaps are permitted in a BECAUSE-clause, but not in a

SINCE-clause:

(72) a. Who did she invite to the party because she likes?

b. *Who did she invite to the party since she likes?

The contrast in (72) also coafirms that (69)-(70) cannot be attributed to
mere height of adjunction and the ensuing lack of c-command, since
whatever the height of attachment is, the anti c-command requirement will
be satisfied.

One could argue that along with the pattern in (69)-(70) (and the
corresponding one for FCs, mentioned in the previous section) goes the
impossibility of modifying these clauses by eiements like just, only or
even (from Quirk et al (1985)):

(73) a. John left home only/just because he was short of money

b. *John left home only/just since he was short of money

And while an HC IF-clause can be modified by these elements, an FC IF-

clause cannot:



(74) a. Peter takes his dog out only/even/just if it rains
b. A:I'm very unh.ppy here

B: * You should leave only if you’re so unhappy29

If these elements make their associaies quantificational, this would force
them to interact syntactically with the mai~ sentence and this is not

permitted.

Similarly we see that SINCE-clau~es cannot be focused:

(75) a. Itis because he was poor that he had to leave home

b. *Itis since he was poer that he had to leave hom:

Clefting SINCE-clauses would break t' zir syntactic opacity with respect to
the main sentence, whatever the account of clefting. We have already seen
that the same ccntrast holds between HCs and FCs.

Unlike 4 BECAUSE-clause, a SINCE-clause can never be an

answer to a question.

(76) A: Why did Johr leave?
B: a. Because he wasn't feeling well

b. #*Since he wasn't feeling well

Again, one cannot interpret why as standing for a SINCL-clause. becanse

interaction with the main CP node would break the syntactic barrier. In

20 Alnough I have found speakers to diffe. on this, even seems beiter than caly in (74B).
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section 2.2.1 we saw that the cohtent of the FC IF-clause, unlike the HC
IF-clause, cannot be questioned.

The same point is made by the following:

(77) a. Did John leave because he was sick or because hc was tired?

b. *Did John leave since he was sick or since he was tited?

Alternative questions like the ones in (77) involve a marker for the scope of
or, as argued by Larson (1985) and others. For these sentences to be
interpreted as matrix questions the scope marker of or must reach the
matrix CP. But by doing so, the opacity between the SINCE-clauses and
the main sentence would be violated, leading to ungrammaticality.

We see, then, that SINCE-clause, unlike BECAUSE-clauses are
opaque domains for grammatical operations that are satisfied outside them.
Next I will show that SINCE-clauses, unlike BECAUSE-clauses are
unaffected by matrix negation.

First of all, as mentioned, the content of the SINCE-clause cannot be

associated with negation, unlike the content of the BECAUSE-clause:

(78) a. It is not the case that John left because he was sick. He left because

he has to be home by 9 p.m.

b. #*It is not the case that John left since he was sick. He left since

he has to be home by 9 p.m.
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In other words, a SINCE-clause cannot be associated negation contained in
the matrix sentence2!. Contrast (79a) whose ambiguity was discussed in

Chapter 1, to the unambiguous (79b):

(79) a. I didn't leave because I was sick

b. I didn't leave since I was sick

(79b) only has the interpretation according to which I did not leave and the
reason was that I was sick.
For the same reason, a SINCE-clause cannot contain an NPI licensed

by matrix negation. Compare (80a) to the ungrammatical (80b):

(80) a. He didn't leave because he had to meet anybody (but because he
was late)

b. #He didn't leave since he had to meet anybody
The same holds for NPI licensing by higher negative predicates:

(81) a. I doub: that he left because anybody came

0. #I doubt that he left since anybody came

The contrast in (81), (80), (79) and (78) shcw exactly the same thing: a
SINCE-clause is never understood as being affected by matrix negation.

Moreover, the contrasts in (78) and (81) show that this cannot be due to the

21 Recall the relevant discussion for FC IF-clauses where it was pointed out that being negated is
an instance of association with focus, and not just a matter of being in the scope, i.e. c-command
domain of a negative element.
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SINCE-clause being attached above negation since in these sentences the
negative element is definitely higher than the SINCE-clause.
Related to the above, is the fact that the content of the SINCE-clasue

cannot be retracted:

(82) a. He didn't leave because he was sick. In fact, he wasn't sick

b. He didn't leave since he was sick. #In fact, he wasn't sick22,

Moreover, a sentence like (83a) is ambiguous between (83b) and (83c¢)

(thanks to Howard Lasnik for these examples):

(83) a. Noone left because Mary was singing
b. Because Mary was singing, everybody stayed

c. People might have left, but for reasons other than Mary's singing

22 The complement of Factive verbs has also been said to be presupposed (Kiparsky & Kiparsky
(1970)). However, most of the tests applied herz behave differently in these environments. For
example, factive complements permit external dependencies:

(i)  Every boy) found out that he) has poison ivy

Factive complements are said to remain constant under negation. However, it has been pointed out
by many that a factive complement can be retracted. Contrast (82b) to (ii):

(i) Ididn't regret going there because, in fact, I never went there

Another important difference between factive complements and appositive relatives, FCs or
SINCE-clauses is that the former cannot enter the sentence too late or else the selection
requirements of the matrix verb will not be satisfied.

I wili leave to others a more precise discussion of factive complements andthe questions of
in what sense and to what degree they can be said to be presupposed.
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However a sentence like (84) is unambiguous, showing that, whatever the
account of such sentences, SINCE-clauses do not interact scopally with a

negative element in the main clause:
(84) Noone left since Mary was singing

Constancy under negation is a traditional test for presuppositionality.
But another way to test for presuppesed material is embedding under a

predicate like ] just found out that . The part of the sentence that can be
understood as being the recently acquired knowledge is the assertion; the

rest is the presupposition. Applying this test will show that the SINCE-

clause is presupposed:

(85) I knew that John had left. But I just found out that he left

because he was sick.

(86) I knew that John had left. #But I just found out that he left since he

was sick

Another similarity between SINCE-clauses and FCs is that they are
adjoined at the I-bar23, as witnessed by the fact that they cannot be fronted
with the VI', while BECAUSE-clauses and HC IF-clauses can be, as we

have seen in previous sections:

23 The IP (or higher) cannot be the adjunction site since the matrix subject c-commands the
SINCE-clause (see Binding Condition C effects above).
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(87) a. *Leave the party early since he has to be home by 9 p.m.
though John did, Bill will still find something to

complain about.

b. Leave the party early though John did, since he has to be
home by 9 p.m., Bill will still find something to complain

about.

Although the contrast in (87) is consistent with the I-bar as the appropriate
attachment site, there are some other data that show that this is not a
complete answer. Consider the following sentences which contain VP

deletior:

(88) a. John said that he left because he was sick and Bill did too

b. John said that he left since he was sick and Bill did too

If both SINCE-clauses and FCs are attached at the I-bar, it is possible that

this is dictated by one of two constraints:

(89) a. ail non-restrictive adjuncts must be outsicle the VP and all

restrictive adjuncts must be inside it;
or

b. all non-restrictive adjuncts must be outside the VP, while

restrictive ones can be either inside or outside it.
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I will not address this choice further here.

Summarizing this section, I have argued that clauses that are
presupposed in the sense that they are background information, like FC IF-
clauses and SINCE-clauses are independent statements that are made on the
side24. Since they are not part of the main assertion, they will not be
affected by the negation contained in it. Since they are independent
statements, they have to be closed propositions and therefore they do noi
permit any external dependencies, since these would make them open

sentences.

2.2.6 Back to the FCs

In section 2.2.4 I mentioned that referential dependencies are just one
type of dependency not permitted in an FC. Dependencies of the
inflectional system are another one. Ii. this section I will concenirate on the
latter type. In doing so I follow an intuition of Haegcman and Wekker
(1984) and for this reuson I will first give a short overview of their paper.

The main concern of Haegeman and Wekker (1984) is to explain the

restricted use of futurate will in IF-clauses2:

24 This means that the near synonymy between since and because is only apparent. A
better paraphrase for since is given that (more explicitly presuppositional). It seems to me,
in fact, that the latter reading of gince (which makes it close to because) is the result of a
conversational implicature, as is the paraphrasability of the FC IF-clause by a SINCE-
clause. But I will not pursue this intuition here.

25 I have found some variation on this among native speakers, but according to grammars
and probably the majority of linguistic literature, the only type of will permitted inside IF-
clauses is the oae denoting disposition or volition. The pervasive descriptive line is that the
future inside an IF-clause is indicated by the simple present tense. The same restrictions are
said to hold for counterfactual would, but since I am not discussing counterfactuals at all, I
will not be mentioning, would either.
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(90) a. *If it will rain tomorrow, the match will be cancelled
b. If it will rain tomorrow, we 1ight as well cancel the

match now

H & W divide conditiunal IF-clauses into two types: the peripheral
ones and the central ones . And they also argae that the two types of IF-
clauses differ in adjunction height. The adjunction sites they propose are

shown in (91):

(91) s
e

- S-\\peripheral
COMP S/INFL"'
e

NP INFL' céntral
7N
INFL vPp

H & W's position is that futurate will can appear in peripieral conditionals,
but not in the central ones.

According to H & W, central IF-clauses do not permit will because they
are in the scope of the matrix INFL; the future reading of the present tense
contained in the central IF-clause is "assigned to it" by the matrix tense. On
the other hand, the peripheral IF-clause is not in the scope of the matrix
INFL. Therefore it cannot be assigned a future reading by the future
contained in the matrix sentence. As a resalt, it can (or must, if that is the

desired reading) contain a future marker of its own.
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They remark that "peripheral conditionals are conditions on the
relevance of an expression” and give (92) in a footnote (fn. 6) as an

ecxample of this:

(92) If you won't be with us for the late news, goodnight

We have already seen that this characierizes RCs (of which (92) is arguably
an instance). However, judging from all cheir examples and the discussion
in the main text, it seems that their peripheral IF-clauses correspond to the
FCs in the present discussion and not the RCs. In fact, one of the examples
used more often as an illustration of an FC within the present context, is

taken from them:

(93) If you like her so much, you shouid invite her

We have seen that there are quite a few differences between RCs and FCs,
such that it is not possible to collapse them into one category, as H & W
do.

Another point where the present discussion differs from H&V/'s is in
considering (94) rather than (93) as the structure; representing the

attachment sites of the different types of IF-clauses:
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(94) /IP\
| e
NP 1
I FC/BHC
l/ \VP I
/ \
VP HC

A final point about the account H&W propose for will inside IF-
clauses is that it only deals with sentence-final IF-clauses. But in sentence-
initial position, where all INFLs are outside the scope of the matrix INFL,
we observe the same distribution of will. It cannot be argued that the
relevant relation between matrix INFL and IF-clause INFL Lolds at LF after

reconstruction, because of sentences like (95):

(95) If Peter; comes home, he; will tell us what happened

If the IF-clause in (95) recoastructed to a sentence-final p:'sition, the
sentence would result in a Binding Condition C violation because Peter
would be c-commanded by he. Since this is not the case, it is not possible
to argue that the IF-clause enters the scope of matrix wil] after
reconstruction. Yet, H&W would say that the futurity of the IF-clause is
given by the matrix will.

Having said all this, I still think that their intuition that the
permissibility of will is somehow related with a certain adjunction site of
the IF-clause seems right and would like to propose a slight modification of

their proposal.



First of all, although the impossibility of wilj inside an IF-clause is
frequently discussed, it isn't clear that this claim is factually correct.
Without claiming familiarity with the entire relevant literature, it appears
that the foilowing is the case, as long as the conditional is interpreted as an

HC:

(9€) a. If the IF-clause is understood as chronologically preceding the
consequent then only the consequent contains will,
b. If the IF-clause is understood as chronologically following the

consequent then the IF-clause can contain will,

In other words, the HC IF-ciause contains will only if it is understood as
being future with respect to the consequent. An illustration of (96a) are the

sentences in (97) and of (96b) the ones in (98):

(97) a. If it (*will) rains we will get wet

b. If you (*will) invite me I will visit you

(98) a. If it will make you happy I will visit you
b. If you will be alone cn Christmas day, iet us know now

(from Close (1980))

The pattern in (70) seems to capture roughly the distribution of will in IF-
clauses (see Declerck (1984) fc- a large collection of data with will inside
IF-clauses). It is possible that there are several exceptions to (96), but the

FC IF-clause does seem to be one of them:
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(99) A: John will arzrive tonight with the 11:45 train

B: If he will arrive so late I will talk to him tomorrow

The sequence of tense phenomena, or whatever is respensible for the
future reading of the prescnt tense contained in an HC IF-clause, is
undoubtedly & sort of grammatical dependency and, as we' ve seen, these
are permissible only with HCs ard not with FCs, which by their nature
have to be propositions in themselves. By containing will, an IF-clause
cannot enter this grammatical dependency. As a result, will is possible with
an FC interpretation, as we saw above). This is obviously not a function of
the attachment height, althcugh a certain attachment is dictated when the
IF-clause is sentence-final, since an FC cannot appear inside the VP.
Rather what secms to be the case is that the semantics of an IF-clause is
correlated with the availability of will, as well as with adjunction site. As a
result, there appears to be a correlation between the latter two elements.
But neither of them is the cause of the other; they both result from the
restrictive versus non-restrictive nature of th'e IF-clause.

I have argued in this section that Haegeman and Wekker are right in
saying that the presence of will inside an IF-clause correlates with a certain
attachment height of that IF-clause. However, I do not think they are right

in saying that only an FC IF-clause can contain will.

2.2.7 Summary

In a previous section I claimed that conditionals are ambiguous

between HCs and FCs (RCs are much easier to identify) but that there are
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some clements that disambiguate between them because they are compatible
with only the one or the other. A summary of such differences (along with

some that are compatible with more than one type) is found in the table in

(100):

(10V) HC FC RC
IF-clause presupposed - + -
grammatical dependencies + - ?
compatibility with then + + -
interacis with V2 + + -
tdjunction sites I-bar/YP  I-bar IP/CP
modification restr. non-restr. restr.

This table obviously does not contain all the characteristics that we' ve
discussed; it merely serves for easy reference. And (equally obviously) the
points of differences are not disjoint; I have already discussed how the first
and second rows might be related, or the first and last.

Finally, I would like to close this chapter with one more difference
between the several types of conditionals without expanding on it further

It is a much discussed property of conditionals that Negative Polarity
Items (NPIs) are licensed in the IF-clause. This is true of HCs (101) and
RCs (102), but not of FCs (103)26;

26 In order to ensure an FC reading, I have put elements in the IF-clause that are
compatible only with the FC interpretation (will, ought to) or strongly suggest it (so,
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{101) a. If I see anybody on the street I get scared
b. If you ever ~me to Boston look me up
c. If Johr lifts a finger to help I'!l be surprised
d. If he bats an eyelash I'll be surprised

(102) 2. If you want anything to read, there are books on the table
t. If anyone wants to know, my address is .....
c. If you want to talk to anyone, the phone is over there

d. If you ever want to visit me, my address is .....

(103) a. *If he (indeed) lifted a finger to help you should pay him
b. *If you're so mad at anybody you should show it
c. *If he will lift a finger to help you should pay him

d. *If Bill ought to lift a finger to help Sue will inform us

If we look at the table in (100) we see that the ability to carry NPIs is
correlated with the restrictiveness property of the IF-clause and/or the lack
of presupposition (or both, since the two arc arguably related). In Iatridou
(in preparation) I discuss’ some theories that have been proposed to explain
the fact that NPIs can appear in IF-clauses and evaluate them with respect

to their ability to account for the pattern in (101)-(103).
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CHAPTER 3

THE SEMANTIC CONTRIBUTION OF 'THEN'

3.1.1

It is widely assumed that the appearance of then in a conditional is
optional and that it contributes nothing to the meaning of the conditional as

a whole. In other words, (1a) and (1b) are taken tc be equivalent:

(1) a. If John gets a good education, he'll get a job

b. If John gets a good education, then he'll get a job

This assumption is also widespread in logic (text)books. For example

Quine (1982, p.54) says:

For a further example of the reduction of manifold idioms of
ordinary language to uniformity in logical .otations, consider
the idiomatic variants of 'if-then':

if p then q, p only if q, q if p, q provided that p,

q in case p.
The notation 'p — q', insofar as it may be admitted as a
version of 'if p then q' at all, is a version at once of all those

variants idioms."

On the other hand, Grice (1989) writes (p.63):
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"In fact, there seem to me to be quite a number of different
forms of statement each of which has a good right to the
conditional, and a number of which are quite ordinary or
humdrum, such as "if p,q," "if p then q," "unless p,q," anc
"supposing p, (then) q," together with an indefinite multitude
of further forms. The two forms which the strong theorist
most signally fails to distingish are "if p,q" and "if p then q";
and the strong theorist, therefore, also fails to differentiate
between two distinct philosophical these: (1) that the sense of
"if p,q" is given by the material conditional, and (2) that the
sense of "if p then q" is given by the material conditional.
Thesis (1) seems to have a good chance of being correct,
whereas thesis (2) seems to be plainly incorrect, since the
meaning of "if p, then q" is little different from that of "if p,
in that case q," a linguistic form which has a much closer
connection with argument than would attach to the linguistic
form in which the word "then" does not appear. We should be
careful, therefore, not to allow ourselves to be convinced that
the meaning of "if p,q" diverges from that of the
corresponding material conditional by an argument which
relies on a genuine but irrelevant difference between "if p then

q" and the material conditional "p > q."

Grice, in other words, acknowledges that "if p,q" and "if p then q" are

mistakenly confounded and cautions against the identification of the latter
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with the material conditionall. But he does not suggest any concrete
difference between the two forms other than that "if p, then q" has "a much
closer connection with argument" than "if p,q" does.

In this chapter I will try to make a specific proposal about the
meaning of then, such that its presence is sometimes predicted to result in
degraded sentences. More specifically, I would like to propose that
because of then, a statement like (2a) carries the presupposition (2b) in

addition to its assertion (2c)2:

(2) a. statement= if p, then q
b. presupposition= if ~p implies ~q
c. assertion = if p, q

The idea is the following: a conditional of the form "if p, q" does not say
anything about cases in which ~p holds. In other words, the truth of (3a)
says nothing about the truth of (3b). In fact, (3a) is perfectly compatible

with (3c), which can be uttered immediately after (3a):

.' The question of whether a natural language conditional should be seen as material
implication has been addressed by many. According to the material implication view, the
truth of the consequent and the falsity of the antecedent are each sufficient to make the
conditional true. This has been argued to give the wrong predictions for some natural
language conditionals (Kratzer (1978), Heim (1989))

2 This is a first approximation,; later I will give a modification of (2b).

That (2b) is a presupposition and not an entailment can be seen by embedding all the
conditionals where then cannot appear (to be discussed shortly) under the negated matrix
"It is not the case that ..." and observing that the sentence is still unacceptable. If (2b) were
an entailment than the sentences that violate it would be false and their negation should be
true.
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3) a If Quayle runs for president, the Republicans will lose
b. If Quayle doesn't run, the Republicans will win
c. In fact, if Quayle doesn't run for president, the

Republicans will still lose

The presence of then presupposes (belief in the fact) that the negation of
the antecedent implies the negation of the consequent. Take for example

(4a)(=(3a)+then); The negation of the antecdent is If Quayle doesn't run. If

this sentence is compatible the negation of the consequent, i.e. imply the
Republicans will not lose, then the presupposition of then is satisfied. In
other words, if (4b)(=(3b)) is (believed to be) true, then the
presupposition of then in (4a) is satisfied, and its presence is acceptable.
But now imagine the case where the negation of the antecedent does not
imply the negation of the consequent; imagine in other words that
(4c)(=(3c)) is true. If it is believed that (4¢) is true, then the
presupposition of then in (4a) is not satisfied. This means that a speaker

that believes (4c) cannot felicitously utter (4a):

(4) a. If Quayle runs, then the Republicans will lose
b. If Quayle doesn't run, the Republicans will win

c. If Quayle doesn't run, the Republicans will lose

In other words, the difference between (3a) and (4a) is that while (3a) is
compatible with both (3b)/(4b) and (3c)/(4c), (4a) is compatible only with
(3b)/(4b). This means that (3c)/(4c) can be uttered immediately after (3a)

but it cannot be uttered after (4c):
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(5) If Quayle runs, then the Republicans will lose. #In fact, if Quayle

doesn't run, the Republicans will still lose.

However, the optionality of then in (3a)/(4a) and the suggested difference
in meaning may be too subtle to convincingly argue for the proposal in (2).
The best argument for (2) is the existence of cases where, for whatever
reason, the presupposition of then (2b) cannot be satisfied and as a result
then cannot appear, leading to constrasts much stronger than the one

between (3a) and (4a). I will discuss some such cases in the next section.

3.1.2

As was mentioned in chapter 2, the relevance conditional (RC) is

incompatible with then:

(6) a. If you're thirsty (#then) there is a beer in the fridge

b. If I may say so (#then) John is looking good today

As discussed, the RC IF-clause states a condition under which the
consequent can be uttered, and is not part of the assertion. What is asserted
is that there is beer in the fridge and that John looks good. Therefore the
speaker does not believe that if you're not thirsty there will be no beer in
the fridge, or that if s/he is not permitted to speak, John will not look
good. This means that (2b) cannot be satisfied and the fact that then cannot

be used in the RC is predicted.
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As was noted in Chapter 3, the FC, in contrast to the RC,

does allow then:

7)) A: Bill is very unhappy here
B: If he's so unhappy then he will leave

According to the present proposal about the presupposition of then, the
acceptability of (7B) predicts that the negation of the antecedent will imply

the negation of the consequent:

(8) If Bill isn't unhappy, he will stay.

But now the following problem arises: the truth of the FC IF-clause is
presupposed as being believed by someone, and negating its IF-clause, as

in (8), ignores this. Instead of (8), t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>