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David V. Arnold

ABSTRACT

The electromagnetic (EM) bias € is an error present in radar
altimetry of the ocean surface due to non-uniform reflection
from wave troughs and crests. The electromagnetic bias is
defined as the difference between the mean reflecting surface
and the mean sea surface. A knowledge of the electromagnetic
bias is necessary to permit error reduction in mean sea level
measurements by satellite radar altimeters. Direct
measurements of the EM bias were made from a Shell Offshore
0il preduction platform in the Gi'f of Mexico for a six month
period during 1989 and 1990. Measurements of the EM bia: were
made at S5 GHz and 14 GHz. During the experiment the
significant wave height #,,, varied from 0.. to 3.2 m, and the
wind speed at 25 m above the surface varied from 0.1 m/s to
14.3 m/s. For wind speeds greater than 3-4 m/s but less than
10 m/s, the bias was found to increase linearly with wind
speed. For wind speeds greater than 11-12 m/s, the C band
bias reaches a saturation, and similarly, the Ku band bias
reaches a saturation and then begins to decrease for wind
speeds greater than 9-10 m/s. The C band bias was founu to be
smaller than the Ku band bias for low wind speeds and larger
for high wind speeds. The EM bias is explained using physical
optics scattering and an empirical model for the short wave
modulation. Measurements of the short wave modulation using
a wire wave gauge demonstrated a linear dependence of the
normalized bias on the short wave modulation strength M. The
theory accurately predicts this dependence by the relation
€ = -aMH,,,. The wind speed dependence of the normalized bias
is explained by the dependence of the short wave modulation
strength on the wind speed. While other effects such as long
wave tilt and curvature will have an effect on the bias, the
primary cause cf the bias is shown to be due to the short wave
modulation.

Supervisor: Jin Kong
Supervisor: W. Kendail idelville
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Chapter 1

Introduction

The electromagnetic bias € is an error present in radar
altimetry of the ocean surface due to non-uniform reflection
from wave troughs and crests. The electromagnetic bias is
defined as the difference between the mean reflecting surface
and the mean sea surface. A study of the electromagnetic bias
became necessary to permit error reduction in mean sea level
measurements by satellite radar altimeters. If not corrected,
the electromagnetic bias could introduce errors in mean sea

level measurements, possibly as large as 50 cm [Slinn, 1990].

1.1 Experimental Observations of the Electromagnetic
Bias

The electromagnetic bias was first measured by Yaplee et al.
[1970] from an ocean platform using a one-nanosecond-pulse X-
band radar. Examples of the normalized radar cross section
versus wave displacement for a calm and wind driven sea were
reported and are shown in figure 1.1. It was demonstrated
that the reflectivity in these two cases was not uniform but
increased toward the trough. This caused the mean reflecting

surface to be lower than the mean sea surface. The equivalent

13
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Figure 1.1: Normalized radar cross section versus wave depth,
top: calm sea, bottom: wind driven sea. (Figures 9 and 10
from Yaplee et al. [1970].)



)
on

CHAPTER 1. INTRODUCTION

impulse responses for the reflecting surface and sea surface
are shown in figure 1.2 for the calm and wind driven cgea
cases. As seen in figure 1.2, the mean reflecting surface wag
lower than the mean sea surface. The mean reflecting surface
was 5% of the significant wave height (SWH) lower than the

mean sea surface in both examples.

During 1980 three airbcrne electromagnetic bias experiments
were performed. Walsh et al. [1984]) measured the
electromagnetic bias at 36 GHz as 1.1% of the SWH. Choy et
al. [1984] measured the electromagnetic bias at 10 GHz as 3-5%
of the SWH. At optical frequencies the electromagnetic bias
was measured by Hoge et al. [1984) as biased toward the crests
by 2% of the SWH for a low wind speed case and biased toward
the troughs by 0.75% of the SWH for 2 high wind speed case.
Walsh et al. [1989]) report additional measurements of the
electromagnetic bias at optical frequencies for high wind
speed conditions. They found the electromagnetic bias at
optical frequencies to be unbiased or biased toward the crests

by as much as 0.5% of the SWH.

The work of Walsh et al. [1984] and Choy et al. [1984] showed
a clear cependence of the electromagnetic bias on significant

wave height. It is useful “o define a dimensionless bias as
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p =-S5 (1.1)

where H,;,; is the significant wave height defined as four times
the standard deviation of the wave displacement. The
measurements of Choy et al. [1984] showed a dependence 0f the
dimensionless bias P on the wind speed. Figure 1.3 shows a
plot of P versus the wind speed from Table 2! of Choy et al.
(1984]. Figure 1.3 shows the electromagnetic bias increases
with increasing wind speed. A linear regression fit to the

Choy et al. [1984] data gives

B($SWH) = -0.146 - 0.288U r? = 0.672. (1.2)

During 1988, as part of the SAXON-CLT experiment, Melville et
al. [1991]) measured the electromagnetic bias from an ocean
platform at 14 GHz as 3.3% of the SWH (see Appendix A). A
dependence of § on wind speed similar to the result of Choy et
al. [1984) was found. However, the SAXON-CLT electromagnetic
bias experiment contained many more sample points (347 hourly
averages over a 3-week time span) and more accurate wind speed
measurements than Choy etAal. (1984). The observed dependence

of p on the wind speed for the SAXON-CLT experiment is shown

'In working with the Choy et al. ([1984) data points,
Walsh et al. [1991] discovered an error in their Table 2. For
the November 26, 1980 flight, the wind speed should be 6 m/s,
not the 10 m/s shown in Table 2.
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through the data is the linear regression fit P(3%SWH) = -0.146

- 0.288U (7 = 0.672).
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Bias/(Significant Wave Height)

0 4 8 1% 16
Wind Speed at 10 Meters [m/s]

Figure 1.4: Normalized electromagnetic bias f, which is bias
B divided by significant wave height H;,,, as a function of
wind speed 10 m above the sea surface, U,. The line through
the data is the least squares regression line p = -0.01739 -
0.00250U,, (r» = 0.707) for wind speed in meters per second.
(Figure 6 from Melville et al. (1991].)
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in figure 1.4. A linear regression fit to the SAXON-CLT

electromagnetic bias data gave

B(*SWH) = -1.79 - 0.25U,, r?2 = 0.707. (1.3)

This measurement is similar to the Choy et al. [1984] result

of equation (1.1) with differences at low wind speeds.

During 1989 Walsh et al. [1991) measured the electromagnetic
bias at 5.3 GHz, 13.6 GHz, and 36 GH=z. Similar to the
previous experiments f was found to depend on the wind speed
and the electromagnetic frequency. The measurements of Walsh
et al. and some previous experimental data for comparison are
shown in figure 1.5. A linear regression of the
electromagnetic bias on wind speed for the Walsh et al. data

at each frequency yielded

B, ($SWH) = -0.74 - 0.25U r? = 0.609 (1.4)
B,y ¢ (¥SWH) = -1.10 - 0.140U r? =0.238 (1.5)
B, ($SWH) = 0.19 - 0.12U r? = (.537. (1.6)

The airborne electromagnetic bias measurements of Walsh et al.
[1991] (see figure 1.5) suggest about the same wind speed

dependence as the tower meacsurements of
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Figure 1.5: Mean values of EM bias for each day of the
present experiment versus wind speed for 5.3 GHz (circles),
13.6 GHz (triangles), and 36 GHz (stars), with the solid
symbols indicating use of AOL elevations and the open symbols
indicating use of SCR elevations. The squares are airborne
observations of Choy et al. '[1984]. The solid lines are
linear regressions to the data of the present experiment, and
the dashed curves are regressions to data from earlier
experiments. (Figure 18 from Walsh et al. [1991].)
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Melville et al. [1991], but the magnitude of the airborne
measurements is about 1% of SWH lower than the tower
measurements. Walsh et al. [1991] suggested that since the
tower and airborne heights differed by more than a factor of
7 (22 m versus 180 m) it might be useful to consider
focusing/defocusing effects of the sea surface wave structure

in trying to explain disparities.

During 1989 and 1990, measurements of the electromagnetic bias
at 5 and 14 GHz were made from a platferm in the Gulf of
Mexico by the author and his colleagues. Results similar to
the SAXON-CLT measurements of Melville et al. [1991] were
found with some differences. The structure of the dependence
of P on wind speed was different than found previously. A
saturation and roll off of P at wind speeds greater than 10
m/s was observed. Also the C band bias was found to be
smaller than the Ku band bias at low wind speeds but larger at
high wind speeds. These results will be discussed in detail
and extensively compared with previous measurements in Chapter

2.

Satellite radar altimeter measurements have been used to find
upper and lower bounds for the electromagnetic bias (see
Appendix A.1.2). Studies of the GEO0S-3, SEASAT and GEOSAT

altimeter data [Lipa and Barrick, 198l1; Born et al., 1982;
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Hayne and Hancock, 1982; Douglas and Agreen, 1983; Nerem and
Shum, 1990] lead to an electromagnetic bias that is in the

range of 2-4% of the SWH.

1.2 Theoretical Investigations of the Electromagnetic
Bias

Jackson [1979] was the first to study the electromagnetic bias
theoretically. He based his work upon specular point theory
[Barrick, 1968] where the relative back scatter coefficient is
given in terms of the joint height-slope probability density
function of the sea surface. Jackson used a model for the
joint height-slope probability density function based upon the
work of Longuet-Higgins [1963], which used a Gram-Charlier
series to describe the departure of the probability density
function from the normal curve. After making several

approximations, Jackson reached the result

¢ = Ayguif (1.7)

with
Ay = ﬁ%% (1.8)
B = (0% (1.9]

where n is the surface displacement and 7y, is the surface
slope. This result accurately showed the bias to depend upon

wave height, but a strong correlation with the skewnesc A,
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as indicated in equation (1.1), has not been found in any of

the electromagnetic bias experiments.

Barrick and Lipa [1985] and Srokosz [1986] continued the use
of specular point theory while improving the model used for
the joint height-slope probability density function. They

found, using the notation of Barrick and Lipa [1985], that

e=-%H1/3 (1.10)
with
+ ! -2 [
A, = Foozl‘ligz Bozal1n2 2u°“ 122 (1.11)
B200 (Bo20B002 — MHo11)

Bmmp = (N7MZN5) (1.12)
where 10, and 10, are the surface slopes in the x and vy
directions respectively. Using a JONSWAP (Joint North Sea
Wave Project) spectrum [Hasselmann et al., 1973], Barrick and

Lipa [1985] computed the necessary moments to compute A,. A

regression, power-law fit to their numerical results gave

A, = 0.25H7;%°. (1.13)

This result shows the bias to depend upon (H,,;)%'?, bui this
correlation has not been found in any cf the electromagnetic

bias experiments.
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During the electromagnetic bias measurements of Melville et
al. [1990, 1991] a wire wave gauge was used to obtain the
modulation of the high frequency waves by the low frequency
waves. It became apparent that the electromagnetic bias was
primarily caused by the modulation of the short waves. This
was reported by Arnold et al. (1989, 1990, 1991}. Physical
optics scattering and an empirical model of the short wave
modulation were used to estimate the C and Ku band
electromagnetic bias from wire wave gauge measurements made
independently of the scatterometer measurements. This theory
accurately showed the bias to depend upon wave height as the
earlier theories, but most importantly it explained the wind
speed dependence through a short-wave modulation parameter.

This theory will be discussed in detail in chapter 3.

Recently, Rodriguez et al. [1992] performed a numerical
investigation of the dependence of the electromagnetic bias on
small (short) wave modulation and long wave tilting. Their
results are summarized in figures 1.6-1.8. As seen in fiqures
1.6a and 1.6b, the electromagnetic bias is seen to depend on
the wave height in agreement with earlier work.
“

Figures 1l.6c and 1.6d show the wind speed dependence of the
electromagnetic bias for a nonlinear surface and a Gaussian

surface respectively. The nonlinear surface accounts for long
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wave tilting. The results of figures 1.6d and 1.7 will be

discussed in Chapter 3.

The large-scale surface slope variance as a function of height
is shown in figure 1.8. This shows the tilt modulation
increases with wind speed up to 10 m/s and then decreases.
This causes the bias to increase with wind speed up to 10 m/s
and then decrease, as shown in figure 1l.6c. This 1is in
qualitative agreement with the measurements of chapter 2, but

with a much stronger roll off than measured.

An in-depth discussion of the 1989-1990 Gulf of Mexico
electromagnetic bias experiment follows in chapter 2, and a
detailed description of a theory explaining the
electromagnetic bias in terms of the short wave modulation

will be presented in chapter 3.
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Figure 1.6: EM bias as a function of SWH for (a) modulated
surfaces and (b) Gaussian surfaces (note the nearly linear
dependence), and EM bias divided by SWH as a function of wind
speed for (c) modulated and (d) Gaussian surfaces. Notice
that this residual bias also increases with both increasing
wind speed and electromagnetic wavelength. (Figure 9 from
Rodriguez et al. [1992].)
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Figure 1.7: Modulation-of small scale surface height and
slope for wind speeds of (a) 5 m/s, (b) 7.5 m/s, (c) 10 m/s,
and (d) 12.5 m/s from the Monte Carlo simulation. The error
bars show the standard deviation of the simulation results
about the reported means. Notice the almost linear dependence
with normalized surface height, defined as height above mean
sea level divided by the surface height standard deviation.
(Figure 4 from Rodriguez et al. [1992].)
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Chapter 2

Gulf of Mexico Experiment

Direct measurements cf the electromagnetic bias were made from
the Shell Offshore o0il production platform complex Brazos 19
in the Gulf of Mexico for a six month period from December 1,
1989 to May 31, 1990. The platform complex is located south
of Houston, Texas at 28° 10' N and 95° 35' HW. The closest
land is 58 km to the north cf the platform complex, and the
platform is in water 40 m deep. The platform complex consists
of three platfcrms connected by two bridges forming an L shape
(see figures 2.1, 2.2 and 2.3). Each platform was rectangular
in shape with dimensions of 20 m by 50 m. The bridge
connecting platforms B and C was 60 m in length and the bridge

connecting platforms B and D was 50 m in length.

2.1 DESCRIPTICN OF EXPERIMENT AND DATA PROCESSING
2.1.1 INSTRUMENTATION

Nadir looking, 5 GHz and 14 GHz continous wave scatterometers
(see fiqure 2.4), designed and built at the U.S. Naval
Research Laboratory, were mounted 18 m above mean sea level at

the center of the 60 m bridge connecting platforms B and C.

30
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Figure 2.1:

Shell Offshore oil production platform complex

Brazos 19, top: platform C, bottom: platform B.
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Figure 2.2: Shell Offshore oil production
Brazos 19, platform D.

platform complex
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Figure 2.3: Layout of Brazos 19 platform complex. The
platforms are 20 m by 50 m. The bridge between platforme B
and C is 60 m in length, and the bridge between platforms B
and D is 50 m in length. The scatterometers were placed in
the middle of the bridge between plati-rms B and C. The
layout of the scatterometers is shown in the inset. The
platform caused interference with the wave field for
directions between 40° and 95° and between 180° and 275°.
Structures on platform B caused interference with the wind
measurement for directions between 135° ancd 180°.
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scatterometer

GULF OF MEXICO EXPERIMENT

Top: C band scatterometer, bottom:
and the Thorn/EMI infrared wave gauge.
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The scatterometers transmit and measure the power reflected
from the ocean surface. While the scatterometers do not
measure the range to the surface directly, they can infer the
wave displacement from the Doppler of the return signal, as
will be demonstrated later. The 5 GHz scstterometer antennas
had a two-way 3 dB beam width of 4.5° corresponding tc a 1.4
m diameter foot print. The 14 GHz scatterometer antennas had
a two-way 3 dB beam width of 5.0° corresponding to a 1.6 m
diameter foot print. A Thorn/EMI infrared wave gauge with a
beam width of 1°, corresponding to a 0.3 m diameter foot
print, was placed between the two scatterometers where its
foot print would lie within the foot prints of the
scatterometers. An 8 m capacitance wire wave gauge was
suspended from the bridge during one week intensive experiment
periods. The wire gauge was positioned so as to be outside
the scatterometer beams. The wire wave gauge was calibrated

in situ.

Wind speed and direction, air temperature, water temperature,
rain fall and relative humidity were measured using an R. M.
Young meteorological package. The wind speed and direction
and rain fall were measured at the northwest corner of
platform B at a height of 25 m above mean sea level. The air
temperature and relative humidity were measured at the

southwest corner of platform B at a height of 19 m above mean
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sea level. The water temperature was measured at the south
end ¢f platform B at a water depth of 1 m. Unfortunately, the
relative humidity and water temperature measurements were

valid for only a small portion of the experiment.

Without the relative humidity and water temperature
measurements, it was not possible to accurately translate the
wind speed at 25 m to the reference 10 m height. Therefore,
wind speed at 25 m will be used in the analysis of the data.
Assuming the mean wind velocity profile is logarithmic and the
drag coefficient .based on the velocity at 10m is on the order
of 1073, then winds at 25 m are about 10% larger than winds at

10 m for a neutral atmosphere.

2.1.2 DATA PROCESSING

A digital data acquisition system was used to sample the
scatteroﬁeter IF (intermediate frequency) signals at 2 KHz,
the wind speed, wind direction and wave gauges at 8 Hz and the
other environmental measurements once every ten minutes. The
received power and mean Doppler frequency were computed with
an integration time of 0.125 s. The mean Doppler frequency
was estimated using a time domain covariance processing
technique commonly used in weather radar ([Doviak and Zrnic,

1984]. This technique was also used by Jessup et al. [1991]

for measuring the Doppler frequency mean and bandwidth for
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their breaking wave studies (see also Jessup (1890]). The
data were stored in 10 minute records on optical disks. The
mean power and mean doppler frequency for each scatterometer
and the wave gauge signals were stored at an 8 Hz rate.
Averages of the wind speed and wind directicen for the 10
minute interval and the other environmental measurements were

stored once every 10 minutes.

The back scattered power changes with range as r**, but since
the illuminated foot print changes as r?, the net change in
the back scattered power with range is r'?. The back scatter

coefficient is given by

- 2
gl = fﬁfz__ﬂl_ ad (2.1)

z

where 2z, = 18 m is the height above mean sea level, § is the
surface displacement, K is a calibration constant for each

scatterometer and ¢,° is the measured back scattered power’.

The electromagnetic bias was calculated from the measured back

scatter coefficient and the measured sea surface displacement

It should be noted that there was a typographical error
in the first equation on page 4918 of Melville et al. [1991].
The equation should read

g, = [K(z, - {)?/zi)q,.
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as

€= %ZH (2.2)

Unfortunately, the Thorn/EMI infrared wave gauge was
operational during the month of February only. This
necessitated an alternate method for measuring the sea surface
displacement during the remaining five months of the
experiment. Beginning with the assumption that the mean
Doppler frequency of the scatterometer is proportional to the
vertical velocity of the long ocean waves, the mean Doppler
frequency was integrated in time, providing an estimate of the
sea surface displacement. A calibration of the estimated
displacement was obtained by comparing it to the wave
displacement measured with the Thorn/EMI infrared wave gauge

during the month of February.

Hourly averages of the electromagnetic bias, significant wave
height, wind speed, wind direction and the other environmental

measurements were computed from the 10 minute data records.

2.1.3 DATA EDITING
The six months of data were first edited by hand to remove
data for known periods of instrument malfunction and obvious

spurious data points caused by glitches and other unknown
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factors, which invariably occur in an experiment of this
length. Next, data contaminated by interference from the

platform on the wind and waves were removed.

Interference occurred when the waves travelled through the
platform structure. The directions corresponding to the
platform interference were between 40° and 55° for platform C
and between 180° and 275° for platforms B and D (see figure
2.3). Also, there was interference with the wind speed
measurement for directions between 135° and 180° due to
blockage from structures on platform B (see figure 2.3). This
left two angular regions 95° to 135° and 275° to 40° where the
waves and wind were unaffected by the platform structure.
Since no measurement of the wave direction.was made, the wave
direction was assumed to be given by the wind direction fer

the purpose of removing the platform interference.

2.2 RESULTS

2.2.1 DATA FROM MONTH OF FEBRUARY

The experimental data from the month of February 1990 will be
analyzed first because the Thorn/EMI infrared wave gauge was
operating during this month. In February 1990 the significant
wave height varied from 0.7 m to 2.3 m, the wind speed varied
from 0.5 m/s to 14.2 m/s, the Ku bias varied from -1.2 cm to

-10.7 cm or from -1.6% to -5.0% of the significant wave
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height, and the C bias varied from -1.0 cm to -12.0 cm or from
-1.4% to -5.7% of the significant wave height (see Table 1).

A total of 186 hours of usable data were collected.

| variable i

Hy /3 (m)
| U,s (m/s)

Table 1 - Summary for month of February

The February data were used to find the empirical
relationships between the electromagnetic bias €, the
significant wave height H,,,, and the wind speed U,;,. The
relationships between the bias and the significant wave height
for Ku and C bands are shown in figures 2.5 and 2.6
respectively. The linear correlation of the biases and the

significant wave height were found to be

€x,(Ccm) =1.86 - 5.02 H,,,(m) r? = 0.859 (2.3)

€.(cm) = 2.82 - 5.70 H,/,(m) r?2 = 0.797. (2.4)
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Figure 2.5: Ku band electromagnetic bias as a function of
significant wave height for the month of February. The solid
line is the linear regression fit ey (cm) = 1.86 - 5.02H,,;(m)
(r2 = 0.859). The dashed line is the linear regression fit to
the data of Melville et al. [1991] given by €y (cm) = 2.16 -
5.17H,,5(m) (r* =0.873).
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Figure 2.6: C band electromagnetic bias as a function of
significant wave height for the month of February. The solid
line is the linear regression fit given by e€.(cm) = 2.82 -

5.70H,,5;(m) (r2 = 0.797).
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The correlation of Ku bias and significant wave height, found
as part of the SAXON-CLT experiment by Melville et al.
(1991)¢, was

29}

€g,{cm) = 2.16 - 5.17 H,,y (m) r?=10.873. (2.5)

The linear regressions of equations (2.3) and (2.5) are shown
as solid and dashed ilines respectively in figure 2.5. Both
experiments exhibit the same correlation between the Ku bias

and the significant wave height.

Because of the strong correlation between the bias and the
significant wave height, the dimensionless bias, P = €¢/H,,,, is
used in the following analysis. The mean value of f,, was
-3.6% with a standard deviation of 0.7%. The mean value of f.
was -3.5% with a standard deviation of 1.0%. For SAXON-CLT
[Melville et al., 1991) the mean value of P, was -3.5% with

a standard deviation of 1%.

The relationships between P and the wind speed for Ku ard C
bands are shown in figures 2.7 and 2.8 respectively. The

linear correlations between f and the wind speed were found to

It should be noted that there was a typographical error
in the caption of figure 5 of Melville et al. [1991]. The
linear and quadratic fits should be

B =0.0216 - 0.0517H,,,
B =0.001 - 0.0210H,,, - 0.0104 (H,,,) 2.
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Normalized Ku band electromagnetic bias as a

function of wind speed at 25 m above the sea surface for the

month of February.

fit Py, ($SWH) =

-2.30 - 0.190U,(m/s) (2 = 0.545).

The solid line is the liinear regression
The dashed

line is the linear regression fit to the data of Melville et

al. [1991] given by P, (%SWH) = -1.79 - 0.25U;,(m/s)

0.707).
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Figure 2.8: Normalized C band electromagnetic bias as a
function of wind speed at 25 m above the sea surface for the
month of February. The solid line is the linear regression
fit P.(%SWH) = -1.53 - 0.294U,s(m/s) (r’ = 0.689).
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be

pm(%H]-/J) = —2n30 - 00190 Uzs(m/S) I'z = 0-543(2.6)

ac(%Hua) = -1.53 - 0.294 Ugs(m/s) r? = 0.599.(2.7)

The correlation of P, and the wind speed for SAXON-CLT

[Melville et al., 1991] was

Bru(8H;/3) = -1.79 - 0.25 Uy, (m/s) r2=0.707. (2-9)

The linear regressions of equations (2.6) and (2.8) are shown
as solid and dashed lines respectively in fiqure 2.7. The
difference between these two linear regressions can be
attributed to the lower bias at wind speeds greater than 10
m/s for the present experiment as compared to the SAXON-CLT

experiment.

The residual bias, after removing the correlation of f with
the wind speed, had a staﬁdard deviation of 0.48% and 0.55% of
significant wave height respectively for Ku and C bands. The
residual bias for SAXON-CLT, after removing the correlation of
p with the wind speed, had a standard deviation of 0.51%.
Both the present experiment and SAXON-CLT experiment had the
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same residual bias. The difference between the correlation
coefficients of equations (2.6) and (2.8) is a result of the
variability of Py, of the present experiment (0.7%) being less
than the variability of ., for SAXON-CLT (1.0%), since the
variability of the residuals in both experiments is the same.
The lower variability of f,, for the present experiment is a

result of the lower bias at wind speeds greater than 10 m/s.

The Ku and C band biases are compared in figure 2.9. For low
values of bias, the Ku bias is about 0.8% cf significant wave
height larger than the C bias. For high values of bias the C
bias is about 1% of significant wave height larger than the Ku
bias. Since the bias is a function of wind speed, this result
can aiso be stated in terms of wind speed. For wind speeds
less than 10 m/s the C bias is less than the Ku bias, but for
wind speeds greater than 10 m/s, the C bias is larger than the

Ku bias.

To provide some indication that the data were properly edited
in regards to wind direction, figure 2.10 shows the difference
between the measured P. and equation (2.7) as a function of
wind direction. The hatched angular regions were removed from
the data set. Based on Melville et al. (1991] and equations
(2.6) and (2.7), a residual P standard deviation of 0.5% of

SWH, corresponding to a t1% variability, is expected. An
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Ku Bias (%SWH)

C Bias (¥SWH)

Figure 2.9: Normalized Ku band electromagnetic bias compared
to the normalized C band electromagnetic bias for the month of

February.
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Figure 2.10: Difference between the measured normalized C
band electromagnetic bias and equation (2.7) as a function of
wind direction. The hatched angular regions were removed from
the data set due to interference from the platform.
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examination of figure 2.10 shows the variability in the usable
regions to be t1% and the variability in the removed regions
to be +2%. This indicates that the regions of interference

were correctly identified.

2.2.2 ESTIMATED WAVE DISPLACEMENT FROM DOPPLER

Since the Thorn/EMI infrared wave gauge was operational during
only one month of the experiment, it would be desirable to use
the integrated radar Doppler as a measure of the surface wave
displacement. Beginning with thé assumption that the mean
Doppler frequency of the scatterometer is proportional to the
vertical velocity of the long ocean waves, the mean Doppler
frequency was integrated in time, providing an estimate of the
sea surface displacement. Figure 2.11 shows a time series
comparison of the surface displacement measured with the
Thorn/EMI infrared wave gauge and the C and Ku band integrated
Doppler. Figure 2.12 shows a comparison of the significant
wave height measured with the Thorn/EMI infrared wave gauge
during the month of February as compared to the significant
wave height estimated from the scatterometer Doppler. It
should be noted that wave heights less than 0.5 m were not
used because the wave height estimated from the scatterometer
Doppler was grossly in error for small wave heights. Also,
since using the Ku Doppler to estimate the wave displacement

was slightly better than using the C Doppler, the Ku Doppler
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Wave displacement measured using the Thorn/EMI

infrared wave gauge compared to the wave displacement measured

using the integrated scatterometer Doppler.
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Figure 2.12: Significant wave height measured using the

Thorn/EMI infrared wave gauge compared to the significant wave
height measured using the integrated scatterometer Doppler.

The solid line is (Hy3) thorn = 0.1m + (Hy/3) topprece
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was used.

As seen in figure 2.12, there is a linear relationship between
the SWH measured with the Thorn/EMI infrared wave gauge and

the SWH estimated from the scatterometer Doppler, given by

(Hlla)morn =0.1m + (Hlla)oopplor' (2'9)

The SWH estimated from the scatterometer Doppler is a constant
10 cm less than the SWH measured with the Thorn/EMI wave
gauge. This difference is due to the integrated scatterometer
Doppler underestimating the wave displacement at the wave
troughs and crests, where the vertical velocity of the long

waves and the corresponding Doppler is near zero.

The biases computed using the estimated surface displacement
from the scatterometer Doppler are compared to the bias
computed using the Thorn/EMI wave gauge measured surface
displacement in figures 2.13 and 2.14. As seen in figures
2.13 and 2.14, there is no difference between the biases
computed using the Thorn/EMI wave gauge and the scatterometer
Doppler for Ku band, but the C band bias computed using the
scatterometer Doppler is a constant 1 cm larger than the bias
computed with the Thorn/EMI wave gauge. The reason for this
difference is not known. The correspondence between the

biases computed using the Thorn/EMI wave gauge and the
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scatterometer Doppler are given as

(em) Thorn ~ .(exu) Doppler (2.10)

(€c) morn = 1CM + (€2) popprer- (2.11)

Using the Thorn/EMI wave gauge displacement as the standard,
the biases and SWH computed using the scatterometer Doppler
were adjusted according to equations (2.9), (2.10) and (2.11).
Figure 2.15 shows the dimensionless bias f, measured using the
Thorn/EMI wave gauge, compared to the adjusted dimensionless
bias, measured using the scatterometer Doppler. The standard
deviation of the error between the adjusted bias and the bias
computed using the Thorn/EMI wave gauge was 0.233% of SWH for
C band and 0.201% of SWH for Ku band. Figure 2.15 indicates
that the adjusted C band bias underestimates the bias for

small values of bias.

2.2.3 DATA FROM ENTIRE SIX MONTES OF EXPERIMENT

The experimental data from the entire six months of the
experiment will now be analyzed using the adjusted bias,
computed using the integfated scatterometer Doppler for the
wave displacement. During the six months of the experiment,
the significant wave height varied from 0.6 m to 3.2 m, the
wind speed varied from 0.1 m/s to 14.3 m/s, the Ku bias varied

- from -1.0 cm to -13.8 cm or from -1.6% to -£.3% of the
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Figure 2.15: Normalized electromagnetic bias measured using
the Thorn/EMI infrared wave gauge compared to the normalized
electromagnetic bias measured using the integrated
scatterometer Doppler adjusted according to equations (2.9),
(2.10) and (2.11). The standard deviation of the error was
0.233% of SWH for C band and 0.201% of SWH for Ku bind.
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significant wave height, and the C bias varied from -0.4 cm to
-19.9 cm or from -0.6% to -6.3% of the significant wave height

(see Table 2). There were a total of 1280 hours of usable

data.

Variable Minimum Naximmm Maan Stdv
Hy,s (m) 0.61 3.19 1.44 0.47
U,s (m/s) 0.1 14.3 6.9 2.9
€. (cm) -0.6 ~18.7 -6.6 3.

Bc (%H,,,) -1.31 -6.54 -3.59 1.04
€. (cm) -1.1 -13.4 -5.5 2.3
Pro (8H,,,) | -1.44 ~5.30 ~3.65 0.70

Table 2 - Summary for December 1989 - May 1980

The relationships between f and the wind speed for Ku and C
bands are shown in figures 2.16 and 2.17 respectively. The
linear correlations between B and the wind speed were found to

be

Bru (% Hyy) = -2.76 - 0.139 U, r? =0.417 (2.12)

Bo(% Hyyy) = -1.44 - 0.309 Uy r? = 0.661. (2.13)

The residual bias, after removing the correlation of f with

the wind speed, had a standard deviation of 0.48% and 0.65% of
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Figure 2.16:

six months of the experiment.
regression fit Py (%SWH) = -2.76 - 0.1390U,, (? = 0.417).
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Normalized Ku band electromagnetic bias as a
function of wind speed at 25 m above the sea surface for the

The gsolid line is the linear
The

dashed 1line is the linear regression fit to the data of

Melville et
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al. [(1991]
(r? = 0.707).

given by P, (8SHY) =

-1.79
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Figure 2.17: Normalized C band electromagnetic bias as a
function of wind speed at 25 m above the sea surface for the
six months of the experiment. The solid line is the linear
regression fit P.(%SWH) = -1.44 - 0.309U,s(m/s) (r? = 0.661).
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significant wave height respectively for Ku and C bands. As
seen in figure 2.17, there is a lot of scatter for small
values of C band bias. This is due to the underestimation of
the C band bias for small values of bias as was indicated in

figure 2.15.

Figure 2.16 clearly shows a nonlinear dependence of the Ku
band dimensionless bias p on the wind speed. To better
represent the nonlinear behavior, the bias was binned with
wind speed. Fof each 1 m/s interval in wind speed the bias
was averéged. Figure 2.18 shows the number of hours of data
occurring at each 1 m/s interval of wind speed, and figure
2.19 shows the average bias at each 1 m/s interval. For wind
speeds less than 3-4 m/s the C and Ku band biases are almost
constant. Above wind speeds of 3-4 m/s, the biases increase
linearly until they reach a saturation level. The Ku band
bias reaches a saturation at wind speeds of 9-1i0 m/s above
which it decreases. The C band bias reaches a saturation at

wind speeds of 11-12 m/s, above which it levels out.

Figure 2.20 shows a comparison of the C and Ku band biases.
Similar to the data from the month of February shown in figure
2.9, the C band bias is smaller than the Ku band bias for low

wind speeds and larger for high wind speeds.
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Figure 2.18: Histogram showing the number of hours of data
occuring at each 1 m/s interval of wind speed.
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Figure 2.19: Average normalized electromagnetic bias at each
1 m/s interval of wind speed as a function of wind speed at a
height of 25 m. The vertical error bars show the standard
deviation about the mean.
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Figure 2.20: Average normalized Ku band electromagnetic bias
compared to the average normalized C band electromagnetic
bias. The vertical error bars show the standard deviation of
the Ku band bias about its mean. The horizontal error bars
show the standard deviation of the C band bias about its mean.



CHAPTER 2. GULF OF MEXICO EXPERIMENT 65

2.3 DISCUSSION

As in previous experiments the dimensionless bias P has been
found to depend on the wind speed and the electromagnetic
frequency. Figure 2.21 summarizes the measurements of the
present experiment, the SAXON-CLT EM bias measurements of
Melville et al. [1991) and the aircraft EM bias measurements

of Walsh et al. [1991].

The results for the month of February shown in figures 2.7 and
2.8 compare well with the results for the entire experiment
shown in figure 2.19. The only observable difference between
the two is the different behavior of the Ku band bias at wind
speeds above 10 m/s. The Ku band bias, as measured in the
month of February (see figure 2.7), showed a saturation at
wind speeds above 10 m/s, whereas the Ku band bias measured
during the entire experiment (see figure 2.19%) shows a
decrease in bias above 10 m/s. Measurements from SAXON-CLT
[Melville et al., 1991] showed a similar saturation at high

wind speeds as the measurements for the month of February.

Measurements from the months of December and January of the
'present experiment (see figure 2.22) show a decreasing bias at
wind speeds greater than 10 m/s. The primary difference

between the months of December and January and the month of
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Figure 2.21: Summary plot showing the normalized

electromagnetic bias as a function of wind speed for the
present Gulf of Mexico measurements, the SAXON-CLT
measurements of Melville et al. [1991), and the aircraft
measurements of Walsh et al. [1991].
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Figure 2.22: Normalized Ku band electromagnetic bias as a
function of wind speed at 25 m above the sea surface for the
months of December and January.
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February was the range of wave heights. During December and
January the wave height ranged from 0.6 m to 3.2 m, whereas
during the month of February the wave height ranged from 0.7
m to 2.3 m. The range of wind speed was the same for the
three months with wind speed ranging up to 14 m/s. This
indicates a possible dependence of the dimensionless bias upon
the wave height or the wave development at wind speeds above

10 m/s.

A compar.son of the aircraft measurements of Walsh et al.
[1991] with the present experiment show similar saturations of
the bias at high wind speeds. The C band bias as measured by
Walsh et al. [1991] reached a saturation at wind speeds above
10-11 m/s and the Ku band bias decreased at wind speeds above
10-11 m/s in agreement with the present experiment. The
constant bias at wind speeds below 3-4 m/s, as observed in the
present experiment, were also observed during SAXON-CLT
[Melville et al., 1991]. An examination of figure A.6 in
Appendix A shows a constant bias for wind speeds less than 4
m/s with an exception of the 5 hours of data in the 0-1 m/s

wind speed range.

For wind speeds less than 10 m/s, the Ku bias as measured in
the present experiment was nearly a constant 0.3% of

significant wave height larger than the Ku bias measured in
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SAXON-CLT, and the bias as measured in SAXON-CLT was nearly a
constant 1% of significant wave height larger than the Ku bias
measured by Walsh et al. [1991]). This difference may be due
to the different heights from the surface at which the
measurements were  taken. The present experimental
measurements, the SAXON-CLT bias measurements and the aircraft
bias measurements were taken at 18 m, 22 m and 160 m above
mean sea level respectively. This could indicate that the
closer the measurements are made to the sea surface, the

larger the measured bias.

Walsh et al. [1991] suggested the héight difference may be due
to focusing/defocusing effects of the sea surface wave
structure. While a detailed analysis of this suggestion is
beyond the scope of this thesis, some general remarks are
appropriate. The curvature of the sea surface would be
expected to have an asymmetric distribution about mean sea
level with the wave crests having larger curvatures than the
troughs. At the sea surface the electromagnetic phase front
is spherical, causing an artificial curvature to be added to
the sea surface. This has the effect of shifting the
effective curvature distribution even more toward the crests
which results in a larger electromagnetic bias. Since the
curvature of the spherical electromagnetic phase front is

’
larger at heights close to the surface, the bias measured
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close to the surface would be larger than when measured far

from the surface.

Overall, the present experimental measurements compare well
with the earlier SAXON-CLT bias measurements [Melville et al,
1991], with the noted exceptions at high wind speeds and the
possible measurement height dependence. Also, the tower
measurements and the aircraft measurements of Walsh et al.
[1991] are in good agreement except for the noted constant
difference of 1%-1.3% of significant wave height. It has been
shown, based on the measurements presented in this chapter,
that the bias is not well described by a linear relation
between dimensionless bias and wind speed at low and high wind
speeds. For wind speeds less than 3-4 m/s, the bias was found
to be constant. For wind speeds greater than 3-4 m/s but less
than 10 m/s, the bias was found to increase linearly with wind
speed. For wind speeds greater than 11-12 m/s, the C band
bias reaches a saturation, and similarly, the Ku band bias
reaches a saturation and then begins to decrease for wind

speeds greater than 9-10 m/s.



Chapter 3

Electromagnetic Bias Theory

During the EM bias experiments reported by Melville et al.
[1990,1991) a wire wave gauge was used to obtain <che
modulation of the high frequency waves by the low frequency
waves. It became apparent that the EM bias was primarily
caused by the modulation of the short waves. This was
reported by Arnold et al. [1589,1990,1991). This chapter will
present a theory using physical optics scattering and an
empirical model of the short wave modulaticn to estimate the
EM bias. The estimated EM bias will be compared to

measurements at C and Ku bands.

3.1 EM Bias Dependence on Short Wave Modulation

The back scattered power from a small patch on the ocean
surface depends on the displacement of the patch from mean sea
level. It has been observed that more power is reflected trom
the troughs of waves than from the crests. A typical
measurement of the relative back scatter coefficient as a

function of wave displacement is shown in figure 3.1.

The EM bias € can be defined mathematically as the ratio of

71
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the first two moments of the back scatter coefficient profile

g,° given by

oiny}
_ Elo,°(n)i (3.1)
E(0,°(7)]
where 17 is the surface displacement, and E[] denotes an

ensemble average. The back scatter coefficient 0° is related

to the back scatter coefficient profile by

g = f: dn a,°(n) py(n) (3.2}

where p(n' is the surface displacement probability density
function. The task is to develop a theory to predict the back
scatter coefficient profile from which the EM bias can be

calculated.

The primary cause of the EM bias at C and Ku bands will be
assumed to be the modulation of the short wave amplitude by
the long waves. The short wave amplitude modulation will be
found empirically by measuring the energy in the short waves
as a function of long wave displacement. Physical optics
scattering will be wused to predict the back scatter

coefficient profile from the short wave modulation profile.

A model relating the EM bias to the important parameters

describing the ocean suiface will be developed. It will be
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shown that the bias can be described by a relationship between

wave height and a short wave modulation strength parameter.

3.1.1 Short Wave Modulation Model

The ocean wave field is separated into long and short waves at
a separation wave length L with corresponding wave number k,
(see figure 3.2). The separation wave length is much larger
than the electromagnetic wave Jlength A, of the microwave
scatterometers and much smaller than the dominant wave length
A, of the ocean waves. The short waves have a variance @,/ and
the long waves have a variance o,°. The scatterometers used
to make the measurements had illuminated spot sizes on the
order of one meter; which was chcsen as the separation wave

length satisfying the relationship:

[Ame = 0(1072m)] < [L=0(1m)] < [A,=O(10m)]. (3.3)

The long waves can be modeled by a surface tilt and curvature.
The tilt and curvature of the surface will be considered to be
of secondary importance to the short wave modulation and thus
will be neglected. The possible effects of neglecting the
tilt and curvature of the long wave surface will be discussed

later.

The wavenumber modulation of the short waves will be neglected

allowing the short wave spectrum to be described by a constant
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Figure 3.2: Short wave modulation model parameters. L is the
separation wavelength corresponding to the illuminated spot
size. A, is the electromagnetic wavelength. A, is the
dominant ocean wave length. o, is the long wave RMS height.
0, is the local short wave RMS height. @, is the beamwidth
of the scatterometers.
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spectral shape. The wavefield at scales less than L will be
modelled as unidirectional with a k™ spectral shape. The
short wave modulation can then be described by a short wave
height variance which varies with long wave displacement. The

short wave model spectrum for p greater than one is given by

(p-1)a 2 () ki kP  kak,=2%

S,(k,n) = T (3.4)
Pt { 0 k<k,

so that the variance of the short waves is given by

o2(n) = [ 5,tk,m). (3.5)

The corresponding autocorrelation function and correlation

coeffigient are

Ry(x,m) = 02(n)Cy(x) (3.6)

C(x) = [dk(p-l)kf'lk"’coskx. (3.7)

The correlation coeifficient can be rewritten as
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Cplkgx) = (p-1) (kex)ot fdu u-Pcosu. (3.8)
kx

This transform can be performed resulting in a power series
representation for small argument and an asymptotic series
representatiorn for large argusent (see Appendix B for
details). The correlation coefficient is shown in fiqure 3.3

for three different values of p.

Values of p = 2.5 and 3.0 will be used later in comparing with
measured results. A value of p = 3.0 for a unidirectional
surface corresponds to a k™' two-dimensional spectrum and a
value of p = 2.5 corresponds to a k*° two-dimensional
spectrum. These values of p were chosen to agree with the
measurements of Banner et al. (1989]), Shemdin et al. (1988]

and Jahne and Riemer [1990].

3.1.2 Physical Optics Scattering Theory

Physical optics, or the Kirchhoff approximation, is a well
known scattering theory,‘having been used for rough surface
scattering by Beckman and Spizzichino (1963), Hagfocss [1966],
Fung and Moore [1966], Holliday et al. [1986] and many others.
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The physical optics integral at normal incidence for a

unidirectional surface is given by (for derivation, see

o -

where ¢° is the backscatter coefficient, ki 1is the

Appendix C)

k%Ao) fldu(l"IUI) @405 KRl 1-G, (kpl ) (3.9)
-1

electromagnetic wave number, A, is the illuminated area, o, is
the RMS wave height of the short waves, k, is the separation
wave number of the surface spectrum, L is the illuminated spot
diameter and C, is the surface correlation coefficient given
by equation (3.7). Two assumptions were made in the
development of equation (3.9); namely, a tangent plane
approximation for the electric surface current and a Gaussian

probability density distribution for the surface displacement.

Barrick [1970] argued that the only valid use of physical
optics was in the limit as electromagnetic frequency becomes
infinite, resulting in geometric optics or specular point
theory. Specular point theory has been discussed by Kodis
[1966]), Barrick [1968], and Barrick and Bahar (1981], where it
was shown that specular point theory depends only on the slope
statistics of the surface, not the shape of the correlation
coefficient. Fung and Chan [1971], Fung and Eom [1981] and

Chan and Fung [1988) showed, wusing method of moment
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calculations, that the high frequency restriction of Barrick
[1970] is too restrictive. The validity of the Kirchhoff
approximation requires only that the average radius of
curvature of the surface be large compared to the
electromagnetic wavelength. This insures that the surface
will be smooth enough for the tangent plane surface current
approximation to be applicable. Stated explicitly, the
validity of equation (3.9) requires

Ao, (3.10)
Pe

where p. is the average radius of curvature of the surface.

The high frequency portion of the ocean wave spectrum causes
the average radius of curvature to be small. This apparently
renders invalid the use of either specular point or physical
optics scattering theory when observations of the ocean
surface are made at microwave frequencies. However, Tyler
[1976] showed that the high frequency features of a surface
should be smoothed prior to application of specular point
theory. The common practice is to include only the portion of
the ocean surface with wave lengths longer than the

electromagnetic wave length [Valenzuela, 1978].

The physical optics integral of equation (3.9) does not
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require a filter function as proposed by Tyler [1976] to be
explicitly applied to the ocean surface. A filter function is
inherent in the physical optics integral, for a surface with
spectrum given by equation (3.4), because the high frequency
waves are weighted less because of their small heights. These
statements will be verified by comparing the results of the
physical optics integral to results obtained using exact
method of moment calculations for the employed short wave

model.

The physical optics integral was evaluated numerically for a
surface with a spectrum given by equation (3.4) with p = 3.
The results are shown by the solid line in fiqure 3.4. The
physical optics scattering coefficients computed using a Monte
Carlo simulation are shown by the squares. A method of
moments technique described by Axline and Fung [1978] was
used to obtain the exact scattering coefficients for kg =
104.7 rad/m, and the results are shown by the triangles. It
can be seen that the physical optics theory provides excellent
agreement with the exact method of moment results. This
establishes the validity of using physical optics scattering

for the employed short wave spectrum model.
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Figure 3.4: Back scatter coefficient as a function of a.k.
The solid line is the numerical evaluation of the physical
optics integral. The circles are physical optics scattering
coefficients computed using a Monte Carlo simulation. The
triangles are the exact scattering coefficients, computed

using a method of moments technique.
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In order to study the implicit filter functicn in the physical
optics integral, the following spectrum with a variable high

wave number cut off will be used:

0 ok,
S,(k) = S,kP  kgsksky, (3.11)
0 k<k,=22

A corresponding correlation coefficient can easily be found

similar to equation (3.7).

For a separation length L = 2 m, a typical short wave height
¢, = 2 cm, kg = 105 rad/m and 293 rad/m corresponding to C and
Ku bands, and with p = 3, figure 3.5 shows the back scatter
coefficient as a function of k, normalized by the scatter
coefficient for an effective infinite k,. Physical optics
integral results are shown by the solid line. Physical optics |
scattering coefficients computed using a Monte Carlo
simulation are shown by the squares, and the exact method of
moments results are shown by the triangles. It is easily
recognized that the back scatter coefficient 1is less
influenced by shorter waves. The same dependence of exact
method of moment and physical optics results on high wave

number cutoff, demonstrates that physical optics applies the
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Figure 3.5: The left axis and the decreasing curves show the
backscatter coefficient normalized by the back scatter
coefficient for an effective infinite k, as a function of k,,
where k, is the high wave number cutoff. The right axis and
the increasing curves are the ratio of the electromagnetic
wavelength to the average radius of curvature.
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correct filter function implicitly. The applicability of
physical optics becomes obvious by considering figure 3.5,
which also shows equation (3.10) computed as a function of k.
It is seen that the ratio of electromagnetic wave length to
the average radius of curvature is less than one for the
portion of the spectrum that contributes to the scattering
coefficient, thus satisfying the validity criteria of equation

(3.10) .

The physical optics integral of equation (3.9) is difficult to
solve using standard asymptotic techniques. The exponential
argument in equation (3.9) contains the <correlation
coefficient given by equation (3.7). The correlation
coefficient is nct well represented by the first few terms of
a Taylor series as used in standard asymptotic techniques. An
alternate method is to use a series with a fractional power
term to represent the exponential argument of equation (3.9j

as

2/e
a0iki (1 - Cy(k,Lu)] =(";f‘”) ‘.., (3.12)

o

Assuming the parameter o,k is large, only the first term of
equation (3.12) is needed. Substituting equation (3.12) into

equation (3.9), and extending the limits to infirity gives
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(3.13)

Making a variable substitution and using the definition of the

gamma function

Pm)=ﬁerw* (3.14)
0

gives equation (3.9) as

2
a° = (k"‘;‘f’)ar(g)_:_:b. (3.15)

The exponential argument of equation (3.9) is expanded in
equation (3.12) about k,Lu = z, where z, is chosen according to

the relation

40iknl1l - ¢, (2,)] =1 (3.16)

so as to provide a good fit at the e! point of the exponential
of equation (3.9). Keeping the first term of equation (3.12),
differentiating both sides with respect to k, Lu, and solving

for & about z, gives
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«® = 1 (3.17)

202kE,[-Cl(z,) ] z,

Figure 3.6 compares the back scatter coefficient, caiculated
using the asymptotic result of equations (3.15), (3.16) and
(3.17) with the numerical integration of equation (3.9) for
k,L = 2x. As seen in figure 3.6, the asymptotic back scatter

coefficient is a good approximation when o,xg, > 1.

3.1.3 EM Bias - Linear Short Wave Modulation Model

A model relating the EM bias directly to the short wave
modulaticn will be described. It will be shown that the bias
can be described by a simple relationship with the wave

height and a short wave modulation strength parameter.

The short wave modulation profile is approximated linearly by

a,(n) =a,(1+ mt/-'l'?-) (3.18)

where o, is the local RMS short wave height, ¢, is the global
RMS short wave height, ahd m is a measure of the modulation
strength. The back scatter coefficient profile can be
computed by substituting equation (3.18) into equation (3.9).
For the modulation strength much less than one, the back

scatter coerfficient profile becomes
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Figure 3.6: Back scatter coefficient as a function of o,k.
The solid lines were computed numerically using the physical
optics integral of equation (3.9). The dashed curves were
computed using the asymptotic solution of equations (3.15)-

(3.17).
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k2A, r1 - . .
a°(n) = —— of du(1-|ul) e (okad’ (1ezm/Val) 1-G (kL]
-1

Representing the back scatter coefficient profile by its

Taylor series expansion about mean sea level gives

(3.20)

¢°(n) = a°(0) + ﬂ—g—aao'(lo)

where the bias can be determined using equation (3.1) giving
30°(G)
-ﬁz 0°(GC)

am (3.21)
0°(0)

Substituting equation (3.19) into (3.21), the bias can be
written in terms of a short wave modulation strength parameter

m and the wave height as

€ = -amy/n? (3.22)

where

1 - 271 - ~6 (0 kp)? {1~Cplk, Lu))
f. du(1-u)8(0,kg) 2 [1-C, (k,Lu) ] e oe" 0126 (3.23)

a -
foldu(l-u) g4 (0sku? [1-CplkzLu) ]
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Tne linear dependence of the EM bias on wave height has been
well known from experimental observations for some time [Walsh
et al., 1989]. A correspondence between the short wave
modulation profile and the EM bias was established by Arnold
et al. (1990], but equation (3.22) specifies the
correspondence by showing the bias to be proportional to the

short wave modulation strength.

Equation (3.23) can be solved asymptotically by using the
methods of the last section given by equations (3.12-3.17).
Equation (3.23) is found to be well approximated by equation
(3.17) for o,k > 1. Figure 3.7 compares the numerical
integration of equation (3.23) with the asymptotic result with
p = 2.5 and 3 and k,L = 2x. For o,k > 1, the asymptotic

results are good approximations.

3.2 Experiment Description

An experiment to measure the EM bias at C and Ku bands (the
frequencies of the TOPEX/Poseidon altimeters) was conducted
from Decempber 1989 through May 1990 (Melville et al, 1990]
from a Shell Offshore production complex {Brazos-19) in 40
meters of water off the coast of Texas in the Gulf of Mexico.
Nadir looking coherent scatterometers at 5 and 14 GHz and a
Thorn/EMI IR wave gauge were mounted 18 meters abov 1 level

in the middle of a 60 meter bridge joining two platforms. For
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dashed curves are given by the asymptotic solution of equation

(3.17).
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¢« of equation 3.23 as
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a function of ¢,k. The
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short periods of the experiment, a capacitance wire wave gauge
was mounted adjacent to the footprints of the scatterometers.
The wind speed and direction, air and sea temperature,
humidity and rain fall were measured by an R. M. Young
instrument package. The 105 hours of data contained in this

chapter comes from a week during May 1990.

The EM bias was measured using the back scatter and doppler of
the C and Ku band scatterometers. The wave displacement was
obtained by integrating the Doppler centroid, which 1is
proportional to the vertical wave velocity, over time to give
the displacement. The simultaneous measuremernts ¢7 back

scatter and wave displacement were then used to calculate the

EM bias.

The capacitance wire wave gauge was used to measure the short
wave modulation. The short wave RMS height was measured by
calculating the energy in the high pass filtered wave gauge
output. The wave gauge output was high pass filtered at 0.88
Hz corresponding to a two meter illuminated spot size
(estimated using the linear deep-water dispersion relation of

0? = gk.)

3.3 Results

The investigation of the effect of short wave modulation on
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the bias is begun by first examining the relationships between
the measured RMS short wave height and the back scatter
coefficients. Figure 3.8 shows hourly averages of the C and
Ku band relative back scatter coefficients, RMS short wave
height, and wind speed. A visual examination reveals the back
scatter coefficients decrease as the RMS short wave height
increases and vice versa. This is easily explained by noting
that a rougher surface will scatter less energy in the back
scatter direction. It also establishes a correlation between
the back scatter coefficients at C and Ku bands and short

waves with wavelengths of the order of one meter and less.

Figure 3.9 shows a direct comparison between the scatter
coefficients and the RMS short wave height. The solid curve
represents the back scatter coefficient as computed using the
physical optics integral of equation (3.9). The circles and
triangles are measured C and Ku band back scatcter coefficients
respectively. An absolute calibration of the scatterometers
was not possible because of a slow drift ( 8dB drift in the Ku
band scatterometer and 15dB drift in the C band scatterometer
for the six month period ) in the RF electronics. Therefore,
the measured back scatter coefficients have been adjusted by
constant gains so as to fit the physical optics integral
curve. The C band scatter coefficients were adjusted by one

gain and the Ku band scatter coefficients by another gain.
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Figure 3.8: Time series of relative back scatter coefficient,

short wave RMS

the 7 days of the experiment.

height (m) and wind speed {(m/s) recorded during
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Figure 3.9: Back scatter coefficient as a function of a.k.
The solid line was computed numerically using the physical
optics integral of equation (3.9). The circles and triangles
are measurements made using the scatterometers for o° and the

wire wave gauge for ¢,.
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The measured scatter coefficients were approximately 10dB less
then the predicted values. This is probably due to the
assumption of a unidirectional surface. However, the bias
does not depend on a constant gain difference in the back
scatter power. It depends only on the relative relationship
between the back scattered power and the wave displacement,
because, as seen in equation (3.1), the bias is normalized by
the mean back scattered power. Figure 3.9 shows a clear
relationship between the back scatter coefficients and the RMS
short wave height. The physical optics integral accurately
represents the relative relationship between the Ku band back
scatter coefficient and the short wave RMS height. The
measured C band back scatter coefficient versus RMS short wave
height has a slightly smaller slope, especially for smaller
RMS short wave heights, than the physical optics integral

estimate.

A correspondence between RMS short wave height and wind speed
can also be seen in figure 3.8. An incf%ase in wind speed
causes a corresponding increase in short wave height. A
direct comparison between the short wave height and wind speed
is shown in figure 3.10. A fit to the data indicated by the

solid line is given by

g, = 0.0116 Us:*. (3.24)
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Figure 3.10: Short wave RMS height (m) as a function of aind
speed (m/s). The solid line is given by equation (3.24).
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Physical optics, the short wave model, and the preceeding
expression can be used to estimate the relationship b~tween
the back scatter coefficient and the wind speed. The
relationship between the back scatter coefficient and the RMS

short wave height is given approximately by

00: C]. 0;« (3.25)

where a is given by equation (3.23). For Ku band with p =
2.5, @ was found to be 1.39 where the measured global short
wave RMS height was 1.7 cm. Combining the last two equations

gives

oq = G U, {3.26)

The Ku band scatter coefficient versus wind speed is shown in
figure 3.11. The solid line indicates the relationship given
by the last equation, which agrees with the measurements,
This result also agrees with measurements taken by Melville et

al. [1991] during the SAXON-CLT experiment. They found

loge® = 1.389 - 0.3641logU;, (3.27)

which is in close agreement. Chelton and McCabe [1985]) found

L04@° = 1.502 - 0.468logl,, (3.28)

based on an analysis of satellite altimetry data from Seasat.
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Figure 3.11: Ku band back scatter coefficient as a function
of wind speed (m/s). The solid line 1s given by equation
(3.26).
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The difference fronm Cheltecn and McCabe's (1985]) result may be

due to the small number of samples at low wind speeds as noted

in Melville et al. (1991].

Now that a relationship between scatter coefficient and RMS
short wave height has been established, the effect of short
wave modulation will be investigated. We begin by examining
in detail two ten minute data records. One record corresponds

to a large bias and the other to a small bias.

For the large bias record, a thirty second time series of
measured wave displacement is shown in figure 3.12, along with
the envelope of the short waves (frequency > 0.88 Hz). A
visual inspection shows the short wave amplitude being
modulated by the long wave displacement. The short waves are
clearly larger at the crests of the long waves than in the

troughs.

The modulation can also be seen by looking at the RMS short
wave height versus the long wave displacement as in fiqure
3.13. It is seen that within two standard deviations of the
mean sea level, the modulation appears to be linear with wave

displacement.

The relative back scatter coefficient profile can be estimated
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Figure 3.12: Time series of long wave displacement and short
wave envelope for a large EM bias case.
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Figure 3.13: Short wave RMS height as a function of surface
displacement from mean sea level in standard deviations for a
large EM bias case.



CHAPTER 3.

Figure 3.14:

Ku BBand Relative Back Sculter Coetficent

C HBund Relative Back 5Scaller Coefficient

ELECTROMAGNETIC BIAS THEORY

20

P ‘
: ,‘\ , —— \feasured !

N Predicted
\ I '
1.9 ‘ \\ 4{
1/ ‘
| S \ !
ooy . VA ' H
i AL |
1.0 A 4
U ’ V\\ fA i
\i T i
! "\ ‘
\ ,
3 /\ !
."_f\ //r]
‘ i

<IDY From MSL

—— Measured
\ Predicted

on

STOV Frem MSL

103

Ku band (top) and C band (bottom) relative back

scatter coefficient as a function of surface displacement from
mean sea level in standard deviations for a large EM bias

case.

The solid curves were measured.

The dashed curves vere

estimated using physical optics scattering and the measured
short wave RMS height profile.
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from the short wave modulation profile by using the physical
optics integral of equation (3.9) and the short wave model of
section 3.1.1. The estimated and measured relative back
scatter coefficient profiles for C and Ku bands are shown in
figure 3.14. The estimated profiles show that the short wave
modulation correctly predicts more scatter from the troughs of
the long waves than the crests, which is in good agreement

with the measured profiles.

To provide a contrast, figure 3.15 shows the envelope of the
short waves for a time of small bias. It is no longer clear
frem a visual inspection that modulation is occuring, but an
examination of fiqure 3.16 giving the corresponding short wave
height versus long wave displacement again shows a modulation.
The modulation is smaller, as expected, and continues to be
linear within two standard deviations of the mean sea level.
The estimated scatter coefficient profile, as shown in figure
3.17 for Ku band, again provides a reasonable estimate of the

measured profile.

As noted above, the short wave mcdulation can be represented
by a linear profile as given in equation (3.18). This allowed
the modulation strength, defined as M = m/4 where m is defined
in equation (3.18), to be computed for each remaining record

for the 7 days of the experiment. The modulation strength is
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Figure 3.15: Time series of long wave displacement and short
wave envelope for a small EM bias case.
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Time series of normalized electromagnetic bias,

short wave modulation strength, and wind speed (m/s) recorded
during the 7 days of the experiment.
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measured using the wire wave gauge and is measured
independently from the scatterometer measurements. Hourly
averages of the modulation strength and normalized bias are
shown in figure 3.18. It is easily observed that the
normalized bias increases as the modulation strength
increases. The bias is given by equation (3.22) in terms of
the short wave modulation, which can be rewritten in terms of

the significant wave height as

(3.29)

This shows the normalized bias 1is proportional to the

modulation strength as observed in figure 3.18.

As seen in figure 3.18, the normalized bias and modulation
strength are correlated with wind speed. However, at low wind
speeds near days 3 and 7, the modulation strength has sudden
drops, and the corresponding short wave modulation profiles
become more random. This probably indicates that, at low wind
speeds, the dominant scatterers are waves with lengths less
than one meter. The cause of the differences between the bias
and modulation strength at the beginning of day one is not
known. The modulation strength and C and Ku band biases are
shown versus wind speed in figures 3.19 and 3.20. A visual
inspection shows a similar correlation of the modulation and

the bias with the wind speed.
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The C band bias versus modulation strength is shown in figure
3.21. The normalized bias appears to be a linear function of
the modulation strength as predicted by equations (3.22) and
(3.29). The constant . for 1.7 cm global RMS short wave
height (the average, short wave RMS height for the 7 days of
data) is 1.47 and 1.23 for p = 2.5 and 3.0 respectively. The
lines in figure 3.21 show the ideal dependence of the bias on
modulation strength according to equation (3.29) and the
stated values of «.. Figure 3.22 shows the Ku band bias
versus the modulation strength. The lines in figure 3.22
correspond to @&y, = 1.39 and 1.15 for p = 2.5 and 3.0
respectively. Some of the scatter in figures 3.21 and 3.22 is
due to the sudden drops in the modulation strength at low wind

speeds noted earlier.

Hourly averages of significant wave height, wind speed and
measured and estimated bias are shown in fiqure 3.23. The
estimated biases were computed from equation (3.29), equation
(3.23), and the measured modulation strength. The estimated
bias is in good agreement with the measured bias except near
the beginning of days 1, 3 and 7, which is due to the

difference in modulation strength as noted earlier.

A more direct comparison of the estimated and measured bias is

shown in fiqure 3.24., The Ku bias is underestimated for low
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values of bias. This is at least partly due to the 1low

modulation strength at low wind speeds as noted earlier.

The C band versus Ku band bias is shown in figure 3.25. As
found earlier in chapter 2, the Ku band bias is larger than
the C band bias for small values of bias and smaller for large
values of bias. The biases, as predicted from the modulation
strength, show the C band bias to be slightly larger than the
Ku bias. The differences between the measured and predicted
biases are partly explained by figure 3.9. The parameter a is
the local slope of ¢° versus o,k. The Ku band data is
accurately represented by the physical optics integral of’
equation (3.9) indicated by the solid line, but the C band
data has a smaller slope. This causes the physical optics
scattering theory and the short wave mocdulation model to
overestimate the C band bias at small short wave heights which

correspond to small biases.

3.4 Discussion

The wvalidity of using physical optics scattering for the
employed short wave spectrum was established by comparison
with method of moment calculations as shown in figures 3.4 and
3.5. The relationship between the high frequency wave energy

and the back scatter coefficient as described by equation
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(3.9) was established by the results shown in figures 3.8 thru
3.11. This led to the most fundamental result of this
research, namely, the prediction of the electromagnetic bias

based on the modulation of the short waves.

The effect of the short wave modulation on the bias is shown
in figures 3.12 thru 3.18. These results show the short wave
modulation to be the dominant cause of the electromagnetic
bias at C and Ku bands for moderate wind and wave conditions.
The results of figures 3.21 and 3.22 show a linear dependence
of the normalized bias on short wave modulation strength. The
observed linear dependence is described by the theoretical

bias of equation (3.29).

The EM bias at C and Ku bands was found to depend on wave
height and wind speed by Melville et al. [1991]) and Walsh et
al. [1991], where the dependence was found empirically to be

of the form

e -3

taUu+. .. (3.20)

o

x
wlr

The results of this paper show the cause of these observed
dependencies. From equation (3.29) the normalized bias is

given by
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= ~aM. (3.31)

ul.—lA
|

As indicated in figures 3.18, 3.19, and 3.20, the short wave
modulation strength has the same dependence on wind speed as
the observed normalized bias. Thus, the dependence of the
bias on wave height and wind speed can be attributed to the

short wave modulation.

The frequency dependence of the EM bias has only been
partially addressed. A better explanation probably lies in a

better short wave modulation model.

The employed short wave modulation model contains no
dependence on wave number. This is <clearly an
oversimplification. For example, consider the measurements of
EM bias at ultraviolet by Walsh et al. [1989]. They found the
UV EM bias to be biased above mean sea level rather than
below, as in the case of microwave frequencies. This implies
that the modulation of short capillary waves is opposite in
sign to the modulation of short gravity waves. The much
smaller Ka band bias as measured by Walsh et al. [1989, 1991)
might also imply a decrease in modulation with increasing wave
number, causing a larger decrease in bias with increasing

electromagnetic frequency.
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Other limitations of this work include the spectral model
employed, the neglect of long wave tilt and curvature and the
unidirectional wave assumption. Figures 3.21 and 3.22 show
the sensitivity of the bias to the choice of the power
spectrum exponent in kF. The long wave tilt and curvature
will have the effect of increasing the bias. The possible
effects of the long wave curvature were discussed in chapter
2. The effect of the long wave tilt will be discussed below.
The unidirectional wave assumption <could <cause an
underestimation of the bias. In the high frequency limit ¢°
is inversely proportional to the standard deviation and
variance of the surface height respectively for a
unidirectional and isotropic surface. For small modulation
strengths this will cause the bias for an isotropic surface

to have twice the bias as a unidirectional surface.

In light of the results presented in this paper two concerns
are raised in the theoretical EM bias papers of Jackson
[1979), Huang [1984), Barrick and Lipa [1985) and Srokosz
[1986]. First, the spectral filter function used by those
studies is of questionable validity. The common practice of
equally weighting waves having wave number less than the
electromagnetic wave number, may lead to overemphasizing the
high frequency waves as indicated in figure 3.5. Second,

since these theories depend on the joint height slope
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probability density function, the development of this function

should include the effect of the short wave modulation.

There are several differences Letween this work and the
theoretical bias paper of Rodriguez et al. [1992]. First and
most important is the difference between the measured
dependence of the bias on short wave modulation and that
predicted by Rodriguez et al. Figure 3.18, 3.21, and 3.22 of
this work show that the observed normalized bias increases
with short wave modulation strength. However, figures 4 and
9d of Rodriguez et al. (see figures 1.6 and 1.7), show the
normalized bias remaining the same or decreasing with

increasing short wave modulation strength.

The conclusion of Rodriguez et al., concerning the cause of
the wind speed and frequency dependence of the bias, is also
different from this work. They found the wind speed
dependence to be due to the increased modulation of large
surface tilt as a function of wind speed, and the frequency
dependence of the EM bias was explained in terms of the
sensitivity of radar cross section to surface tilt and the
modulation of tilt variance. This work has explained both the
wind speed and frequency dependence of the bias in terms of
the short wave modulation. The experimental evidence shown

indicates that the model presented in this work gives better
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agreement with measured data at C and Ku bands than does the
model of Rodriguez et al. However, a combination of the two

theories would likely lead to a better result.



Chapter 4
Summary

It has been shown from measurements that the electromagnetic
bias depends primarily upon the wave height, the wind speed
and the electromagnetic frequency. All of the EM bias
experiments to date have shown a linear dependence of the bias

on wave height.

The measurements of the present work, Melville et al. [1991],
and Walsh et al. [1991] have shown a similar dependence of
normalized bias on wind speed. For wind speeds less than 10
m/s the measured bias increases linearly with wind speed. At
wind speeds above 10 m/s the bias saturates in the case of C
band, and saturates and then decreases in the case of Ku band.
The more extensive data set of the present work shows the Ku
band bias saturating at 9-i0 m/s, whereas the C band bias

satu~ates at 11-12 m/s.

The tower measurements of the present work and Melville et al.
[1991] exhibit two differences from the aircraft measurements
of Walsh et al. [1991]). First, for the wind speed less than

3-4 m/s the tower measurements show the bias to be comnstant,
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whereas the aircraft measurements show bias continuing to
decrease for wind speeds less than 3-4 m/s. Second, the
measurements of Melville et al. [1991] show a bias nearly a
constant 1% of significant wave height larger than the
aircraft measurements of Walsh et al. [1991], and the
measurements of the present work show a bias nearly a constant
0.3% of significant wave height larger than the measurements
of Mbiville et al. 11991]). This difference may be due to the
different heights from the surface at which the measurements

were taken as explained in chapter 2.

All of the EM bias experiments to date have shown a general
increase in bias with decreasing frequency. The measurements
of the present work show the C band bias to be larger than the
Ku band bias for wind speeds greater than 10 m/s, but for wind
speeds less than 10 m/s the Ku band bias is larger than the C

band bias.

The measurements of the short wave modulation and the theory
of chapter 3 demonstrated a linear dependence c¢f the
normalized bias on the short wave modulation strength. The
fact that the short wave modulation strength was shown tc have .
tne same dependence on the wind speed as the normalized bias
shows that the wind speed dependence of the bias is mostly

accounnted for by the short wave modulation. While cther
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effects such as long wave tilt and curvature will effect the
bias, the primary cause of the EM bias has been shown to be
due to the short wave modulation. The main weakness of the
theory of chapter 3 was its simple model for the short wave
modulation. There is evidence of a wave ilumber dependerice of
the short wave modulation which would likely explain the

frequency dependence of the EM bias.

Now that the primary dependencies and causes cf the EM bias
have been identjified, the second crder effects need to be
explored. The effect of the long wave tilt and curvature, and
the directionality of the waves should be included in the
theory of chapter 3. A better mode. for the short wave
modulation would greatly improve the electromagnetic frequency
dependence prediction capability of the theory of chapter 3.
While analyzing the measnred EM hias, the normalized bias was
found to be larger during periods of wave growth, indicating
a dependence on the wave development. This effect should be

fully investigated.



'Appendix A

Measurements of Electromagnetic
Bias in Radar Altimetry’

The accuracy of satellite altimetric measurements of sea level
is limited in part by the influence of ocean waves on the
altimeter signal reflected from the sea surface. The
difference between the mean reflecting surface and mean sea
level is the electromagnetic bias. The bias is poorly known,
yet for such altimetric satellite missions as- the Topography
Experiment (TOPEX)/Poseidon it is the largest source of error
exclusive of those resulting from calculation of the
satellite's ephemeris. Previous observations of
electromagnetic bias have had a large, apparently random
scatter in the range of 1-5% of significant wave height; these
observations are inconsistant with theoretical calculations of
the bias. To obtain a better understanding of the bias, we
have measured it directly using a 14-GHz scatterometer on the

Chesapeake Bay Light Tower. We find that the bias is a

This paper, "Measurements of electromagnetic bias in radar

altimetry," by W. K. Melville, R. H. Stewart, W. C. Keller, J. A.

Kong,

D. V. Arnold, A. T. Jessup, M. R. Loewen and A. M. S5linn was

published in Journal of Geophysical Research, Vol. 96, pp. 4915-

4924,

in March 1991.
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quadratic function of significant wave height 4H,,,. The
normalized bias fp, defined as the bias divided by the
significant wave height, is strongly correlated with wind
speed at 10 m, U, and much less strongly with significant
wave height. The mean value for f is -0.034, and the standard
deviation of the variability about the mean is +0.0087. The
standard deviation of the variability after removing the
influence of wind and waves is 1t0.0051 = 0,5i%. The results
are based on data collected over a 24-day period during the
Synthetic Aperture Radar and X-Band Ocean Nonlinearities
(SAXON) experiment from September 19 to October 12, 1988.
During the experiment, hourly averaged values of wind speed
ranged from 0.2 to 15.3 m/s, significant wave height ranged
from 0.3 to 2.9 m, and air minus sea temperature ranged from
-10.2° to 5.4°C. Because U, can be calculated from the
scattering cross section per unit area o, of the sea measured
by spaceborne altimeters, we investigated the usefulness of a,
for calculating bias. We find that P is strongly correlaced
with o, and much less strongly with H,,,. The standard
deviation of the variability after removing the influence of
the radio cross section and waves is +0.0065 = 0.65%. The
results indicate that electromagnetic bias in radar altimetry
may be reduced to the level required by the TOPEX/Poseidon
mission using only altimetric data. We find, furthermore,

that the relationship between ¢, and wind speed agrees with
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previously published power law relationships within the
accuracy of the measurement. The mean value of f, its
variability, and the sensitivity of B to wind speed all agree
well with previous measurements made using a 10-GHz radar
carried on a low-flying aircraft. The mean value of f, its
variability, and the sensitivity to wind were all
significantly larger than previous measurements made using a
39-GHz radar also carried on a low-flying aircraft. All
experiments included a similar range of wind speeds and wave
heights. The SAXON data were, however, much more extensive,
and the statistical relationships correspondingly more
significant. The mean value of P is very close to the mean
value determined from global measurements of sea level made by

Geosat.

A.1 INTRODUCTION

The next generation of oceanographic satellites promises to
make accurate measurements of wind velocity and sea level
using advanced spaceborne radars. The accuracy of the
proposed new measurements will depend critically on the
interpretation of the radar signals scattered from the sea
surface. We know enough about radar scatter from the sea to
proceed with the design of the radars and satellite systems,
but important aspects of our understanding of radar scatter

seem to be lacking. Consider the important example of radar
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altimetry for measuring sea level.

A spaceborne, radar-altimetric system measures sea level
through a radar altimeter used for determining the height of
a satellite above the sea and through tracking systems used
for determining the height of the satellite above the center
of the Earth, the difference in the two measurements being the
sea level. While simple in principle, the measurement of sea
level is difficult in practice because the measurements must
have a precision and an accuracy of a few centimeters for
studies of oceanic dynamics. This requires careful attention

to many possible sources of error.

The influence of ocean waves on the altimeter's determination
of the height of the satellite above the sea surface is an
important source of error. There are two aspects to the sea
state induced error: (1) waves distort the altimeter pulse,
producing errors in the altimeter's determination of the
distance of the satellite above the sea surface, and (2) waves
cause the mean reflecting surface sensed by the radar to
differ from mean sea level. The former is an instrumental
error that varies with the design of the radar. The latter is
common to all altimeters and is an intrinsgic property of the
sea surface. For consistency with Chelton et al., ([1989] we

call the latter the electromagnetic bias and the former the



Appendix A. Measurements of EM Bias 131

instrumental error. The term sea state bias is used to

describe the sum of the instrumental and sea state biases.

Electromagnetic bias arises from a correlation between the
reflectivity of the sea surface and the deviation of the sea
surface from its mean value. For radi¢ signals with
wavelengths of a few centimeters the trough of a wave tends to
be a slightly better reflector than the crest, and the mean
reflecting surface is biased toward the wave's trough by an

amount equal to a few percent of the wave's height.

Our present understanding of the electromagnetic bias is based
on (1) direct observation of radar scatter at vertical
incidence, (2) studies of the correlation between altimeter
errors and sea state, and (3) application of the theory of
radar scatter from rough surfaces using a statistical

description of the distribution of waves on the sea surface.

A.1.1 DIRECT OBSERVATIONS OF ELECTROMAGNETIC BIAS

Electromagnetic bias can be calculated from direct
observations at vertical incidence of the radar reflectivity
from a small area on the sea surface as a function of the
deviation of the sea surface from mean sea level. The
distribution of radar reflectivity as a function of deviation

from mean sea level is then compared with the distribution of
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sea surface elevation (Jackson, 1979]. The difference in the

mean of the two distributions is the electromagnetic bias.

The first study of electromagnetic bias, by Yaplee et al.
{1971], used a 10-GHz radar on the Chesapeake Bay Light Tower
about 15 miles (24 km) east of Virginia Beach. The radar
transmitted 1-ns pulses and recorded the distance to the water
surface and the reflectivity of the surface at the same time
that the wave height was independently recorded by three wave
poles surrounding the area observed by the radar. An analysis
of the obéervations, reported by Jackson [1979], showed that
radar reflectivity increased nearly linearly from the wave
crest to the trough and the electromagnetic bias was 5% of

significant wave height.

Later studies used airborne radars for profiling the radar
reflectivity at nadir at the same time that the wave height
was measured either by the radar or by a laser profilometer
(Walsh et al., 1984; Choy et al., 1984; Hoge et al., 1984].
The results of these studies indicated that (1)
electromagnetic bias was a function of frequency, being
roughly -3.3 + 1.0% of significant wave height at 10 GHz, -1.1
t 0.4% at 36 GHz, and 1.4 t 0.8% for ultraviolet light, (2)
bias at 10 GHz ranged from 1% to 5% of significant wave
height, and (3) the variability in the bias was apparently
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unpredictable, being only weakly correlated with variations of
wavelength, wave slope, skewness and kurtosis of sea surface
elevation, and wind speed. It is not clear how much of the
variability of electromagnetic bias measured 1in these
experiments was real and how much was due to experimental
error such as aircraft motion or distortion of the airflow
around towers. The lack of correlation with any varilable
other than wave height and the difference in measured values
for nearly identical conditions cast some doubt on the

results.

A.1.2 SATELLITE ORSERVATIONS OF ELECTROMAGNETIC BIAS

Satellite altimeter measurements of the temporal variability
of sea level have also been wused for determining
electromagnetic bias. Because satellite measurements include
both electromagnetic bias and instrumental errors induced by
waves, the studies are less direct than those based on data
from surface experiments. They do, however, place bounds on

the magnitude of the error.

Born et al. [1982] used Seasat altimeter measurements of sea
level and wave height along repeated subsatellite tracks for
determining the correlation between changes of sea level and
changes of wave height observed during different repetitions

of the track. The changes of sea level measured by the
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altimeter were due to true changes of sea level, which tend to
be small over many oceanic areas, and to errors in the
corrections applied to the altimeter measurements, including
the error due to sea state bias. Assuming that only the sea
state induced errors were correlated with sea state, the
correlation between the measurements of sea level and sea
state gives the electromagnetic bias plus instrumental errors.
The sum of the two errors was found to be 7% of significant
wave height on the average for data from Seasat, but it ranged
from 2.9% to 13.4%; the correlation accounted for only 50% of
the variability of sea level attributable to variability of
the surface wave field. This result was later refined by
Douglas and Agreen [1983], who analyzed a much larger set of
Seasat and GEOS 3 altimeter data and determined that the
electromagnetic bias plus instrumental errors was 6.4 £ 0.6%
of significant wave height for Seasat and 1.9 t 1.1% of

significant wave height for GEOS 3.

Further work based on Seasat altimeter data by Hayne and
Hancock [1982) and Lipa and Barrick [1981]) led to an
independent estimate of the instrumental error due to sea
state. This was calculated to be 5-5.5% of significant wave
height; hence the electromagnetic bias determined from the

Seasat data is 1.5-2.0% of significant wave height.
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This result may be questionable, however. The work by Hayne
and Hancock, based on a careful analysis of the Seasat
altimeter's received waveforms, showed that the instrumental
error is a nonlinear function of wave height. Their nonlinear
equation for instrumental bias gives values of -0.3% for 1l-m
waves and 3.7% for 4-m waves. This implies that the
electromagnetic bias may range from 7.3% to 3.3% of wave
height for low waves. We note, however, that the error in
determining the influence of waves on the satellite altimeter
measurements is greatest for small wave heights and that the
above results may not be statistically significant for smaller

waves.

In addition, Douglas and Agreen [1983] argue that studies of
the variability of ocean currents by Douglas and Cheney [1981]
do not support a value of electromagnetic bias as large as 5%.
Indeed, tne maps of global mesoscale variability published by
Cheney et al. ([1983] show great areas of the Pacific and
Atlantic oceans having a variability of mean sea level that is
less than 5 cm during times when the wave height varied by
many meters. This - supports the contention  that
electromagnetic bias was correctly removed from the Seasat
data and that it must be close to the values reported by Born

et al. [1982] and Douglas and Agreen [1983].
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More recently, several authors have calculated sea state bias
from Geosat altimeter observations of sea level. R. D. Ray
and C. J. Koblinsky (personal communication, 1990), using data
from repeated tracks, found that the bias was 2.6 t 0.2% of
significant wave height. Merem et al. (1990], using
simultaneous solutions for oceanic topography, Earth's
geopotential, and errors, calculated a sea state bias of 3.6
t 1.5% of significant wave height. Assuming that the
instrumental bias is small for Geosat, these values give an
upper bound for the electromagnetic bias of 2.5~5% of

significant wave height.

In conclusion, the analyses of satellite altimeter data lead
to an estimate of electromagnetic bias that is about 2-4% of

significant wave height, but the result is not conclusive.

A.1.3 THEORETICAL BASIS OF ELECTROMAGNETIC BIAS

The inconclusive and sometimes inconsistent results of the
analyses of satellite and aircraft radar observations of the
electromagnetic bias are not clarified by an appeal to theory.
Using the approximations-of physical optics, Barrick [1968,
1972] showed that a radar pulse incident on the sea surface at
angles close to vertical is reflected by mirrorlike facets
that are randomly scattered over the sea surface within the

field of view of the radar and are oriented perpendicular to
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the radar beam. The theory gives the reflectivity of each
facet, and if the number of facets is known, the wvectcr sum of
the reflection from the facets gives the reflectivity of the

surface.

Jackson [1979] and Barrick and Lipa [1985]) calculated the
distributions of facets over the sea surface from the joint
probability density of wave slope and elevation evaluated from
zero slope in two horizontal dimensions. The distribution was
calculated with partial success from the theory for the
statistics of nonlinear waves using second- and third-order
moments of the sea surface elevation (Barrick and Lipa, 1985;
Srokosz, 1986] together with a model for the spectrum of sea
surface elevation such as the JONSWAP (Joint North Sea Wave
Project) model. Using this distribution, Barrick and Lipa
[1985] calculated an electromagnetic bias of 2-3% of
significant wave height for heights of 1.0-5.0 m with an
uncertainty of at least 20% for the estimate of
electromagnetic bias. They implicitly assumed a weak
dependence on radio frequency because their theory assumed
that waves shorter than some fraction of a radio wavelength do
not contribute to the scatter, an assumption consistent with
the results of Tyler [1976]. The basis for the assumption was
that the sea surface appears to be smooth (mirrorlike) even if

it has small irregularities, provided that the wave length of
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the irregularities is small enough.

Despite the apparent success of the theory, impcrtant
difficulties remain. First, the theory for nonlinear waves
assumed that the wave system conserved energy. Wave breaking
and the growth of waves by the wind were both avoided to
simplify tne analysis. Yet wind blowing over long waves is
known to change the distribution of short waves on long waves,
producing part of the modulation of radar reflectivity which
allows synthetic aperture radars to image long waves [Weissman
and Johnson, 1986). Second, the analysis assumed that certain
integrals in the analysis could be truncated at an arbitrary
upper bound to ensure convergence. The upper bcund for
wavelengths centributing to the invegrals was assumed to be
some multiple of the radar wavelength, although the exact
relationship between smoothness of the wave facet and the
wavelengths of the short waves on the facet is not precise.
Third, the theory predicts that the bias should be a function
of wave skewness because both skewness and bias are directly
related to the nonlinearity of the wave field and vanish for
linear waves. Hence this result conflicts with the direct
measurements of the bias which showed that it was nearly

independent of skewness.
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A.1.4 SUMMARY OF PREVIOUS WORK

Direct observations of electromagnetic bias ranged from 1% to
5% of significant wave height, and the variability of the bias
was only weakly correlated with other variables describing the
Sea state. Analyses of satellite data indicate that the bias
i3 less than 5% of significant wave height and that it is
around 2-4% of wave height. The theorv for electromagnetic
bias gives a bias of 2-3% of wave height, but various

assumptions used in deriving the results are questionable.

Barrick and Lipa {1985] and others have clearly recognized the
limitations of the present theory and experiments useful for
understanding the electromagnetic bias. Barrick and Lipa

[1985, p. 61] state,

Electromagnetic bias is a height error not easily removed.
Although it varies with sea state, it 1iIs seen to depend
significantly on other factors also. Quantitative estimates
of these dependencies from both theoretical and experimental
investigations are as yet incomplete. Since altimeter-
measured surface heights can be in error by as much as 15-25
cm because of [electromagnetic) bias, further investigations
are necessary 1if accurate sea surface topography is to be

rezlized from future altimeters.
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A.2 DESCRIPTION OF THE EXPERIMENT AND DATA PROCESSING
PROCEDURES

To determine the relationship of electromagnetic bias to
environmental conditions, we nade direct measurements of the
bias during the Synthetic Aperture Radar and ¥X-Band Ocean
Nonlinearities (SAXON) experiment (Shemdin and McCormick,
1988]) at the United States Coast Guard's Chesapeake Bay Light
Tower for a 24-day period from September 19 to October 12,
1988. The platform is located at 36°55'N and 75°43'W, 24 km
offshore of Cape Henry, Virginia, at the mouth of the
Chesapeake Bay in water 12 m deep (Figure A.l). The site is
in the open ocean with long fetches over a wide range of
angles. The water depth was sufficient that almost ail waves
recorded during the experiment were only slightly influenced
by the bottom. The platform has an open design leading to
relatively little distortion of the air flow at sea level
while providing support for environmental instrumentation

mounted on the light tower high above the sea (Figure A.2).

A nadir-looking, 14-GHz, continuons-wave, ccherent
scatterometer designed and built at the U.S. Naval Research
Laboratory was mounted 22 m above mezn sea level at the end of
a boom which extended 6.6 m out from the southern end of the
eastern side of the tower. The scatterometer is an instrument

which transmits a radio signal and then measures the power
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Figure A.l: Map showing the location of the Chesapeake Bay
Light Tower off the east coast of North America and the
surroundings. Depths are in meters; 1 m = 0.55 fathom.
(Figure from O. Shemdin, personal communication, 1988.)
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reflected from a target. It differs from a radar only in
being unable to measure range. The scatterometer illuminated
an area of sea 1.7 m in diameter defined by the two-way, 3-dB
beam width of the transmitting and receiving antennas. A
Thorn/EMI infrared (IR) wave gauge was colocated with the
scatterometer. The gauge had a beam width of 1°, illuminating
a spot 0.4 m in diameter. A three-element, capacitance wire
wave gauge was mounted on an identical boom attached to the
lowest catwalk on the tower, 5 m above mean sea level. The
boom was covered with microwave-absorbing material and was

positioned just outside the main lobe of the scatterometer.

The scatterometer was calibrated before and after deployment
using corner reflectors of known radio cross section in a
calibration range of the U.S. Naval Research laboratory. The
wire wave gauges, which do not directly contribute to the
measurements reported here, were calibrated at the R. M.
Parsons Laboratory of the Massachusetts Institute of
Technology to confirm their linear response. They were
dynamically calibrated in the field using the IR wave gauge as
a reference. The field calibrations of the wire gauges (based
on the IR wave gauge) were within 10% of those established in
the laboratory. The wire gauges were used for providing a
check on the spectral response of the IR wave gauge, which was

found to be flat to a frequency of approximately 1 Hz,
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Wind speed and direction, air temperature, and relative
humidity were measured with an R. M. Young meteorological
package mounted on a tower extending 16 m above the helicopter
deck at the top of the platform, 42 m above mean sea level.
Manufacturers' calibrations were used for this package. Water
temperature was measured at a depth of 1 m immediately below
the platform. Additional weather and wave data were obtained
from a standard instrument package operated by the U.S.
National Oceanographic and Atmospheric Administration. The
package included meteorological instruments mounted 40 m ahove
the sea, a Baylor wave gauge, and an experimental IR wave
gauge. A sonic anemometer operated by Risoe National
Laboratory, Denmark, was mounted at the end of the lower boom
at 5 m above mean sea level. The anemcmeter was used for
measuring wind velocity U; and the friction velocity of the

wind, u’, close to the sea surface.

The usefulness and reliability of the measurements reported
here were strengthened by intercomparison among measurements
of the same variable made by the different equipment described
above. The intercomparisons led to the identification of
outliers (measurements with large errors), which were removed
from the data set. For example, we investigated the influence
of the platform on wind speed at the water surface near the

area illuminated by the scatterometer by plotting wind speed
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from the sonic anemometer, U;, minus wind speed at 42 m, U,
as a function of wind direction. We found unexpected
differences only for a narrow range of wind directions near
220°, consistent with being in the wake of the near :st leqg of
the platform. These data were not used in the following

analyses.

The digital data acquisition system sampled one channel of the
scatterometer, the IR wave gauge, and the environmental
instruments at 60 Hz. Data were processed in real time to
produce 10-min averages of backscattered power a.,, significant
wave height H,,;, electromagnetic bias B, wind speed U,,, wind
direction, air temperature T,, sea temperature T,, and relative
humidity H. Raw data were also recorded on an eight track
analog tape recorder with a bandwidth of 625 Hz. The analog
tapes were later digitized at 1 kHz, and hourly averages of
the observations were computed and compared with averages over
six continuous 10-min averages of data processed in real time.

No significant differences were observed.

The real-time calculation did not correct the measurements of
the backscattered power measured by the scatterometer, a,., for
wave-induced changes in range between the scatterometer and
the sea surface. The correction is small but important. The

change in backscattered power duvue to change in range 1is
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proportional to r’*, while the change in scattering area is
proportional to r?. Hence the change in backscattered power

per unit are ¢, is proportional to r'? and

g, = [K(z, - {)?/2) a,

where z, = 22 m is the height of the scatterometer above mean
sea level, { is the displacement of the sea surface from mean
sea level, and K is the absolute calibration constant of the
scatterometer. Data were corrected for the change in range

before further analyses described below.

Electromagnetic bias B was calculated from the digitized
values of o0, and the displacement of the sea surface measured

by the IR wave gauge using

B = (% EOOCX-%V Ec:c,)-1

where N is the number of samples in the averaging interval.

Preliminary comparisons of the wind measurements from the
sonic anemometer at 5 m and from the propeller anemometer at
42 m indicated that the lower measurements were much more
variable. We therefore correlated electromagnetic bias with
Uy, and u’ calculated from U,, using bulk formulas together with

other environmental measurements. The profile of wind above
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the sea surface is well approximated by the logarithmic

profile:

U, = %‘-{ln(z/zo) - ¥(z/L)}

where ¥ = 0.40 is Karman's constant, 2z, is the roughness
height of the surface, and I is the Monin-Obukov stability
length. Values of friction velocity u’ and wind speed at 10
m, Uy, were iteratively computed using 10-min averages of wind
speed, air-sea temperature difference, and relative humidity.
For the computation the roughness height was taken to be the
sum of a smooth-surface contribution z,, and an aerodynamic
roughness contribution z_ as outlined by Smith [1988]:
Z,= 2, + 2,

z, = 0.11v/u’
z. = au‘?/g

where v is the kinematic viscosity of air and g is the
gravitational acceleration. The value a = 0.0185 proposed by
Wu [1980] was used because of the limited fetch and shallow
depth at the light tower. The bulk stability parameter z/L
was calculated from the formula proposed by Large and Pond
[1981] in the last equation, unnumbered, in their section 3c

combined with their equation 13. The computed results were
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then used for computing hourly averaged values for U, and u*.

A.3 RESULTS

During the experiment, hourly averaged values of wind spéed
ranged from 0.2 m/s to 15.3 m/s, significant wave height
ranged from 0.3 m to 2.9 m, air minus sea temperature ranged
from -10.2°C to 5.4°C, and electromagnetic bias varied from
-0.6 cm to -15 cm or from -1.3% to -5.8% of signiticant wave
height (Figure A.3). The values for wind, waves, and
temperature and the spectra of wave displacement are typical

of open-ocean conditions.

To confirm the correlation between electrcmagnetic bias and
cross section measured by the scatterometer, several hours of
data from the experiment were processed to obtain cross
section as a function of displacement from mean sea level
(Figure A.4). The cross section was an almost linear function
of displacement of the sea surface from mean sea level. The

slope of the function is the electromagnetic bias.

The SAXON data were then wused for investigating the
relationships between bias B and wind speed at 10 m, U,; the
wind stress u*, including the effects of stability;
significant wave height H,,;; and the nonlinearity of the wave

field. An analysis of variance showed that the only
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Figure A.3: Time series of wind speed at 10 m, U,

s;gpificant wave height H,,,; electromagnetic bias B; and bias
divided by wave height, f, recorded during the SAXON
experiment.
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Figure A.4: Two examples of averaged radio cross section of
the sea as a function of the displacement of the sea surface
from mean sea level. The displacement is normalized by the
standard deviation of the displacement. Note that the cross
section is a nearly linear function of displacement, whose
slope increases with normalized electromagnetic bias. Solid
line denotes bias = 1.85 cm, H,; = 0.92 m, p = -0.020, and U,
= 2.8 m/s. Dashed line denotes bias = -2.9 cm, H,,; = 0.85m,
p = -0.034, and UlO = 9.6 m/S.
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Figure A.5: Electromaénetic bias B as a function of

significant wave height H,;,; together with the least squares
linear and quadratic fit to the data. The best fitting linear
equation is B = 0.00216 - 0.0517H,,, (r’ = 0.873), and the best
fitting quadratic equation is B = 0.00100 - 0.210H,,,

0.0104(H,,;)> (2 = 0.887) for wave height in meters. Both
correlations are statistically significant at the 99% level.
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Figure A.6: Normalized electromagnetic bias P, which is bias
B divided by sigrnificant wave height H,,;, as a function of
wind speed 10 m above the sea surface, U,. The line through
the data is the least squares regression line fp = -0.0179 -
0.002500,, (r = 0.707) for wind speed in meters per second.
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statistically significant correlations were with wind speed,
significant wave height, and significant wave height squared
(Figures A.5 and A.6). Because the strongest correlation by
far was with significant wave height, we 13ed the
dimensionless bias, P = B/H,;;, in the following analysis of
the residual correlations of bias with other variables. The
quadratic dependence on wave height, which is evident in

Figure A.5, is accounted for by correlating f with H,,;.

Before describing the correlations with other variables, we
note that the mean value of P averaged over 347 hours of data
was -0.0342 and the standard deviation was 0.0037. Thus
electromagnetic bias observed at the SAXON experiment was 3.5%
of significant wave height with variability of 1% of
significant wave height. Therefore significant wave height
alone is not sufficient for accurately predicting

electromagnetic bias for radar altimetry.

Dimensionless bias P was well corrclated with wind speed at 10
m, U,, the correlation coefficient being r» = 0.706, and with
significant wave height H;,;, the correlation coefficient being
r* = 0.343. All correlations had approximately 315 or more
degrees of freedom. The latter correlation includes the
quadratic dependence of bias on wave height (compare Figure

A.5) as well as the dependence of wave height on wind speed.
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The two influences cannot be uniquely determined from the
SAXON data, but the large number of independent observations
of winds and waves and the weak correlation betwecen them (r*
= 0.279 with 380 degrees of freedom) allows a good separation
of the dependence of f on U, and #,,,. In addition, the
predicted value of § calculated from U,, and H,,, has much less
error than that of p caiculated from H,,, alone. Because cof
the strong dependence of P on wind, we have chosen to
investigate the wind's influence first before considering the

multiple correlaticn of P with wind and waves.

The most significant correlations of bias with the wind were
with U, (Figure A.6) and with friction velocity calculated
from the bulk formulas, u* (Fiqure A.7). Wind speed at 42 m,
U,, and friction velocity measured directly by the sonic
anemometer, u* (sonic), were only slightly less well
correlated with f. In searching for power relationships among
measured variables we found that dimensionless bias was also
well correlated with the square root of the wind speed and
with the square root of the friction velocity. Both
correlations were about the same as the correlation with wind

speed.

After removing the latter sample correlation of p with wind

speed we found that f was still weakly Lut sighificantly
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Figure A.7: Normalized electromagnetic bias f, which is
electromagnetic bias B divided by significant wave height H,,,,
as a function of triction velocity u*. The friction velocity
was calculated from U, using a bulk formula. The line through
the data is the least squares regression line f = -0.0199 -
0.0565u* (r? = 0.686) for friction velocity in centimeters per
second.
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Figure A.8: The residual normalized electromagnetic bias as
a function of significant wave height H,,;. The residual is
the normalized bias P minus the correlation with wind speed
calculated from the SAXON data (see Figure A.6). The line
through the data is the least squares regression line,
residual = 0.00387 - 0.00270H,,;, (r = 0.075), for wave height
in meters. The correlation is statistically significant at
the 99% confidence level even though the correlation
coefficient is small.
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correlated with significant wave height, r# = 0.075 (Figure

A.8).

Combining the influence of wind speed and wave height, the

multiple correlation of P with U, and H,,, yielded

B = -0.0146 - 0.002150,, - 0.003894,,, r? =0.737

for wind speed in meters per second and wave height in meters.
The coefficients are significant at the 99% confidence level.
The use c¢f wind information significantly improves the
estimation of @. The correlation of f with H,,, has a
correlation coefficient of only rZ = 0.343 with 345 degrees of

freedom, as compared with r = 0.737 above.

The residual bias, after removing the observed correlation of
f with U, and H,,; (Figure A.9), had a standard deviation of
+0.0051, but it was not a random function of time. Rather,
its structure suggests that it has a component that may be
predictable using variables not considered in the multiple
regression. The residual was not correlated with wind
direction, which would indicate errors caused by the platform
distorting the wind flow, nor was it correlated with the
stability of the atmospheric boundary layer. Regardless of
the cause of the residual, it is small, and the data indicate

that wind speed and wave height alone can be used for
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Figure A.9: The residual normalized bias as a function of
time in days. The residual is the normalized bias f minus the
correlations with U, and H,,;. The residual has a weak but
systematic structure suggesting that other variables not
considered in the multiple regression may be used for further
reducing the uncertainty in p. Day 1 is September 19, 1988.
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predicting normalized bias with an uncertainty of 0.5% for the

SAXON data.

Because wind speed can be calculated from measurements of the
scattering cross section per unit area ¢, made by satellite
altimeters, we investigated the relationship between o, and
dimensionless bias. But first we compared the relationship
between ¢, measured by the SAXON scatterometer and U, measured
by an anemometer with previously published data in order to

understand the accuracy of our scatterometer measurements.

A plot of ¢, in decibels as a function of 10 log U, together
with o, in decibels calculated from U, using the algorithm
proposed by Chelton and McCabe [1985] showed that the two
differ by 1.08 dB, a difference well within the uncertainty of
the calibration of the Seasat altimeter and our scatterometer.
The difference in the two calibrations is estimated to be 12-3
dB. After reducing our measurements by 1.08 dB, we found

(Figure A.10)

6,(dB) = 10([1.389 - 0.364 log U,,] r? = 0.655

for wind speed in meters per second, compared with Chelton and

McCabe [1985]), who found

0,(dB) =10[1.502 - 0.468 log U,,]

based on an analysis of global altimetric satellite data. The
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Figure A.10: Adjusted scattering cross section per unit area
0, (sigma naught) in decibels as a function of the logarithm
of wind speed at 10 m, U,. The data have been adjusted by
1.08 dB for better agreement with the curve proposed by
Chelton and McCabe [1985) based on an analysis of altimetric
satellite data. The adjustment is within the uncertainty of
the calibration of the altimeter and the tower scatterometer.
The other line through the data is the least squares
regression o,(dB) = 13.9 ~ 3.64 log U, (r* = 0.655) for wind
speed in meters per second.
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two sets of coefficients differ by 4-5 times their small
standard error, but Figure A.10 shows that the linear
regression for SAXON data is dominated by relatively few
observations at low wind speed. A plot of the same data in
linear form (Figqure A.l1l) shows a close agreement between the
SAXON data and the global observations. The agreement
suggests that relationships between B and o, based on SAXON

data would provide corrections useful for satellite altimetry.

To determine B from ¢,, we used 6, directly rather than convert
0, to wind speed for use in the correlation of B with U,.
This provides a less noisy variable for predicting f. We
found previously that B ~ U, and o,' ~ (Uy,)?; therefore we
expected p ~ 1/0,2. This was verified by the correlation of

p with o,, which yielded (Figure A.12)

B =-0.0183 - 2.46/02 r2 = 0.516.

Other power laws had poorer fit to the data. The multiple

regression of P with 1/¢,2 and H,,; yielded

f = -0.0163 - 2.15/02 - 0.00291H,, r? =0.528

for wave height in meters. The correlation is nearly as good
as that between P and U, and H;,;. The standard deviation of

the variability after removing the influence of the cross
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Figure A.12: Normalized electromagnetic bias P as a function
of the inverse square of the scattering cross section per unit
area 0, (sigma naught). The line through the data is a linear
least squares regression P = -0.0183 - 2.460, (r? = 0.516).
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section and waves is +0.0065 = 0.65%. The results are
important for the TOPEX/Poseidon mission. The TOPEX/Poseidon
satellite will carry an altimeter for measuring sca level with
an accuracy of t14 cm, of which 2 cm is allocated to errors
due to electromagnetic bias for 2-m waves {Stewart et al.,
1986]). Our results indicate that the bias could be reduced to

the required level using only data from the satellite.

A.4 DISCUSSION

The mean value of our measurements of electromagnetic bias is
the same, within experimental error, as that of the
measurements by Choy et al. [1984] using a 10.0-GHz radar
flown on an aircraft at a height of 150-230 m. Both sets of
measurements yielded a bias of -3.3% of significant wave
height with a variability of £1.0%. These values are
substantially larger than the mean value of -1.1% and the
variability of 10.4% measured by Walsh et al. [1984] using a
36-GHz radar also flown on an aircraft at about the same

altitude.

Our measurement of the sensitivity of dimensionless bias to
wind speed was nearly the same as that calculated from the

data in Table 2 of Choy et al. [1984]. We found (Figure A.5)

p =-0.0179 - 0.0025U,, r?2 =0.707
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while data in the work by Choy et al. [1984] gives

B = -0.00075 - 6.0028U,,, % = 0.258

for winds in meters per second. Because there were no winds
less than 7.5 m/s in Choy et al.'s data, their value of B(U =
0) was not well defined. There were insufficient data for
converting wind speed at aircraft altitude, Uy, to wind at 10
m, U,, so we used only the correlation with uncorrected wind
speed. The dimensionless bias measured at 36 GHz was much
less sensitive to wind. All data were observed over
approximately the same range of wind and wave conditions. The
SAXON data were, however, much more extensive, and the
statisitcal relationships correspondingly more significant.
For example, Choy et al. [1984] reported only 23 values of
wind and bias in their Table 2, as compared with 316 values in

Figure A.6 this paper.

The close agreement between measurements made at 10 and 14 GHz
and the large difference compared with measurements at 36 GHz
indicates that measurements of B should be made close to the
frequency used by spaceborne altimeters if the measurements
will be used for determining corrections to the satellite

data.

Our value for the =electromagnetic bias is also nearly
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identical to the 3.6% value for the bias calculated from
Geosat data by Nerem et al. [1990], and it is slightly higher
than the 2.6% value calculated from Geosat data by R. D. Ray
and C. J. Koblinsky (personal communication, 1%90). It is
also within the range of values calculated from Seasat
altimeter data. The satellite data, however, yield only the

sea state bias, and the uncertainty in the determination of

the instrumental errors in the satellite observations makes

the comparison less clear.

The analysis of the SAXON data and the agreement with 10-GHz
radar measurements suggests that electromagnetic bias in radar
altimetry can be corrected with useful accuracy using only
data from the altimeter. The instrument measures significant
wave height and scattering cross section per unit area, from
which U, can be calculated. Either the cross section or the
wind speed could be used for calculating the bias. If the
correlations observed in the SAXON data hold also for
spaceborne radars, then the bias could be calculated with an
accuracy of 0.0%. This would be an improvement over existing
corrections, and it would be sufficiently accurate for many

studies of ocean dynamics.
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Correlation Coefficient

For a surface spectrum given by

(p-VofMKE? Kk o

S,(k,n) =
Pt [ 0 k<k,

for p greater than one, the correlation coefficient is given

by

C,(x) = [ dk (p-1) k™ k9coskx. (B.2)

Making a change of variable gives the correlation coefficient

as

Cp(2) = (p-1) zP? fdu uPcosu. (B.3)

where z = k,x. The last equation can be written in terms of

the incomplete gamma function

170
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X
y(a,x) = fdte"t"‘ (B.4)
Q

as

Cp(2) = (p-1)cos[Z (p-1)IT(1-p)
1 (B.5)
- -E(p-l)z"“[i""v(l-p, -iz) + (-i)*Fy(1-p,iz)]

Expanding the incomplete gamma function about x equal zero gives

o _(-1) 7" (B.6)

viax) =x% ) Triaeny

Substituting the last equation into equation (B.5) gives an

expression for the correlation function for small argument as

Cp(z) =1 + (p-1)cos[Z (p-1) T'(1-p) 2|

- (-1)az2a (B.7)
' (1-p)n2.; (2m-p+1) (2m) 1~

The last expression is valid for fractional p. For p equal to

an even integer, the appropriate limit of the cosine and gamma
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term must be taken, yielding

(_1) Og |z|2n-1

Can(2) = 2(2n - 2)1

- (-1)3z2m (B.8)
* (1-2n)2§ (2m-2n+1) (2m) t °

For p equal to an odd integer, equation (B.3) can be expressed
in terms of an exponential integral [Abramowitz and Stegun,

1975] and represented in terms of its series expansion about

zero as
Copey (2) =1 +.i2llf£ff[ + 2n.1 1n|z|]
2a+1 = — -Y -
(2n-1) 1 ;_1 k (B.9)
n(-1)2z=

afhen (M-n) (2m) 1~

For large argument, equation (B.3) can be integrated using

integration by parts, giving

_ 1
¢, (2) = -(p-1) st?z 1 llﬂE;.l T

+(p-1) L2LZ[B p(p+1;3(p+2) . ]

(B.10)
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Physical Optics Formulation

Physical optics is described by Beckman and Spizzichino
[1963]), Tsang et al. [1985], Kong (1986] and Holliday et al.
(1986], but since the derivation is short it is given here for
application to a unidirectional surface and to illustrate the
approximations that are made. For a perfectly conducting
surface, the back scattered electric field at normal incidence
from an L by L patch on a unidirectional surface (83/8y = 0)
is found from the electric surface current K in terms of a

Green's function as

_ L/2 n 12)3 _
E(r) = ikn,L | dx’ (1 + (x) ) g(r,x")K(x") . (C.1)
g2 [ 2

The far field (r >> x') Green's function is given by

g(r,x) = -1k’ elk . (C.2)
4“: 31."“[)

The electromagnetic wave number is given by k, the surface

displacement by n and the impedence of free space by n,. The

173
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physical optics or tangent plane approximation is used to

estimate the surface current as

-1
k-(x’) = 20 x }-{:{ = _271&’(1 + [aJa(;‘_/)]z) 2e'1kfl(x'l. (C.3)
)

The unit vector normal to the surface is given by n, and the
incident electric and magnetic fields are given by E, and H,.
For this approximation to provide an accurate estimate of the
surface current, the surface must be sufficiently smooth. A

criteria for the surface smoothness is given by equation 3.10.

The back scatter coefficient is given by

—_ -, L/2 L/2
ot = L i’"”# - L’f [ dxdx!(efxintamixin) - (c.4)
L E, -L/2-1/2

Assuming the surface displacement has a Gaussian probability
density function, the average term can be expressed in terms
of the surface correlation function and variance o’ as [Tsang

et al., 1985, p. 79 or Kong, 1986, p. 535]

( ei2kin(-5(x)] ) = g-40M31(1-Clx-x") (C.35)

The double integral can be reduced to a single integral as
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L/2 L/2 L
[ [dxdx’f(x-x’) - Lfdx(1-|a|/z,)f(a). (C.6)
-L/2-L/2 -L

The back scatter coefficient is given by

L
g° = k;Lfdx(l_lxl/L) e-‘d’k’[l‘C(K)] . (C.7)
-L

By making the integration variable nondimensional and

rearranging, the back scatter coefficient is given by

1
6O = (k;LZ)fdu(l-IUI) @-40%k (1-C(Lu)] (C.8)
-1
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