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Abstract

In this thesis we study the problem of enabling autonomous electrical energy sys-
tems (AEESs) by means of distributed control. We first propose a modular modeling
approach that represents a general electrical energy system (EES) as a negative feed-
back configuration comprising a planar electrical network subsystem and a subsystem
of single-port components. The input-output specifications of all components are in
terms of power and voltage. This mathematical modeling supports the basic phys-
ical functionality of balancing power supply and demand at the acceptable Quality
of Service (QoS). These input-output specifications are met by the controllable com-
ponents equipped with the newly proposed distributed control. We show that these
controllers enable stable and feasible system-level closed-loop dynamics. Moreover,
an interactive algorithm for autonomous adjustments of their controller set points
based on the information exchange with neighboring components is introduced. This
serves as a proof-of-concept illustration of how components adjust their power and
voltage toward a system-level equilibrium. Such process is the basis for autonomous
reconfigurable operation of small microgrids. As the first step toward scaling up the
proposed concepts, we consider the problem of enhanced automatic generation con-
trol (E-AGC) for systems with highly dynamic load variations, including effects of
intermittent renewable generation. Further work is needed to fully generalize this
approach for control design of large-scale EES. In addition to theoretical results, we
also report the results of several numerical and hardware tests. These show the effec-
tiveness of the proposed approach in fairly complex scenarios, including unplanned
large faults and hard-to-predict fast-varying power disturbances.

Thesis Supervisor: Marija D. Ilid
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Chapter 1

Introduction

1.1 Thesis motivation and problem formulation

Over the past decades, researchers and engineers have been actively looking for the

way to achieve self-healing and autonomous functionalities of the electrical energy

systems (EESs) [2-5]. Self-healing and autonomous functionalities indicate that the

system can continue to function during the large changes and recover on its own.

As an example, let us consider a self-healing smart city. If an attack occurred at

the airport, nearby residential buildings should detect the change and automatically

reconnect to provide help to the airport. Each building self-adjusts its roof-top PVs

and available storage so that the airport has an uninterrupted electricity service.

It is appealing to have such highly resilient and flexible EESs. However, there

exist many challenges to implementing such functions. To start with, implementing

an AEES requires well-defined notion of such system, and this has not been formalized

yet.

Second, the EES is currently into a system with large intermittent disturbances

but smaller system inertia. This is because old power plants are being replaced with

power electronically components smaller solar PVs, wind power plants, storage, and

responsive loads. Figure 1-1(a) shows a typical solar radiation. It can be seen that

the PV panels inject both fast varying and large generation changes to the system,

unlike conventional coal power plants whose generation output is smooth, shown in

14



Figure 1-1(b). With small system inertia, an EES is sensitive to these hard-to-predict

disturbances.

Output of PV Array

(a) Typical Solar Radiation [1] (b) Typical Coal Generation March, 2019 (PJM)

Figure 1-1: Power Generation

Third, Today's control design oflarge power plants does not solve the challenges of

power electronically distributed energy sources(DERs). The interaction with the grid

becomes stronger and it is not clear whether the time-scale separation assumption

of existing hierarchical control approaches is valid or not. Besides, since most of the

existing controllers are tuned for predefined operating conditions, any unexpected

faults may lead to cascading failures or power outages [6]. The New York substation

explosion (December 27, 2018) [7], for example, was triggered by a sudden electric

spike. Although the fault was detected, the programmed controller failed to make

correct action causing the voltage to collapse and then the substation to explode.

Last but not the least, challenges also arise from the economic side. It is ideal to

have coordination of energy resources so that the capacity of existing equipments can

be fully utilized. This will greatly improve the efficiency, and reduce the investment

cost by avoiding installing new devices or upgrading the existing ones.

1.1.1 Problem statement

In this thesis, we study the problem of enabling autonomous electrical energy sys-

tems. We first propose a working definition of an AEES. Conceptually, each subsys-

tem of an AEES must supply its local loads when connected to the grid and when

in standalon ("islanded"). Furthermore, the transition between different operating

conditions should be seamless.

15



Definition 1.1.1 (Autonomous Electrical Energy System (AEES)). A component (or

a group of components) of an AEES should be able to self-adjust in a bounded input

bounded output (BIBO) and stable manner. Through minimal information exchange

with directly connected components, the component adjusts its power generation so

that the power with the neighboring components is balanced. Consequently, system

frequency and voltages are feasible and stable.

To overcome above challenges, we seek an implementable approach in support of

AEES. In particular, we focus on the following three problems:

• Problem 1: Establish modular and system-level specifications for which the EES

is feasible and stable.

" Problem 2: Design distributed nonlinear control so that components meet their

specifications for the well-defined ranges of disturbances.

* Problem 3: Achieve system-level feasibility and stability by further specifying

the ranges of operating conditions

1.2 Brief literature review of relevant system theo-

retic concepts

We can categorize existing system theory into two groups, namely the centralized-type

approach and the modular-type approach.

The centralized-type approaches include Nyquist criterion [8], Routh-Hurwitz cri-

terion 19,10], Direct and indirect Lyapunov methods [11], Lasalle's invariance princi-

ple [11] and other extensions [12-14]. They have been used to establish the stability

conditions and to guide the control design. However, these approaches are of less in-

terest to us. Because they are generally not suitable for large-scale EESs, due to the

nonlinearity and complexity. The centralized-type approaches require the informa-

tion of the overall system that is usually hard to get. Besides, checking the stability

conditions in a centralized manner often requires huge computational resources. For
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a complex EES, this is still true even with tools [15-17] developed for speeding up

the numerical computation.

Unlike above mentioned centralized-type approaches, almost all the modular-type

methods turn an interconnected system into a feedback configuration with two sub-

systems HN and Hs. The structure is shown in Figure 1-2. Then, the problem

becomes to analyze the subsystems' properties and their interconnection. Notably,

we are not covering all the literature. What we listed below are several milestones

which inspire us on developing the proposed approach.

v UN N
H N

Ys HsU

Figure 1-2: A feedback configuration

1.2.1 Lyapunov theory-based approach

The first milestone utilizes the theory of Lyapunov functions. One approach is to

design competitive control so that couplings between stable subsystems are weaker

than the couplings which are internal to each subsystem [18-20].

Another approach is to analyze input-output properties of subsystems in time

domain [21-23], or in frequency domain (circle criterion and Popov criterion) [24-

28]. In particular, Lur'e proposed a special form for a group of nonlinear uncertain

dynamical systems [29]. Hereafter, there is sizable literature dealing with the stability

of Lur'e system [30-32].

Notably, one common challenge of the Lyapunov theory-based approach is how to

find proper candidate Lyapunov functions. [33-35] focus on constructing Lyapunov

functions under specific assumptions. But there is no systematic method for deriving

the least-conservative Lyapunov function for a general nonlinear system.
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1.2.2 Small-gain theorem-based approach

Small-gain theorem has been instrumental for the stability analysis and control de-

sign of interconnected systems since early 1960 [36]. Explanation and examples of

the classical small-gain theorem can be found in the textbook [11]. As a nonlinear

generalization and powerful tool, the concept and examples of input-to-state stability

(ISS) small-gain theorem can be found in the textbook [37]. The survey paper [38]

provides a good road map if readers are interested in the theory evolution. [38] has

many references on hybrid systems, delayed systems, discrete switched systems, etc.

1.2.3 Passivity/Dissipativity theory-based approach

The notion of passivity/dissipativity has its root in the fundamental property of any

physical system, as the phenomenon of loss of energy can be observed everywhere.

The innovative two part papers [39, 40] formally introduce the dissipativity to the

field of control theory. It opens a new energy perspective for stability analysis and

control synthesis, i,e., to look into the physics. The dissipativity/passivity becomes

an active research topic ever since [41-44].

We emphasize below two functions associated with the dissipativity/passivity, as

they will be frequently used in this thesis.

• Storage function V(x): the amount of energy stored in the system

9 Supply rate w(u, y): the rate of energy flow (into the system)

For a dissipative system, the increase in V(x) is not greater than the w(u, y). In

addition, the system cannot store more energy than the total supply from the outside.

The relation between V(x) and w(u, y) is called dissipation inequality. It should be

noted that the passive system is a special case of the dissipative system with supply

rate defined as w(u, y) = uTy.

As pointed out by [44-46], dissipativity is invariant under parallel and negative

feedback interconnection. Thus, it is naturally to extend the passivity and dissipativ-

ity results from standalone components to interconnected systems. In addition, the
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storage function V(x) is closely related to stability. A dissipative or passive system

with a positive definite storage function V(x), under mild conditions, can be proved

to be stable in the sense of Lyapunov. The storage function V(x) can be viewed as a

candidate Lyapunov function.

Motivated by KYP lemma [47,48], [45, 46] and the references therein provide

a way to numerically check the dissipativity of both components and interconnected

systems with quadratic supply rate function w(u, y). It has been shown that finite gain

stability, small gain theorem and passivity theorem are special cases with supply rate

functions written in particular forms. Recently, along the same line, some extensions

have been made for incremental case and equilibrium independent case [44, 49-51].

In this thesis, we are going to utilize the passivity concept, and think the problem in

terms of energy and power.

1.2.4 Integral quadratic constraints (IQC)-based approach

[52] introduces a unified approach, integral quadtratic constraints (IQCs), to robust

analysis by characterizing input-output properties of systems. It was first introduced

to analyze the stability of an interconnection of a linear system in feedback with

another causal but maybe nonlinear or even uncertain system. Figure 1-2 is the main

structure considered in the IQC framework.

Notably, IQC greatly simplifies the analysis and transforms the stability problem

into a numerical tractable optimization. A family of IQC functions as well S-procedure

are proposed by [52] which forms the basis for stability analysis and control design

for interconnected systems. However, the original IQC is formulated in the frequency

domain. The link between the time domain and the frequency domain notions is

established in [53] using the KYP LMI. In addition, reconciling the IQC and dissipa-

tivity theory is still an active area, some partial results can be found in [54,55].
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1.3 Brief literature review of relevant electrical en-

ergy system concepts

The purpose of this section is to review the existing control methods for EESs. We

organize the section into two parts: the first part reviews the relevant control de-

sign for DERs, and the second part reviews the control design for large-scale EESs.

Generally speaking, most of control methods focus on generation units, synchronous

machines (SM) in particular. The stability of interconnected systems is determined

using off-line small signal analysis.

1.3.1 Control design for DERs

The commonly-used primary controllers of DERs are constant-gain control tuned for

predefined operating conditions, such as the PID control.

Thanks to the advancements and maturity of power electronic-controlled hard-

ware, recent research efforts have aimed at utilizing these fast controllers. Droop-

based control by imposing virtual impedance is widely used inside the controllers of

DERs [2,56]. It is simple in implementation, but the performance heavily depends on

the accuracy of line parameters. Voltage deviations and current sharing errors still

exist in practice. Also, there is no guarantee for stability as the negative incremental

resistance occurs [57].

To improve the robustness and flexibility, nonlinear control designs have been also

proposed [58-61]. However, most of them require a high gain which may lead to con-

trol saturation when large disturbances occur. As a result, these techniques generally

do not ensure that voltage remains within the acceptable bounds. To overcome this

problem, model predictive control (MPC) is proposed in [62, 63]. But MPC gener-

ally requires significant computational effort, which may not be implementable for a

large-scale EES.

Another promising approach is to utilize energy related concepts, such as energy-

based control [64, 65], passivity-based control [661. In this thesis, we follows this
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approach. Building on the existing work, we propose a novel distributed control for

components.

1.3.2 Control design for large-scale electrical energy systems

In order to ensure the stability of a large scale EES, one approach is to conduct the

stability analysis on the quasi-static or steady state model derived for a particular

operating point. Tools like PV curves, critical clearance time, etc. [67,68] are used.

However, these approaches are restricted by the static or quasi-static models.

The second approach is to use singular perturbation techniques [691 so that a fast

and a slow-reduced order model can be derived and used. For example, [70,71] in-

troduces a coherency-based method for the analysis of an electrical energy system.

Machines are aggregated into several groups based on the strength of the coupling.

Each group is represented by an equivalent machine, since the machines comprising

a group are with close electrical connections; [72] introduces the centers of inertia

(COIs) concept to simplify the stability analysis of an electrical energy system; [73]

considers the frequency dynamics with sustained high oscillations; [74] gives a cen-

tralized Lyapunov method to check the stability of an electrical energy systems.

Besides above mentioned model-based analytic methods, The third approach for

the stability analysis is based on signal processing techniques [75-77]. Note that

these methods are designed for the small signal model, which may not be valid if

large disturbances occur.

The fourth approach is through the local decentralized competitive control design

[31,58,78,791. Based on the vector lyapunov method, [80] introduces a multi-layered

control design framework for the small signal frequency dynamics of an electrical

energy systems. Such control design framework ensures the system-level stability by

minimizing unstable interactions. However, most of existing approaches focus on slow

time scale dynamics, known and fixed topologies and predefined operating modes. For

general electrical energy systems, distributed control design for ensuring the expected

quality of service (QoS) remains a major challenge.

The fifth approach is to utilize the previously mentioned modular-type system the-

21



-i

ory. Right now, they have had limited applications in EESs, especially when detailed

dynamical models are used. This is mainly because of the inherent nonlinearity and

complexity of electrical energy systems. [811 summarizes partial small-gain theorem-

based and passivity-based results. However, all of these stability criteria are proposed

for simple systems like DC electrical energy systems, standalone components, etc.

More recently, plug and play operation is introduced based on the simplified linear

model or the linearized model neglecting the network dynamics in [82-84]. However,

the line inductance and load dynamics are sources of instability, thus cannot be ne-

glected [85]. To consider general EESs, the author proposes a solution for plug and

play operation with the provable performance in [86]. Such modular approach forms

the basis of this thesis. We will discuss it in detail.

1.4 Thesis contributions

In this thesis we makes four contributions:

1. We propose a modular modeling approach that represents a general EES as

a negative feedback configuration comprising a planar electrical network sub-

system HN and a subsystem HS of single-port components. We propose a

new input-output pair (P and V/V) for each component enabling a novel

incremental passivity using transformed state space (TSS) model. The TSS

model is suitable for designing nonlinear controllers for EESs so that power

produced/consumed and the rate of change of the terminal voltage are con-

trolled. This thesis provides examples of such unifying controllers, including

electrical machines, and inverter-based control of batteries and solar PVs.

2. We propose control specifications under which an EES is stable and feasible.

On the one hand, for the stability requirements, we apply the passivity theorem

known for negative feedback architecture to establish a set of input-output spec-

ifications for subsystems. On the other hand, for the feasibility requirements,

we define an additional set of conditions under which we can connect different
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components. Notably, these feasibility conditions are given in terms of input,

output and initial condition bounds of each stand-alone component assuming

disturbances and control saturations are known and bounded. A two-bus system

is used as an example to show the concept.

3. We propose a multi-layered distributed control using the TSS model so that the

above incremental passivity conditions and feasibility conditions (in terms of P

and V/V) are met. The AEES implementation for systems with all controlled

modules is enabled through their interactive information exchange. Components

of Hs adjust their output interactively to ensure that the output of components

in HN remain within the assumed bounds. This feature is fundamental to

the autonomy of such interconnected system. We numerically show on simple

system examples these interactive adjustments by the components. Then, we

evaluate the effectiveness of the proposed control on microgrids. It is shown

that our proposed control enables autonomous reconfigurable operations.

4. The modular modeling and control approach introduced in this thesis is scalable.

While more work remains to fully develop this, we illustrate the possible way

forward by considering the problem of enhanced automatic generation control

(E-AGC) for systems with highly dynamic load variations. A multi-layered yet

simplified extension of the negative feedback configuration modeling is proposed

for each sub-system; each subsystem interacts with the neighboring subsystems.

We show using simulations that potential instabilities between subsystems can

be eliminated using nonlinear control introduced for small single systems. As

a topic for future work, it is fundamentally possible to generalize the approach

proposed for a single level system and to define conditions for provably stable

multi-layered E-AGC.
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1.5 Thesis outline

The remainder of this thesis is organized as follows.

In Chapter 2, we propose a negative feedback modeling approach.

In Chapter 3, we first introduce the modular (component-level) specifications.

Then, we propose a distributed nonlinear control which ensures the modular specifi-

cations are met.

In Chapter 4, we introduce the system-level specifications further imposed on

operating ranges of components so that the interconnected system is feasible. We

introduce a handshaking method for implementing iterative interaction of components

so that system-level feasibility is implemented.

In Chapter 5 and Chapter 6, we provide examples of the proposed control. More-

over, we evaluate the effectiveness of the proposed controller utilizing microgrid sys-

tems.

In Chapter 7, we provide an extension of the proposed modeling and control

approach to large-scale EESs. The problem of enhanced automatic generation control

(E-AGC) for systems with highly dynamic load variations is considered.

In Chapter 8, we conclude the thesis, and provide several possible future research

directions.
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Chapter 2

Modular modeling of electrical energy

systems: A feedback configuration

approach

2.1 Introduction

The primary purpose of this chapter is to introduce a novel mathematical model for

EESs.

In electrical energy systems, numerous modeling approaches have been proposed

for stability analysis, operation planing and control design. One main principle is

that the appropriate model should be able to capture the dynamics of interest. In

particular, the simple models are preferred for the sake of analytical tractability and

scalability.

The model used for control design is often derived under strong assumptions, such

as ignoring the electromagnetic dynamics [68]. This assumption is currently mainly

satisfied through careful equipment sizing and network parameter design [87]. For

example, the synchronous machine model introduced in [68, 88] neglects the stator

current and voltage dynamics, on the basis that the rotor speed evolves at a much

slower time scale. However, fast dynamics may no longer be negligible, especially for

25



the changing electric power systems with lots of renewable energy integration, as they

are expected to operate in qualitatively different operating modes as well as during

large disturbances caused by intermittent resources. Therefore, there arises a need for

new modeling methods which can reflect both the temporal and spatial complexities

of electrical power systems.

To address the above modeling challenges, we propose a novel modular modeling

approach. More specifically, the proposed modeling approach represents the system

in a negative feedback configuration which lends itself suitable for system control

theories. Recall that the major challenge of operating an EES is to control the power

produced/consumed and the rate of change of the terminal voltage. We next propose

a new input-output pair for each component, leading to a transformed state space

(TSS) model with a novel incremental passivity.

2.1.1 Chapter outline

The chapter is organized as follows. We first introduce a few concepts and assump-

tions in Section 2.2, as they form the basis for the proposed modular modeling ap-

proach. Next, we present the proposed modular modeling approach in Section 2.3.

Two standard state space models for EESs are derived in Section 2.3.2 and Section

2.3.3, respectively. In particular, the new input-output pair and the corresponding

model are introduced in Section 2.3.3. Typical components and system examples are

illustrated as examples. Then, we discuss the new incremental passivity associated

with the proposed model in Section 2.4.

2.2 Component types and modeling assumptions

Components comprising electrical energy systems can be classified as either the single-

port component or the two-port component. The definitions of these two component

types are stated below.

Definition 2.2.1 (Single-port component [89]). Components that have only one port

are belonging to the single-port component class.
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Definition 2.2.2 (Two port component [89|). Components that have two ports are

belonging to the two-port component class.

Fo example, synchronous machines and loads are single-port components, while

electrical wires are two-port components. Visual representation of a single-port com-

ponent and a two-port component is shown in Figure 2-1.

'load ITL

V10~  R2  CTLI I

(a) RL load (b) Transmission line

Figure 2-1: Visual representation of single and two-port component

There are three modeling assumptions in this thesis:

Assumption 2.2.1 (modeling rule). All components of electrical power systems are

modeled using lumped parameter dynamic models [88].

Assumption 2.2.1 implies that the dynamics of each component can be expressed

in the following standard state space form [90]:

i = f(x, c, u) y = h(x, c, u) (2.1)

where x is the vector of state variables; y is the vector of output variables; c is

the vector of controllable inputs; u is the vector of port inputs determined by its

connection with the rest of the system.

Assumption 2.2.2 (connection rule). Single-port components only connect to two-

port components.

Consider an electrical energy system consisting of a distributed energy resource

(DER) and a load. Assumption 2.2.2 implies that the DER and the load are connected

with each other via an electrical wire.
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Assumption 2.2.3 (model structure

their port interfaces.

F--------------------------~

Li

R1

IZ- Transmission Line

Figure 2-2: Visual representation of an electrical wire component

On the one hand, Assumption 2.2.3 implies that the topology of an electrical wire

has the structure shown in Figure 2-2, so-called ir model. In this thesis, we assume

that all electrical wires are modeled by such lumped 7r model (Figure 2-2) [68]. On

the other hand, as discussed in [90], Assumption 2.2.3 eliminates the inductor cut-set

issue at the cost of increasing the model complexity.

2.3 Proposed modular modeling approach

In this section, we present a modular modeling approach, which leads to a model

with a negative feedback configuration. The obtained model has an electrical network

subsystem HN and a subsystem Hs with all single-port components.

To simplify the notations, in what follows, we leave physical interpretations aside

temporarily. Two standard state space models with different input-output pairs are

derived next in Section 2.3.2 and Section 2.3.3.

2.3.1 Modular modeling procedure

To illustrate the concept, the proposed modular modeling approach is visualized in

Figure 2-3 and Figure 2-4. Figure 2-3 shows the physical topology of an electrical

energy system, while Figure 2-4 graphically shows the structure of the obtained model.

It is clear that the obtained model (Figure 2-4) has a feedback configuration. The

general procedure is explained as follows: We first define the input and output for the

single-port and the two-port component group. Next, we derive the dynamic model
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of each component in two groups, which further provides us the dynamic model of

each subsystem (2.7). As the last step, we define the interconnection between two

subsystems and connect their dynamics following (2.8).

Area I
Genera ~(conlaa loads)GenraTm

F T. 1s an Trnmision Lnd

Circuit breaker

ndustrial Load
ReAsId. Load Residantal Load EVs

(CrlJca)

Figure 2-3: An electrical energy system: Area I and Area II are connected via the

transmission network. Each area has different generation units and loads

UN = ys YN

Tranfsisso N@Mwok

Us = YN

sige-Port components

Figure 2-4: Visualization of the obtained model with feedback configuration: all

transmission lines are in the upper subsystem, while all single-port components are

in the lower subsystem

Next, we show how to mathematically express the above modeling procedures. As

the first step, we define a few notations:

To differentiate different component type, we introduce three index sets, namely

a node (bus) set N= {1, ... , No}, a single-port component set None = {1, ... , N1 } and

a two-port component set r, = {1, ... , N2}.
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Besides, we define the following functions that map Aone and Nrmo to AF:

Ms: Nz E None Nj E N
(2.2)

MN,L & MN,R : Ni E N - o N3 E K

Ms provides the node index at which a single-port component connects. MN,L and

MN,R provide the node indexes to which the left and the right port of a two-port

component connect, respectively.

Similarly, we also define the inverse mappings that provide the indexes of all

connected component for the given node Nj:

Ms Ni E M {1,., -- Nm} 1 None

M7: Ni C N -+{1, ..,NnL } C to   (2.3)

M 1 :NjE)-f
MN-,R : iE -1,.. NnR} C_ Nmto

These mappings define the network topology.

In what follows, we use xi, yi, ci and ui to denote state variables, output vari-

ables, control input and external input variables, respectively. Subscript i = {S, N}

denotes the single-port or the two-port component group. In particular, for two-

port component j E Nf,o, its input and output are UN,J = [UN,JL, UN,jR] T and

YN,j [YN,jL, YN,jR] -

As the second step, we derive the dynamics of single-port and two-port compo-

nents, respectively. The dynamics of single-port component j C Kone is:

xsS,j =fs,j(xs, j , cs,j, us,j) = L,jfs(Xs, cs, us)
s (2.4)

ys,j =hs,j(xs,j, cs,j, us,j) = Ls, hs(xs, cs, us)

where

xs,j = Lx,jzs   cs,j = Ls,jcs  us, = Ls,ju s  ys,j = L, ys (2.5)

xs,j, cs,j, us,j and ys,j are component's states, control input, external input and
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output, respectively. L* is an operator. xs,j = L xs implies that xs,j is part of xS.

Similarly, the dynamics of two-port component j E NAt, is:

XN,j fN,j(XN,j, CN,j, UNJ LN,j fN (XN, CN, UN)

YN,j= hN,j(XN,j, CN,J, UN) LN,jhN(XN,CN,UN)

where XN,j $NjN CN,j N',,jCN

UN,J = LN,jUNE ZLXN,kL N S jkXN,kR UNJ

kL k

(2.6)

YN,j L~JYN

kL and kR are two index sets defined as:

kL E {MK o MN,L(j) U Mj1 o MN,L W} kR E {Mv L o MN,R(j) U IVI o MN,R(J)

Therefore, we can model the single-port subsystem Hs and the network subsystem

HN in the standard state space form as:

is = fs(xs, cs, us) ys = hs(xs, cs, Us)

XN fN (XN,CN,UN) YN = hN (XN,CN,UN)

Now, we have introduced the dynamic models of

the last step, to connect Hs and HN, we define the

subsystems as:

UN = Ays US = YN

US E RNO ys E RNi

UN E RNO YN E RNo

(2.7)

subsystem Hs and HN. As

interconnection between two

(2-8)

where incident matrix A is No-by-Ni and its element is:

Aij { single-port component j connects to node i = Ms(j)

0 otherwise
(2.9)

Notably, since the components of electrical energy systems are designed for a

predefined operating region, there are additional constraints need to be modeled.
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Considering component i, we have:

ci(t) E (bc'i ui(t) E (b',i i E {Nne U JVtwo} V t (2.10)

<bc,j is the feasible control set; <b,i denotes the predefined operating region. In this

thesis, we assume that b,i and <bui are given and bounded.

Hence, we obtain the interconnected system model:

(2.7), (2.8), (2.10) (2.11)

Notably, when we consider the physical meaning of (xi, yi, ci, uj), we could have

different dynamic models even though they share the same mathematical form (2.7)

and (2.8). In the following sections, we provide two dynamical models derived using

different input-output pairs.

2.3.2 V-I state space model

For single-port component i, we choose its input and output as:

US,i = VS,i YS,i =s,i i E Kone (2.12)

where Vs,j denotes the instantaneous voltage. Is,j denotes the instantaneous current.

Hence, the component dynamics has the form:

YS,i Csixs,i (2.13)

where xs,i = [xi,int, Is, ]T and Cs,j = [Oixm, 1]. xi,int E Rm denotes the internal states.

For two-port component j, we can choose its input and output as:

UN,J = [Ij,L , Ij,R] YN,j - [Vj,L, V,R]

where subscript L and R denote the left and right port, respectively. Ij,L/R is instan-
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taneous current injection. Yj,L/R is instantaneous voltage.

The component dynamics has the form:

N,j = fN,j(XN,j, CN,J, UN,J) YN,j = CN,jXN,j (2.15)

where XN,J = j,int, j,L, Vj,R]T and CN,j diag(02xm, Id2x2). Xj,int E Rm denotes the

internal states.

To better illustrate the concept, we consider a RL load and a transmission line as

examples. Their topologies are shown in Figure 2-1(a) and Figure 2-1(b), respectively.

The dynamic model for each component is listed below.

Example 2.3.1 (RL load [91] ). We choose instantaneous current Iload, terminal

voltage Voad as the state variable and the input, respectively. I'lad is chosen as the

output. The dynamic model is:

L2Ioad = -R2Iloda + uload Uload = Voad Yload = load (2.16)

Example 2.3.2 (Transmission line [91]). We choose port voltages (V1, V2) and cur-

rent ITL as the state variables. Current injected from both ports (Ileft, Iright) and port

voltages (V1, 2) are chosen as the input and the output, respectively. The dynamic

model is:

LTLITL = -RTLITL + 1 - V2  CTLV1 'ITL + Ileft CTLV2 ITL + Iright (2.17)

uTL = (Ileft, Iright YTL 1 , 2 ]T

where UTL and YTL are input and output, respectively.

Next, based on the topology, we define the mapping functions (2.2) and (2.3).

Besides, we could construct the incident matrix A required by (2.8). Therefore, the

interconnected system model can be obtained by connecting two subsystems. Notably,

in this case, voltage V and current I are the interface between single-port and two-

port components.
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2.3.3 Transformed state space (TSS) model

In this section, we propose a new set of input-output pair for single-port and two-

port components, aiming to reflect the dynamics of energy conversion. Because we

observe that all electrical energy systems are driven by the energy conversion taking

place inside and between components. To control the electrical energy system, it is

important to capture then control the interactions.

For single-port component i, i E A,one, the new input-output pair is:

us,i = Vs,i/Vs,i ys,j = Ps,i when Vs,j 0
(2.18)

US,i = Vs, i YSi = Is,i when Vs,2  0

where Vs,j/Vs,j is the normalized rate of voltage. Ps,j denotes the instantaneous power.

Since

I Vs i~(s,I/Vs,j)dr = In V'i (2.19)
o Vs,i(0)

we have:

Vs,4t) = Vs,i(0)efo(vs,j/Vs,i)dT Vs,i(0)efousi (2.20)

It can be seen that the input of V-I state space model can be represented as

function of Vs,j/Vs,j. Hence, we can derive a new dynamical model by substituting

(2.20) into (2.13).

An alternative way of deriving the dynamical model is via coordinate transfor-

mation. Output ys,i is chosen as a state variable. In addition, we add the controller

dynamics. We call such an augmented model a transformed state space model of

component i:

xs,i = fs,j(xs,j, (s,j, us,2 ) ys,i =hs,j(xs,, (s,i, us,j) Xs,i = [zi,int, cs,i, ys,i]T (2.21)

where new control input (s,j E Rk determines the rate of cs ,j.

Notably, there are two cases when we define input us,j. When Vs,2 # 0, xs,i
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dynamics has the form:

zint,i fs,i (Xint,i,i Ps,i)

Ps,= -(ki - us,i)Ps,i + gs,i(Ps,i, us,i)cs,i (2.22)

CS,i = S,i

where ki represents the damping coefficient.

When Vs,i = 0, us,i = Vs,i. xs,i dynamics becomes:

z~int,i = fs,i (Xint,i,1 Ps,i)

Ps,i = -kiPs,i - Qs,i (2.23)

Cs,i = (S,i

where Qs,i = -s,ils,i +Z s,iVs,i denotes the instantaneous reactive power [92]. Recall

that Is, can be approximated from:

Lfs,i = -RIs,i + Vs,i - cs,i Vs,= Vs,i(0)efous,idT (2.24)

It can be seen from (2.23) that single-port component i is uncontrollable when

Vs,i = 0. Because cs,i cannot affect Ps,i dynamics.

For two-port component j, we choose its input and output as:

UN,J = [Pj,L, Pj,RT Pj,L Ij,LVj,L Pj,R j,RVj,R j~two   (2.25)

YN,J [V7j,L/Ij,L, j,R/Yj,R] when Vj,R 7 0 Vj,L # 0

where subscript L and R denote the left and right port, respectively. Ij,L/R is the

instantaneous current injection. V,L/R is the instantaneous voltage.

Regarding the dynamical model of two-port component j, we can modify (2.15)

with the new input-output pair. This new model has the following general form:

iN,j fN,j(XN,j, CN,J, UN,j) YN,j hN,J(XN,J, CN,J, UN,J) (2.26)

35



where xN,j = [V,L, Vj,R, IN,j] is the state variable.

Remark 2.3.1. When instantaneous voltage Vj,L = 0 or V,R = 0, we define the

corresponding output as Vj,L or Vj,R to avoid infeasibility. In this case, the input

becomes the current injection, UN,j = [j,L, Ij,R T

In what follows, we revisit the RL load and the transmission line examples. The

proposed model for each component is given. Their topologies and notations are

shown in Figure 2-5(a) and Figure 2-5(b).

Pload Vloadhload JTL

Plef =V1ILeft Pright = V2Jright

L2 0  RV V2

C CTL.11

(a) RL load (b) T ransmission line

Figure 2-5: Typical single-port and two-port components

Example 2.3.3 (RL load [91] ). As shown in Figure 2-5(a), we choose instantaneous

power xjod = Pload as the state variable and relative terminal voltage rate uload

Vload/Vload as the input.

When Vload $ 0, the transformed state space model of the RL load is:

• R2 V2d
load l- oad + Xloaduload "~~ uload

L2 'R (2.27)

Yload R Xoad = Pload

where Voad = Voad(0)efoUloadr.

When Vod = 0, the transformed state space model is:

R2 R2
Xload = Xload+Ioaduload iload = 'load

L2 L2 (2.28)

Yload = load

Example 2.3.4 (Transmission line [91]). As shown in Figure 2-5(b), state variable

is XTL = [V1, V2, ITL]T. When V1 and V2 are not zero, input and output are uTL =
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[Pleft, PrightlT and YTL - [V1 /V1 , V 2/V 2 ] .

The transformed state space model is:

CTLV1 = -ITL + 1Peft

. 1
CTLV2 = ITL + Pright

V2 (2.29)

LTLITL = -RTLITL + V1 - V2

UTL ~ [Pleft, Pright]T YTL 1/1, 2 ]T

When V1  0, the transformed state space model becomes:

CTLV1 ~-ITL + Ileft
1

CTLV2 ITL + Pright (2.30)

LTITL -RTLITL + V 1 - V2

UTL ['left, Pright YTL 1, 2 2 T

Similar model can be derived for the case when V2 0. We omit the derivation

for brevity.

Now, we have introduced the TSS model for the single-port and two-port compo-

nent. Next, we define the mapping functions (2.2), (2.3) and incident matrix A based

on the given topology. Therefore, the interconnected system model can be obtained

by connecting two subsystems. Notably, utilizing the TSS model, voltage deviation

V/V and power P are the interface between single-port and two-port components.

Remark 2.3.2. Three-phase balanced instantaneous voltage V becomes [Vd,Vq)T if it

is modeled in the rotating reference frame. In the rotating reference frame, us,j and

YN,i become T j. S,i and UN,i become Pt, Qj]T. Here, represents the relative

voltage magnitude change. So there is no need to explicitly consider Vi = 0 case. wi

represents the frequency distortion. P and Qj are the real and reactive power in the

rotating reference frame. We design the control using such rotating reference frame.

More examples will be given in the following chapters.

37



2.4 Benefits of using the TSS model

Voltage and current are widely used as the input-output pair for components of elec-

trical enregy systems, due to many good properties. For example, it is well-known

that a RLC circuit is passive with respect to voltage and current [111. However,

voltage and current (V-I) pair has its limitations.

From the control perspective, the V-I pair is not good in designing passivity-

based control, due to the dissipation obstacle issue [43]. Hence, [93-95] and many

other works propose different input-output pairs under different assumptions.

From the practical perspective, the V-I pair may create a gap between the control

design and existing unit-testing standards of EESs. Note that existing unit-testing

standards use the power change as the test input and then define the maximum voltage

deviation as the specifications. MIL-STD-1332B, for example, lists the voltage and

frequency limits for each generator type under the fixed power rating and the fixed

power changes. Hence, the gap arises because we are designing the controller in the

voltage and current (V-I) space but testing it in power and voltage (P-V).

We think the proposed input-output pair is one of such kinds to overcome above

issues. We list three benefits of the proposed model.

First, the proposed input-output pair provides more practical insights in control

design and unit-testing. Notice that (2.18) and (2.25) are in terms of power deviation

and normalized voltage rate. Thus, it is aligned with existing power and voltage

specifications of unit-testing standards.

Second, the proposed models (2.21) and (2.26) enable us to have meaningful modu-

lar specifications. We can propose modular specifications on the input and the output

of each component, which are in terms of power deviations and voltage deviations.

Thus, these specifications do not rely on the test system, which is more general than

existing unit-testing standards.

Last but not the least, the new input-output pair preserves a novel incremental

passivity which avoids the dissipation obstacle issue. We will show the incremental

passivity using two examples in the following section.
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2.4.1 New incremental passivity concept

In this section, we present the new incremental passivity associated with with (2.18)

and (2.25). Figure 2-5(a) and Figure 2-5(b) examples are used to show the concept.

The main claims are summarized in the following two lemmas.

Lemma 2.4.1. RL load is output strictly equilibrium-independent passive.

Lemma 2.4.2. Under assumption 2.2.3, transmission line is output strictly equilibrium-

independent passive.

Proof for Lemma 2.4.1. The TSS model is given in Example 2.3.3. To show the EIP,

we first introduce the equilibrium:

i*oad _ ioad
R2

V2
u = 0 P*oad - goad

Road

Then, if we choose a storage function:

W = -R(Ioad - l*oad )2
2

we have:

W -R(Ijoa - Il*oad )2 _ L oauy
RVioad

This completes the proof.

Proof for Lemma 2.4.2 . As the first step, we introduce the equilibrium set:

RTL
I4L

RTL
'left I*V Pright ILV2

Then , if we choose a storage function:

1
W -RTL (ITL - ITL)2

2
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Calculating the time derivative, we have:

1=RT L (IT L ~ 4L 2 + l1(IT L - 4L) -(2 ITL 4L)
LTL

1 1
< 1(-n CT V1 + Pleft - TL - 2 (-CTL 2 - Pright - ITL)

V, V2(2.35)
V 1-CTL(V 1

2 + Vr2) + V(Pleft - "left) + V2 (Prih - Pright) (.5

<-_6uTu + (u - U*)(y- 0)

where 6 > 0 is a time-varying constant. This completes the proof. O

2.5 Summary

In this chapter, we propose a novel modular modeling approach that models an EES

into a negative feedback configuration. Besides, we propose a new input-output pair

for each component, leading to a transformed state space (TSS) model with a novel

incremental passivity. We choose a typical RL load and a transmission line component

as examples to illustrate the concept. The proposed modular modeling approach and

the novel TSS model form the basis for later analysis and control design.
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Chapter 3

Modular specifications and

distributed control for an AEES

3.1 Introduction and problem formulation

3.1.1 Introduction

Consider a representative small AEES (microgrid) comprising heterogeneous com-

ponents such as small generators, solar, battery and loads, as shown in Figure 3-1.

This grid is either connected to the utility (via the switch in Figure 3-1) or it is

disconnected from the utility (islanded).

Bus1 Utility

Bus21 Bus22 Bus23

Text

PV __-Batt.

oPV&Battery Module 0 Line Module

0 Generator Module Q Load Module

Figure 3-1: One Line Diagram of 2015 Microgrid Test System [1]

As an AEES, it is required to deliver power to loads at the acceptable quality of
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service (QoS), as loads and solar power vary over time, or even as topology changes

in a planned or unplanned way. However, enabling AEES is challenging because the

dynamics of components are highly diverse and nonlinear. Sources of disturbances

include internal dynamics of DERs, power electronic switching, network dynamics,

power flow interactions, etc.

While the state of the art microgrid control design focuses on stable operation

around a grid operating point, regulation in response to large disturbances has not

been studied much. In Chapter 2, we have proposed a novel modular modeling

approach that represents a general EES as a feedback configuration comprising a

subsystem Hs and a subsystem HN. In this chapter, we study the problem of defin-

ing control design specifications for each subsystem. In particular, we focus on the

following two questions in this chapter:

1. develop modular specifications for each subsystem from the feasibility and sta-

bility perspective

2. design distributed control to support the modular specifications

3.1.2 Problem formulation

To formulate the problem, we introduce the following notations: state set 4),, initial

condition set 4),0, control input set ©c,i, output set Iy,i and external input set ©D,,

for each component i.

Then, we make an assumption on the existence of feasible operating points.

Assumption 3.1.1 (existence of equilibrium). Consider an electrical energy system

modeled by (2.11) with subsystems Hs and HN. There exists a set (x9, N , c9, c*,

u, u*v, y*, y*Y) such that

o = fs(*s, c s,U*) 0 = fN(XN, cN u

y* = hs(xs, cg, us) y* = hN(N, cNN N

Now, we are ready to formulate the problem:
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Given:

1. Assumption 2.2.1 - 2.2.3 and Assumption 3.1.1

2. System topology and component dynamics (2.21) and (2.26)

3. The allowed control and external input set of Component i: 1 c, and . i E

Nrone U Netwo

To do:

1. find modular specifications for single-port and two-port components using their

input and output variable (us,j, ys,j) and (UN,i, YN,i).

2. design modular control C : 2,i x #,,i -+ &,, initial condition set xio E #520,i and

disturbance subset #$,, c 1,,, so that above modular specifications are satisfied.

3.1.3 Chpater outline

The remainder of this chapter is organized as follows. To solve the first problem, we

propose the modular stability and feasibility specifications for subsystems Hs and HN

in Section 3.2. For the second problem, we provide two distributed nonlinear control

methods for single-port and two-port components in Section 3.3. A proof-of-concept

example is then illustrated in Section 3.4. Section 3.5 concludes the chapter.

3.2 Modular specifications

Recall that the components of EESs are designed for a certain operational region.

Besides, the EES has to meet the quality of service (QoS) constraints. In this sec-

tion, we propose two types of modular specifications. One accounts for the stability

requirements, and the other accounts for the feasibility requirements.

Before stating the main results, we first briefly review the passivity theorem. Be-

cause the proposed modular stability specifications are closely related to the passivity

theorem.
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3.2.1 Brief review on the passivity concepts

Recall the general dynamical system shown in Figure 1-2. Two subsystems HN and

Hs are connected in a negative feedback configuration. The passivity theorem known

for such configuration is stated below.

Proposition 3.2.1. ( [45]) If both Hs and HN are passive, then the feedback system is

stable. Asymptotic stability follows if, in addition, any one of the following conditions

is satisfied:

1. HSHN is zero state detectable and Hs is output strictly passive

Proposition 3.2.1 provides important insight concerning specifications that need

to be met so that the system is stable. Next, we utilize Proposition 3.2.1 to define

modular stability specifications.

3.2.2 Modular stability specifications

Notably, Proposition 3.2.1 cannot be directly applied if one interests in nonzero equi-

librium. Recall the passivity definition: a component is passive if there exists a

storage function W whose rate satisfies:

< UTy (3.1)

where u and y denote the input and the output, respectively.

It can be seen that u and y have to be zero when the system is in steady state

(W = 0). So if one interests in nonzero equilibrium (when u / 0 and y $ 0), the

conflict arises, so-called dissipation obstacle issue [43].

Notably, the ESS is not operating around the origin. In order to avoid the dis-

sipation obstacle issue, we extend Proposition 3.2.1 with the notion of equilibrium-

independent passivity (EIP) [96], which requires an incremental form inequality:

< (u - U*) T (y -y*) (3.2)
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Note that no prior knowledge of u* and y* are required.

Under Assumption 3.1.1, we state the modular stability specifications below:

1. For single-port component i, I E /one, there exists a positive semidefinite stor-

age function Ws,j and a positive constant og > 0 such that:

S-is,i + s,is,i Vt (3.3)

where Ys,i Ys,i - y*,i-

2. For two-port component i, i E Ktwo, there exists a positive semidefinite storage

function WN,i and a positive constant 6i > 0 such that:

WN,i -6iyYN, i 'N,iYN,i Vt (34)

where UN,i [Yi,L - Yi,L, Yi,R - Y,R]T

From the stability perspective, we require that single-port components to be out-

put strictly EIP and two-port components to be EIP or output strictly EIP. Following

from above two specifications, we can further claim the following two conclusions for

subsystems Hs and HN, respectively.

Lemma 3.2.1. Subsystem Hs is output strictly EIP, if its comprising components

are output strictly EI.

Proof. This is because components of Hs are in parallel connection. Candidate stor-

age function family for the subsystem HS could be chosen as the convex combination

of individual storage functions. Discussions on dissipative systems with parallel con-

nection can be found in [97]. 0

Lemma 3.2.2. Subsystem HN is output strictly EIP, if its comprising components

are output strictly EIP.

Proof. We choose the storage function WN of subsystem HN as the sum of all WN,i, i E

Nr,,. It can be checked that WN is convex and positive semi-definite. The proof
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is completed following from Proposition 3 (Tellegan's theroem) and Proposition 4

in [93].

Next, we focus on proposing modular feasibility specifications for Hs and HN from

the input-output perspective.

3.2.3 Modular feasibility specifications

The feasibility requirements are treated as constraints on the input and the output

set. To characterize the set, we first introduce a measure.

Definition 3.2.1 (c-bounded Set Q2). V u(T) E Q2, u = [ui, ..., Un]T, we have

max (ui(T))2dT < €2
i=1...,n 

0

(3.5)

Q2 is a set of signals, the integral of whose elements has a finite bound.E

Then, we state the modular feasibility specifications below.

1. For subsystem Hs: suppose there exist 6i > 0 that bound the input:

us E C1 (3.6)

For the given initial condition set #_-,s, output ys,j of single-port component i

satisfies

IYs,i - y*,ill #31i(I|xs,i(0)||) + 32i(El) ES X,i(O) E OXO'i i E one (3.7)

where es = supi(#1j(||xs,i(0)||) + 32i(( 1)), is determined by Ei and Oxo,s- ,i(*)

and #2i(*) are IC functions.

2. For subsystem HN: given constant EN > 0, suppose input UN,J is bounded:

IIUN,j(r) - U,Ij EN V E Nrto (3.8)
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Then, there exist 62 > 0 and initial condition set #O,,N such that output YN,J Of

two-port component j satisfies:

yN,j E2 (3.9)

where 62 depends on EN and #xo,N.

Notably, (3.7) and (3.9) imply that each subsystem is bounded input bounded

output (BIBO).

Remark 3.2.1. If we use a different measure to bound the input and the output set,

we may have a different constraints.

In support of meeting the modular stability and feasibility specifications, we pro-

pose two distributed control for controllable components next.

3.3 Distributed nonlinear control

We organize this section into two parts. In the first part, we introduce a distributed

nonlinear control for the controllable single-port components. In the second part,

we introduce a passivity-based control for the two-port components. Both of them

provably ensure that the modular specifications are met. Moreover, the proposed

control is applicable to all components, including induction machines, inverters, etc.

Examples are given later in Chapter 5 and Chapter 6.

3.3.1 Single-port component

Recall the TSS model of component i:

z i,int = fi,1(zi,int, Ps,i)

Ps,j = -(ki - us,j)Ps,j + gi,1(Ps,j, us,j)cs,j (3.10)

cS,i = (S,i
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where input us,i = Vs,i/Vs,i, and output ys,i = Ps,i. ki > 0 is a constant, representing

the natural damping. New control input (s,i E Rk determines the rate of cs,i.

Keep in mind that our idea of meeting modular specifications is via controlling

power and voltage. Therefore, we propose a two-layered control: a power layer and an

energy layer. The power layer aims at controlling power Ps,i, while the energy layer

is designed to keep terminal voltage Vs,i within a feasible region around the voltage

set point Vref.

Power layer control design

More specifically, the power layer has two control objectives, namely, 1) ensuring that

the component is output strictly equilibrium-independent passivity (EIP); 2) ensuring

that the internal dynamics is stable. Since output strictly EIP implies that the

component is finite-gain stable, both the modular stability and feasibility specification

are satisfied.

To illustrate the control design, we neglect cs,i dynamics and saturation for brevity.

In implementation, (s,i is designed using back-stepping techniques.

Recall Ps,i dynamics in (3.10). We design cs,i as:

cs,i = 9g, 1 (*) 1 (k1 Ps,i - k 2 (Ps,i - P ,) + vi) (3.11)

where vi is the new control input. Then, we choose vi as:

vi= #(zs,,s,4 )us,i (3.12)

where #(xs,i, x*.) : R' -+ R is a feedback design.

Substituting (3.11) and (3.12) into (3.10), we obtain a nonlinear system:

S(Xi,int, Ps,) 0
zs, =+ US'i

-k2 (Ps'i - P ,J) Ps,i + #(zs,i, z* ,J
, ( -P -- )(3.13)

A(xi) B(xi,vi)

xs,i = [Xi,int, Ps,]i E R ys,i = Ps,i
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where k 2 is the control gain; Pjg is the power output set point.

Therefore, the control objective becomes to design k 2 , P i and vi so that (3.13) is

output strictly EIP. Next, we choose an incremental storage function V = (Xs,i -

xsai)M(xs,i - x*,) where M is a positive definite matrix. Let Q = -p and S

p > 0. The distributed control should satisfy the following conditions. We omit

subscript S for brevity.

Lemma 3.3.1. Suppose that control input cs,i is within the saturation limit. Then,

the closed-loop system (3.13) is output strictly equilibrium-independent passive with re-

spect to the incremental storage function Vx; and the quadratic supply rate w(ui, yi)

(yi - y*) 2 Q(y, _ y*) + (y, - y*)TSu, if and only if there exist Q, a feedback design

<(xi, x) and a function L : Rn -- R such that: L(x, x*) - L(x) - L(x*)

[MI(Xz - X)] T [A(xT ) - A(xz)] =[yi - yl] T Qmyi - y - L(xi, X*) T L(xi, xz) (3.14a)

1
- z)]TB(xi, vi) =[yi - yl]TS (3.14b)

Proof. Lemma 3.3.1 follows directly from Hill-Moylan Condition in [45] and Lemma

3.4 in [51] by setting R = W = 0. l

If conditions of Lemma 3.3.1 are satisfied, it can be shown that single-port com-

ponent i is finite-gain stable. This is an application of Lemma 6.5 in [11]. We state

the result below.

Lemma 3.3.2. If conditions of Lemma 3.3.1 are satisfied, single-port component i

is finite-gain stable with L 2 gain less or equal to . Thus, the modular feasibility

specification (3.7) is satisfied.
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Energy layer control design

Recall the index mappings introduced in Section 2.3. We further define the following

index sets to simplify the notations used in this section:

Ms(i) : index of the node that component i connects to (j Ms(i))

M1 o Ms(i) : single-port components connecting to Node i

M o Ms(i) : two-port components whose left port connects to Node j

MTV o Ms(i) : two-port components whose right port connects to Node j

As,c : controllable single-port components connecting to Node j

HAS,nc : uncontrollable single-port components connecting to Node j

where we have:

JVS,c U As,nc = M l 0 Ms(i) (3.15)

The energy layer aims at keeping terminal voltage feasible. This is achieved by

providing proper set points to the power layer. In particular, we introduce a new

variable Es,j, the stored energy of the connecting node (e.g. a shunt capacitor). Es,j

is a function of the terminal voltage, thus its dynamics reflects the terminal voltage

behavior. According to the law of conservation of energy, Es,j dynamics is:

Es,   PsJ - PS,dis - > VN,jLIN,j + VN,jRIN,j (3.16)

jEMK'oMS(i) jEMg' 1oMS(i) jEM1 joMs(i)

where Ps,j is the output of single-component j, j - M Ms(i). Ps,dis denotes

the power dissipated at the interface. VN,JL and VN,JR are the left and right port

voltage of two-port component j, respectively. IN,j denotes the inductor current of

two-port component j. VN,jLIN,j denotes the instantaneous power flows into the line;

VN,jRIN,j denotes the instantaneous power flows from the line. They are visualized in

Figure 3-2.

It can be seen from (3.16) that Es,j is the integral of Ps,j, which implies that the

time scale separation may exist if Ps,j reacts faster than Es,j. This is achievable by
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IN~j

VNjL VN,JLINj VN,JRJN,J VNJR

Figure 3-2: Two-port component j: positive direction is defined from the left port to

the right port

designing proper k2 in the power layer. Assuming so, we utilize singular perturbation

techniques to replace Ps,j with Pj (i C As,c) in (3.16):

Es,i = 3 j
jEjs,c

+ PS,J - Ps,dis - VN,jLIN,j > VN,jRIN,j (3.17)

jEs,nc jEM 1 LoMs(i) jEM.'oMs(i)

Pmleas

Let INc| denotes the number of indexes in Nc.

If we design P j as:

1~~ (_pre (3.18)r,))) E
P*,i = sat( -P s - K _ 5 r s'c (3.18)

where K, is the feedback gain. Prfm,s denotes the real power target. A saturation

function is added to ensure the P;,j is within the feasible range. For the stability pur-

pose, we can choose PmL S = Pmea,, which can be obtained by exchanging information

with neighboring components.

Substituting (3.18) into Eqn.(3.17) yields:

= -Kv(V 2 _ (gref) 2 ) + (Pmeas - Pf,"a,) (3.19)

If we model the interface as a shunt capacitor with capacitance C, thus Es,j = CV2 .

Assuming that P,i is within the feasible range, above close-loop dynamics becomes:

2K Er/) Pr).
s,«= - (Es,% -S (m'j P,l, (3.20)
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It can be concluded from (3.20) that closed-loop Es,j dynamics is finite-gain stable

with respect to input Pmeas - PmrelJ and output Es,j - ET3e. We formally state the

result below.

Lemma 3.3.3. Let jVs,c be the index set of controllable single-port components as

defined in (3.15). Suppose that the stored energy of the common interface is Es,j =

{CVi 2 , whose dynamics is described by (3.16).

If k2 in (3.11) of each single-port component i, I E sV,c, satisfies:

k2 2K (3.21)
C

and if (3.11) and (3.18) do not reach their saturation limits, control design (3.18)

therefore guarantees that

C
|Es,i-meas - e Pmeas |2 (3.22)'S'i 2Kv , a

Proof. Note that condition (3.21) ensures that the time-scale separation exists be-

tween Ps,j and Es,j dynamics. Therefore, we can replace Ps,j in (3.17) with the

design (3.18). This results in a closed-loop linear dynamics (3.20) with Es,j - E

and Pmeas - P4el, as the state variables and the input, respectively. Hence, (3.20) is

finite-gain stable with £2 gain as . The proof is completed.

Since Es,j is in terms of terminal voltage Vi, we can conclude the following result

on the terminal voltage behavior.

Corollary 3.3.1. If the conditions of Lemma 3.3.3 are satisfied and Pmeas(t) -+ PreL,f

as t -+ oo, control design (3.18) ensures that Vs,i(t) -+ Vref as t - oo.

Proof. If the conditions of Lemma 3.3.3 are satisfied. we know Es,j has the closed-loop

form:
- 2Krepr

Es, = Cv (Es,t - ES'{) + (Pmeas - Paes) (3.23)

It can be seen that Es,j exponentially converges to Ef, if Pmeas Pe Therefore,

if Pmeas -+ Pnaef as t -+ oo, we can conclude that Es,j -+ E r, which is equivalent
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Layer 1- Energy Layer

U- t - If(E,P . )
Interface V-Pf +Ka -Ier
Estimator

Layer 2- Power Layer
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Pa ( - c +- 1
(kP - ka(P, - P.) + V )

Control c cong" inpu annerm

Saturation 4 - P

Closed-loop Component i

Figure 3-3: Closed-loop dynamic component in the transformed state space

to Vs,j -+ V"f. This completes the proof.

To summarize, the control block diagram of a general dynamic model in the trans-

formed state space is shown in Fig.3-3.

3.3.2 Two-port component

Recall that two-port component i can be modeled with the new input-output pair

[Pi,L, Pi,R]T and [ Subscript N is omitted.

According to Lemma 2.4.2, we know transmission line i is output strictly EIP, i.e,

there exists a storage function Wi satisfying:

W !5 6YJ,iYN,i + (UN,i - UN,i YN,i 6i(t) > 0 (3.24)

For controllable two-port component, we propose a passivity-based control:

UN,i = UN,i - iiYIN,i ci bi (3.25)

where GN,i is the new input.
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Substituting (3.25) into (3.24) yields the closed-loop dynamics:

Wi < -(6(t) + a)yN',iyN,i + (UN,i - UN,i)TyN,i < ~-ayN,iYN,i + (UN,i - UN,i)TyN,i (3.26)

Hence, (3.25) ensures that component i is output strictly EIP with a constant gain

a. If we assume that subsystem HN comprises only controllable components, we can

have the following claim.

Proposition 3.3.1. Suppose that subsystem HN comprises only controllable compo-

nents. HN is output strictly EIP if each component is controlled by:

uN,i = UN,i - aiyN,i i E NAtWO (3.27)

Proof. The claim follows directly from Lemma 3.2.2. The storage function WN of

subsystem HN can be obtained by summing up the storage function of each compo-

nent:

WN = WN,i iEArtwo   (3.28)

Substituting (3.27) into WN dynamics yields the output strictly EIP inequality. Thus,

the proof is completed. E

Now, we have shown that the proposed passivity-based control (3.25) ensures the

satisfaction of the modular stability specifications. Moreover, the closed-loop HN is

output strictly EIP. Following from Lemma 6.5 in [11], we can claim that the modular

feasibility specification (3.9) is also satisfied. We state the result below:

Corollary 3.3.2. Subsystem HN is finite-gain stable if its component is controlled by

(3.27):

||yN 2 < K IUN - UN 2 + \2KWN(XN(O)) (3.29)

£2 gain K is less or equal to miniegx (±!). Storage function WN is defined as (3.28).

In what above, we have introduced the modular specifications and the component-

level distributed control for single-port and two-port components. To better illustrate
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the concept, we consider a stable two-bus system. The modular specifications for such

two-bus system are explained in detail.

3.4 Proof-of-Concept illustration on a two-bus sys-

tem

3.4.1 System topology

The two-bus system topology is shown in Figure 3-4. It consists of three components,

namely an ideal current source, a transmission line (TL), and a constant impedance

load (RL).

kTL in. ioa

Curre
Source V1  Transmission V2

Line

Figure 3-4: Topology of the two-bus system: an ideal current source connects a RL

load via a transmission line

Here, we use the 7 model to represent the transmission line. As shown in Figure

3-4, a current source and a constant impedance (RL) load are connected to the left

and right node (bus) of the transmission line, respectively.

Before stating the main results, we list the notations for each standalone compo-

nent in the table below.

Table 3.1: Notations for Standalone Components

Ideal source output is Ideal source output reference 1*
Source terminal voltage V,   Load resistance & inductance RL&LL
Load terminal voltage Vload Load current Ioad

TL resistance RTL TL inductance LTL

TL shunt CTL TL current ITL
Left bus voltage V Right bus voltage V2

Injected current (left) of the TL Iieg Injected current (right) of the TL Iight
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We then make a few assumptions, which are standard, commonly seen in electrical

power system research.

Assumption 3.4.1 (Transmission line). CTL = C > 0, RTL > 0 and LTL > 0 are

known constants.

Assumption 3.4.2 (RL load). RL > 0 and LL > 0 are known constants.

Recall that we have shown that the RL load and the transmission line are EIP

in Section 2.4. Thus, the modular stability specifications of components comprising

Figure 3-4 system are satisfied.

Since it is known that Figure 3-4 system is stable, in what follows, we show that

each component satisfies its modular feasibility specifications.

3.4.2 Modular specifications in the transformed state space

In this section, the modular feasibility specifications for each components are derived.

We assume that the source is ideal. Besides, we assume that both the RL load and

the transmission line are controlled by the proposed distributed control.

For the ideal source, we have:

ys *ys ->V=V1'   (3.30)

According to Lemma 3.3.2, we know the controlled RL load is output strictly EIP

and finite-gain stable. Hence, it satisfies the following modular feasibility specifica-

tion:
1 V 1

|Pload - P*oadI I2 | 1 -2 + -Woad(O) (3.31)
a L V2  L

where aL is the L 2 gain, determined by the control gain. Woad is the storage function.

Wload(0) is the initial value of the storage function.

According to Lemma 2.4.2 and Proposition 3.3.1, we know that the transmission

line component is output strictly EIP and finite-gain stable. Since the ideal source en-

sures that V = V1'', the transmission line component satisfies the modular feasibility
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specification:
V 1 1
|| 1 2 <- -||Prijgt - Pight 1 2 + WTL() (3-32)I GI TL GTL

where aTL is the 2 gain. WTL is the storage function. WTL(O) is the initial value of

the storage function.

3.4.3 Modular specifications in the classic V - I state space

Notably, the modular specifications can be derived with respect to different input-

output pairs. The purpose of this section is thus to provide such an example to show

that the modular specifications may have different form. Here, we use the classic

V - I state space model.

The section is organized as below: we first show the existence and uniqueness of

equilibrium for Figure 3-4 system (Lemma 3.4.1). Next, we show the transmission

line component is zero state detectable (Lemma 3.4.2) and finite-gain stable (Lemma

3.4.3). Then, we show that the RL load is zero state delectable (Lemma 3.4.4) and

finite-gain stable (Lemma 3.4.5). Note that we use £2 norm in this section.

Lemma 3.4.1 (existence of equilibrium). Under Assumption 3.4.1-3.4.2, Figure 3-4

system has a unique equilibrium.

Proof. Under assumptions, Figure 3-4 system can be modeled as:

, = Ax + BI*

x =[V1,V2, ITL, Iload]T  B = [1CTL 0 0 0

-Rhunt/CTL 0 -1|CTL 0 (3.33)

A 0 -Rhunt/CTL 1/CTL 1/CTL

1/LTL -1LTL -RTL/LTL 0

0 1/Lioad 0 -Rioad|Lload

It is easy to check that matrix A is nonsingular. Thus, the interconnected system has

a unique equilibrium. This completes the proof. l

Next, we will show that the transmission line is zero state detectable .
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Lemma 3.4.2 (zero state detectability of TL). Under Assumption 3.4.1, the trans-

mission line is zero state detectable.

Proof. Utilizing singular perturbation techniques, we introduce a transformation ma-

trix T:

1/2

T =-CTL/K1

CTL/K1

1/2 0

CTL/K1 (RTLCTL + K1)/2K1

-CTL/K1, (-RTLCTL + K 1)/2K1J
(3.34)

= RLCTL - 8 CTLLTL

Hence, consider a general case, where Rohset = 0. We can transform the original

states to slow YTL and fast variables ZTL = [Z1 , Z2 ]T, respectively.

V

=T V2

ITL

0

TAT-'= 0

0

0 0

A1 0

0 A2_

112CTL

TB= -1/K 1

1/K1

1CTL

1/K1

- 1/K1

(3.35)

where A 1 and A 2 are eigenvalues of the original system matrix. They both have

negative real parts.

We thus can rewrite the TL dynamics into the following slow and fast dynamics:

0 0 y

A 1  0 zij

0 A2 z 2J

0

0 -1/K 1

0 1/K1 I [lef t + Iright

'left - Iright

when Ieft + 'right = 0 and 'left - 'right = 0, it can be concluded from (3.36) that

YTL - yTL(0), z 1 -+ 0 and Z 2 as t -+ OO.

Recall that the output V2 has the form:

YTL

V2 = [1 LTLA2 LTLA1] Zi

Z2

(3.37)
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Zi

Z2

YT L1

#j

Z2

0

[0

0

(3.36)
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If V2 = 0, we know YTL = yTL(0) = 0. Hence, the transmission line is zero state

detectable. This completes the proof. l

Then, we claim that the TL meets its modular feasibility specification by showing

it is finite-gain stable.

Lemma 3.4.3 (finite-gain stability of TL). If left = I*ft, the transmission line

satisfies:

|V2 - V2*|| 2  TLTL Iright - Iright112 + I3TL IXTLO - 4 LO 12 (3-38)

where WYL = 2 A (P)I|B|2 1|CII2 , /TL = Amax p 0.5 2, and PA + ± Tp _

Proof. Notice that matrix A of the transmission line model is Hurwitz. Hence, this

lemma is a direct application of Theorem 5.3 in [11]. We omit the detail here for

brevity. El

Similarly, we have the same claims on the RL load. The results are organized in

the following two lemmas.

Lemma 3.4.4 (zero state detectability of RL). The RL load is zero state detectable.

Proof. Recall RL load dynamics. The system matrix A is Hurwitz. Besides, its output

y = x. Hence, zero state detectable claim follows. L

Lemma 3.4.5 (finite-gain stability of RL). The RL load is finite gain stable with L 2

gain less than or equal to

Proof. Recall the incremental version of RL load dynamics:

LLIL = RL(IL - IL )i- (V2 - V2) (3.39)

It is output strictly EIP with storage function W = -L (IL - 1f) 2 . Using Lemma 6.5

in [Khill2002], we know the RL load is finite £2 stable:

1-IV  - 11± 2LL
||(IL - If12 -2 R 2 2 L (IL(0) -1f) 2  (3.40)

RL cRL

This completes the proof. E
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3.5 Summary

In this chapter, we first propose the modular stability and feasibility specifications

for subsystem Hs and subsystem HN. In particular, the modular stability specifica-

tions require Hs and HN to be EIP or output strictly EIP. The modular feasibility

specifications require Hs and HN to be BIBO.

Then, we introduce two distributed control which ensure the modular specifica-

tions are met. More specifically, we propose a multi-layered control for the single-port

component aiming at controlling power and voltage. For the controllable two-port

component, we propose a passivity-based control.

Moreover, we provide a proof-of-concept example to illustrate the modular speci-

fications.
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Chapter 4

System-level specifications and

distributed control for an AEES

4.1 Introduction and problem formulation

In Chapter 3, we have introduced the modular stability and feasibility specifications

for subsystems Hs and HN. However, to connect Hs and HN, we need additional

system-level specifications. This is because we have to make sure that the input and

the output of each subsystem remains feasible after interconnection.

Keeping this requirement in mind, we propose system-level feasibility specifica-

tions in this chapter. Besides, we also propose a distributed control, which ensures

the system-level specifications are satisfied.

4.1.1 Problem formulation

To start, we assume that the modular specifications proposed in Chapter 3 are met.

Besides, we assume that the input space 4D and output space <bY of each subsystem

Hs and HN are known. The problem is formulated into two tasks, namely,

1. Find system-level feasibility conditions in terms of the input and output of each

subsystem

2. Develop a distributed control to meet the system-level feasibility conditions
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4.1.2 Chapter outline

The chapter is organized as follows. To solve the first problem, we propose the

system-level feasibility specifications in Section 4.2. For the second problem, two

"handshaking" methods are proposed in Section 4.3. Then, in order to illustrate the

concept, we revisit the same proof-of-concept two-bus system (Figure 3-4) in Section

4.4.

4.2 System-level feasibility specifications

We first review the modular feasibility specifications of Hs and HN:

For subsystem Hs, there exist E1 > 0 and Es for the given #O2,s such that:

us E Q Xs(0) E #xo,s
El (4.1)

||ys - Y*|| < /31i(IIXs(0)II) + #2i(E1) < Es

For subsystem HN, there exist 62 > 0 and EN for the given #xo,N such that:

IIUN(T) - UNII < EN N (4.2)
YN E

Recall that Hs and HN are connected in a negative feedback configuration. To

link two subsystems, we propose the following system-level feasibility specifications:

1. Suppose that there exist EN, 62 and initial set zbxo,N satisfy (4.2). Let the output

of HN be the input of Hs, characterized as:

US = YN 6 1 = E2 (4.3)

Then, there exists initial set <»xo,s so that the output space of Hs is a subset of

the input space of HN, denoted as:

1IES < I-- (EN - 9y +uN 1 44|| A|

62



Or, alternatively, we could have

2. Suppose that there exist es, ci and initial set <D,e,s satisfying (4.1). Let the

output of Hs be the input of HN, characterized as:

Ays =UN IIACs = 6N (4.5)

Then, there exists initial set <bro,N so that the output space of HN is a subset

of the input space of Hs, denoted as:

C2 < E1  
(4.6)

Above system-level feasibility specifications are critical as they imply that the

input and output space of each subsystem have overlap, i.e., connecting two subsys-

tems will not violate the modular feasibility specifications. Thus, the interconnection

is stable and well-defined.

Notice that the output of Hs and the input of HN are power deviation from their

steady-state value P*. So it is critical to ensure that P* is consistent among Hs and

HN. Notice that it is possible to control the power deviation by controlling P*. In

what follows, we present two "handshaking" methods to update y* of controllable

single-port components so that the system-level feasibility specifications are satisfied.

4.3 Handshaking methods for feasible operation

Section 4.3.1 provides a decentralized method. It is easy to implement but is hard

to achieve the system-level coordination. We then propose a distributed method in

Section 4.3.2, which achieves the system-level coordination.

Notably, the proposed two methods do not require any centralized computation.

Only a limited number of communication between neighboring components is needed.

Instead of relying on the leader-follower structure, the proposed methods let each

controllable component has its own decision-making process. Hence, the controlled
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ESS is robust, thanks to such distributed feature.

4.3.1 Decentralized method

Suppose controllable single-port component i is controlled by (3.11), (3.12) and (3.18).

If we neglect the control saturation, its steady-state power output value is:

1
Pi N (-Pineas - K,(V42 - (Vi''e) 2 ) (47)

where INe| denotes the number of controllable single-port components connected at

the same bus. Pmef, is the set point provided ahead of time.

Recall Lemma 3.3.3 and Corollary 3.3.1. The accuracy of Pmefas determines the

terminal voltage deviation. Hence, we propose a decentralized method to update it

via local measurements. More specifically, component i measures the power from the

uncontrollable single-port components and the power from the two-port components.

Reusing some notations given in Section 3.3, PTrJ'as now is replaced with the mea-

sured value Pa,:

P*eas =E Ps,J - > VN,jLIN,j VN,jRIN,j (4.8)
jEP's,nc jEM 'oMs(i) jEM,'RoMs(i)

We then state our main result below.

Lemma 4.3.1 (decentralized method). Suppose that controllable single-port compo-

nents are controlled by (3.11), (3.12) and (3.18). Moreover, we assume that the con-

ditions of Lemma 3.3.1 and Lemma 3.3.3 are satisfied. Then, decentralized updating

law (4.8) ensures that the system-level specification (4.6) holds.

Proof. Recall the energy layer control (3.18). It can be seen that (4.8) ensures the

power deviation (Pmeas - Pseas) to be smaller and smaller. Consequently, this leads to

a decreasing voltage deviation following from Corollary 3.3.1. Hence, as long as both

Hs and HN starts from a feasible initial condition, the system-level specifications

(4.6) is satisfied. This completes the proof. l
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Vref p
ref.

V a

Component i

Figure 4-2: Simplified diagram of
by component i and j

I Componentj

Figure 2-3 system: Area I and II are represented

area as a controllable component. As a result, Figure 2-3 system is simplified as

Figure 4-2 system. For component i, we define the following notations.

Pref :power set point Pi : local load Vic(Viq) : d(q)-axis of terminal voltage

Pi :power delievered from component i to j Pi,nax : power generation capacity

Vmin :minimum terminal voltage Vmax : maximum terminal voltage

Similar notations are defined for component j as well. Note that subscript S is

omitted for brevity.

If we assume the network HN is stable, one necessary condition is that the power

and voltage set points of each component satisfy the power flow equations. Let Ci

and C represent the generation cost of component i and j, respectively. As the first

step, we could formulate a centralized constrained AC power flow problem with power

and voltage as decision variables:

minimize

subject to

i

ZCk max(O, Pf) + B( Pe)

pref =p+P 2  pefpp. k+~kE
Pfi =i + pi P3' = j+Pi k =Vd + jVq E C

(V - Vi)* ( V V)Pi = Real(V) Pi = Real(Vj-j (V )

Vd +Vs, E [Vmin, Vmax] Vi + V E [Vmin, Vmax]

(4.9)
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Energy layer

4s4 = f (xs,i, P;easdf)

reX;f

65

Energy layer

ASJ = A (xsj, UsJ -4wasJ)

I X.,reif

Power layer

,*si = f2 (xsi, u,.,, Xr,*,f)

X54 = 1XI, t4'psif

Sin&-port componentj

L[ easd LtesI ref

Power layer Power layer

sf= 2Xsj 
,=,x~,P7)I  Tw-Itcmoet sJ = f2(Xsj,Usj,X,),.o Two-port cmponents

Singl-portcompoent_ Single-port component j

Figure 4-1: Information exchange sketch of decentralized "handshaking" method:

Single-port components (Hs) and two-port components (HN). Red lines denote the

information exchange via local measurement

Note that we choose Vr"f = 1 p.u. for each component in this approach. So, there

is no guarantee that we will reach an optimal operating point.

To summarize, we list a sketch of information exchange between two single-port

components in Figure 4-1. HN is neglected and only two single-port components are

shown to illustrate the concept. The information exchange (red curves) occurs via

local measurements.

4.3.2 Economic-aware handshaking method

Although the decentralized method ensures the system-level specifications are met, it

does not take the economic efficiency into consideration. This is because (4.8) is not

designed in response to economic signals, such as generation cost. Also, notice that

the voltage set points are fixed among controllable components. This may simplify

the design, but such setup inevitably reduces the possibility for the system to achieve

an optimal operating point.

In order to overcome the limitations of the decentralized method, we focus on the

problem to develop a distributed updating law so that system-level specifications are

met. In particular, each component iteratively updates its own Pj,i and Vj"f. Only

a limited number of information is required to be exchanged between neighboring

components. We also show that the proposed updating law ensures that P;,i and

V~ linearly converge to their feasible stationary point.

To illustrate the concept, let us revisit Figure 2-3 system. Here, we consider each



where barrier function B(Pkef) is defined as:

B(Pkref) 0 if Pref Pmax (4.10)
+oo otherwise

The objective function of (4.9) is to minimize the total generation cost so that

resources are optimized among the system. In addition, the barrier function presents

the soft constraint that each component can only produce certain amount of power

below its capacity.

In what follows, we first generalize the formulation (4.9) from the above two bus

system to a general EES. Then, we explain how to solve such centralized optimization

problem in a distributed way using the projection gradient method. More importantly,

we show that the proposed distributed updating law provides the same result as the

one would get from solving the centralized optimization.

Let us first introduce the following sets related to the ESS:

V: Set of controllable components A(i) : Neighboring set of component i

S : feasible set

Note that we first consider a special scenario where loads do not change, i.e. P, i E V

is constant. It is easy to generalize to have time-varying P included. The centralized

optimization (4.9) can be reformulated with [Vid, ViqT as decision variables:

minimize ( Ci E max(-P, Real( V - ?)%) + B(Pi + Real(i (- )
Vid,Viq,iEV Y.

iEV jE.M(i) J 3

subject to V < + V'g Vmax - (Vim V) -Ain
(4.11)

Let f denotes the objective function. It can be seen that f is a nonconvex

quadratic function. Hence, (4.11) is a nonconvex optimization.

Next, we decompose (4.11) into subproblems using the projected gradient descent
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method. For component i, the corresponding subproblem is:

minimize C, ( max(-P, Real(94 (V- W))) + B(Pi + Real(9 (V V))
Vid,Viq 7.Eri i djeN(i) 33

subject to Vd V Vmax (i +V ) -Vmin
(4.12)

We solve the problem (4.12) iteratively. Within one iteration, we first update

one step along the gradient direction. Next, we project it onto the feasible set. Let

Xk := [d VT denotes the decision variables at kth iteration. The updating law for

component i can be expressed as:

11
Xk+1 = argmin -- - xk+ Vf(xk)||1 (4.13)

yes 2 L

where Vf(xk) is the gradient of f at kth iteration, L presents the smoothness of

objective function f. L should be larger than the maximum eigenvalue of Hessian of

f:

L > Amax(V 2 (f)) (4.14)

Since f is a quadratic function, elements of its Hessian matrix is constant. In

particular, if components have same cost, i.e. Ci = CJ, i E V,j E J(i), the Hessian

matrix is same as Laplacian matrix of the network.

It can be seen from (4.13) that the gradient at each iteration is critical. To

calculate the gradient, we need to have information from neighboring components.

More specifically, such gradient is a function of line parameters, terminal voltage and

generation cost coefficient of neighboring components. Notice that line parameters

Yij and generation cost coefficient C, usually do not change fast. Thus, at each

iteration, each component only needs to exchange its terminal voltage information

with neighbors. The convergence analysis of the proposed distributed algorithm (4.13)

is provided below.

Lemma 4.3.2. The problem (4.12) with the proposed updating law (4.13) will pro-

vide the same result as the centralized optimization problem (4.11). Moreover, (4.13)
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enables a linear convergence rate.

Proof. (4.13) is a typical application of the proximal gradient decent method. The

proof is identical to the standard proof given in [98]. El

Regarding the system-level specifications, we formulate them as the feasibility set

S. However, the formulation is under the assumption that HN is in steady state, i.e.,

the dynamics of HN is negligible. Hence, (4.13) provides only a necessary condition

for the system-level specifications to hold. While more work remains to prove that

(4.4) is valid during the transient, we have numerically shown that (4.13) ensures the

system-level specifications. Simulation results will be discussed in detail in Chapter

5 and 6.

To better illustrate the proposed system-level specifications, we revisit Figure 3-4

system. In particular, we derive the system-level specifications based on the modular

results given in Section 3.4. Notations introduced in Section 3.4 are reused in the

following section.

4.4 Proof-of-Concept illustration on a two-bus sys-

tem

Recall that Figure 3-4 system consists of an ideal current source, a linear passive RL

load and a transmission line. Suppose that the shunt capacitor has a small resistance

Rohunt. Under Assumption 3.4.1 and Assumption 3.4.2, the Figure 3-4 system has a

unique equilibrium [V*, V2*, 4L' load, jf], satisfying:

i 2 = 1* 4L= oa = dIS (4.15)
RTL

Based on the modular specifications given in Lemma 3.4.1 - Lemma 3.4.5, we

propose the system-level specifications below.

Proposition 4.4.1. For subsystem HN, Let XTL [V1 , V2 , ITL ]T. There exist 7TL > 0
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(4.16)V2 - V2*112 YTLIII* - Iright1l2 + ITLIIXTLO - 4Lo1I2

Suppose the transmission line (HN) can only operate within:

|II* - Iright 11 2 < 63 (4.17)

Thus, the overall system is asymptotically stable if there exist e1 and 62 such that:

Initial condition: ||XTLO - xrL 2 1 e

1
System-level specification: -(7yTLE3 + ITLE1) +

R2

One necessary condition is:
RL
777TL <1

LL

Proof. Recall that the transmission line only works under:

|I,right - Iright 12 = I* - Iright 12 63 (4.20)

and its initial condition is chosen as:

IXTLO - XrLI2 61 (4.21)

Using Lemma 3.4.1 and 3.4.1, we can conclude that:

||V2 - V2*| 2 'nLIIright - IrightI12 + 3 TLIIXTLO - XTLOII2 YTLE3 + 3
TLE1 (4.22)

Therefore, following Lemma 3.4.5 and substituting above inequality into (4.18),

we obtain the corresponding output:

(4.23)||(IL - I*)||2 (YTL 63 + TL E1) + LL (IL (0) - /* )2
RL RL
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and n3TL > 0 such that:

II'loadO - load 112 62

2LL
RL 62 < 63

V RL

(4.18)

(4.19)



Since we can find E2 such that:

IIIL(0) - [1|2 E2 (4.24)

The system-level specifications (4.4) yields the following condition:

(1 TL63 + 13TL61) - 62 < 63 (4.25)
RL RL

In addition, notice that 6i > 0, 62 0. We can further conclude a necessary

condition:

YTL/RL < 1 (4.26)

The asymptotic stability follows from the passivity theorem since the transmission

line is incrementally passive and RL load is output incrementally strictly passive. The

proof thus is completed. 0

Notice that the necessary condition (4.19) is similar to the result if one uses small-

gain theorem. However, we cannot use small-gain theorem directly here since small-

gain theorem does not pose constraints on input and output. The results presented

here are more general.

4.5 Summary

In this chapter, we propose the system-level specifications that are required to ensure

the feasibility of the interconnected systems. Then, we show that such system-level

specifications can be achieved by a combination of local high gain controllers and the

adjustments in power output set points. Two iterative methods are proposed. Via

local communication, we show that system-level coordination can also be achieved.

In the end, we revisit the two-bus example and derive the system-level conditions

that need to be satisfied. The derived necessary condition is identical to the small-

gain theorem result. However, since small-gain theorem does not consider feasibility

requirements, it can be concluded that our proposed solution is more general.
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Chapter 5

Root causes of distortions in

inverter-based electrical energy

systems: A new perspective and

distributed control solution

5.1 Introduction

It is common to observe low and high-frequency distortions in inverter-based EESs.

Unnecessary distortions inevitably limit the control bandwidth and degrade the op-

erating efficiency. To improve the Quality of Service (QoS), many researchers focus

on filter design. As reported in recent literature, the output LCL filter introduces

two resonant poles that may destabilize the system [99, 100]. Thereafter, different

solutions have been proposed to passively or actively damp out oscillations [100-1021.

However, these solutions are based on the assumption that the grid voltage is con-

stant or has deterministic distortions. Such an assumption is questionable in today's

EESs as disturbances introduced by the intermittent resources are not negligible.

The primary purpose of this chapter is to illustrate how does the proposed model-

ing and control enable EESs to have better Quality of Service (QoS). We first analyze
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the root causes of distortions from a novel input and output perspective using the pro-

posed TSS model. In particular, we rigorously analyze two situations, namely large

faults and potential conflicts between different inverters controllers. Then, we pro-

vide a device-agnostic distributed control for inverter-based components that enables

the robust operation and mitigates the high-frequency distortions for a wide range

of uncertainties. Notably, the proposed control does not require the grid voltage

assumption.

5.1.1 Chapter outline

The chapter is organized as follows. The root causes of distortions is analyzed in

Section 5.2. The proposed distributed control for inverter-based components can be

found in Section 5.3. Related stability, robustness and implementation discussions

are summarized in Section 5.4. To evaluate the effectiveness of the proposed solution,

the MIL test system is used and simulation results are discussed in Section 5.5.

5.2 Root causes of the distortions

5.2.1 Topology of a typical inverter-controlled DER

Figure 5-1: Three-phase inverter-controlled DER

One typical three-phase inverter-controlled distributed energy resource (DER) is

shown in Figure 5-1. In this system, the DC side is a controlled voltage source

consisting of a current source, a DC capacitor and a DC/AC inverter. An output

LC filter is installed to reduce the ripples and distortions caused by fast switching.
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Filter parameters are typically chosen based on the loading condition and the nominal

operating condition.

5.2.2 TSS Model for analysis

The carrier frequency of a periodic signal may disappear if the modeling reference

frame is rotating at the same frequency. This is why dq rotating reference frame is

widely used in the analysis and the control design of the EES. To simplify the analysis,

we modify the TSS model (2.21) using the dq reference frame measured relative to

the 60 Hz rotating reference.

First, the instantaneous voltage and current of (2.21) are replaced by correspond-

ing d and q-axis components. Second, the instantaneous power is replaced by real

and reactive power P and Q:

P = Vdd1 + Vqql Q = Vqidl - Vdiql (5.1)

whose dynamics are:

p Rf Vd - Vq - z zP = - -P WOQ + - ca + LVq + idad1 + iqqlL1 L1 L, (5.2)
= RfQ+ OPrV - Vd - qd -zdtl 52Q = R--Q + WOP + -Vica + -cq - i0qia1 - baiq1

where Vcd := oc - Vd and Vcq := Vcq - Vq are controllable input.

Let V and o, denote the voltage magnitude and angle, respectively. We have

Vd = Vcos(3,) and Vq = Vsin(6v) with dynamics as:

Vd = Vcos(S) - Vsin(O)v, = V Vd - WiVq

V +(5.3)
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Substituting into (5.2) yields:

R1 V vd v -
P=-()P -(wOwi)Q + -V +Vq

Li V 1  L1 q
(5.4)

R1 V v- Va-Q=-_(_ ) Q+ (WO+ Wi) P+ - -Vea- Vq
L1 V L1 L1

The effects of Vd and i0q are expressed here in terms of V and wi. V represents

the terminal voltage magnitude distortion, while wi = or represents the frequency

distortion. Note that these two variables (V/V, wi) are the input of dq reference TSS

model.

Remark 5.2.1. We have a few remarks on the TSS model (5.4):

1. (5.4) provides a novel input and output perspective to understand the inner and

outer-loop control (5.7). For instance, substituting ved and vcq of (5.7) into

(5.4), we can interpret (5.7) as regulating P and Q towards their set points by

canceling out the cross coupling terms w0P and woQ.

2. (5.4) captures the effects of )d and ibq, which relaxes the grid voltage assumption.

In Section 5.3, we propose a distributed control using (5.4).

5.2.3 Root causes of distortions

From the control point of view, the distortions occur because existing controllers do

not capture the effects of V/V and wi. As will be explained in Example 5.2.1 and

5.2.2, V and wi not only introduce distortions, but also affect the stability.

From the energy point of view, the root causes of distortions can be interpreted

as the real and reactive power imbalances. Let us first introduce a few notations:

1
Ec = IC(V + V2) P z=aa -|vi2 o-- zga -viz2 dv q v P, P0  Vd'd2 + Vqiq2 Q0 = vqid2 - vdiq2

where Ec is the stored energy of the filter capacitor; P and Q0 are real and reactive

power delivered (after the capacitor), respectively.
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Then, we can express i and wi as:

V _ (P-PO) Q-QO   (55)
V 2Ec 2Ec

As one can see from the right hand side of (5.5), the real power imbalance causes

magnitude distortion E, while the reactive power imbalance causes frequency dis-

tortion wi. Therefore, an alternative way of understanding distortions is that the

controller (e.g. control (5.7)) fails to balance the real and reactive power.

In what follows, we provide Example 5.2.1 and 5.2.2 to explain how V and wi affect

system dynamics especially when the embedded controller fails to capture them. In

particular, we assume V # 0 in Example 5.2.1 and wj # 0 in Example 5.2.2.

Example 5.2.1 (Sudden Topology Change). Consider a system comprising of inverter-

based distributed energy resources (DERs) and loads. Suppose that each DER has an

embedded inner and outer-loop control with a phase-lock-loop (PLL). Notably, the in-

ner and outer-loop control [56] assumes the grid voltage is constant, i.e., = Wi = 0.

Ideally, the PLL locks the terminal voltage angle so that Vd = 0. In this example,

all states are function of time, i.e., V(t), P(t), etc. We omit t in all notations for

brevity.

For an inverter-based DER, the outer-loop control is [561:

ir-e = Pref /V iref - Qref/vq (5.6)

where iref and ir'f are mapped to pref and Qref, respectively. pr'f and Qref are set

points usually provided from the tertiary layer.

Then, we can rewrite the inner-loop control (current regulator) using (5.2) as:

Ved Vd+ ( Pref - woQ)+ (Ri ref + woP)
L, L,(5.7)

Vo (pref _ Vd R1  (5.7)
Ucq = q + V2 L1  -WOQ) ( Q ~f±wP

w e a vae mes y~ y a denoteswhere Va and vq are measured d and q-axis terminal voltage. V = v +V2dnoe
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the voltage magnitude. R1 and L1 are output resistance and inductance, respectively.

When a sudden topology reconfiguration occurs, the system usually suffers from

significant state changes. The grid voltage magnitude, in particular, may have a large

change. Thus, for each DER, during the transient period T, it is reasonable to assume

its terminal voltage magnitude V satisfies:

R1V> -V for t z [to, to +T] (5.8)
L1

We assume the tertiary layer signal pref and Qref remain the same:

pref _ Oref = 0 (5.9)

Recall that each device should operate under feasibility constraints and the control

limit. To simplify the discussion, we only consider the control saturation:

(ved) 2 + (ve) 2 < v2 (5.10)

Substituting (5.7) to (5.10) yields:

R1 Pre _ WOQ) 2 + (R1 Qref p 2 < V2 Va (5.11)

from which, we can derive upper bounds for P and Q:

R1Qref VVax VVmax _ R1 Qref

tE(to, ti) Liwo Wo W0 Licio

R1Pref VVmax 1,R1 Pr' VVma
IQI < sup (I   V Rmax 1) = Qmax

tE(to, ti) L1 wo   co L 1wo Wo

Now, we have mapped the control saturation (5.10) into the operating limits of P

and Q. If P or Q hits Pmax or Qmax during the period T, we lose the performance

guarantee or even lose the stability.

Next, we use a concept called critical clearing time Tec. If the fault (5.8) per-

sists longer than T, it is very likely to lose the stability during the transient period.
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Substituting control design (5.7) into (5.4) yields a closed-loop dynamics:

R1  V R R1+ V, ref

L1 V L1 L1 V L1

Recall the assumption (5.8). When the DER encounters a sudden topology change,

the best situation is:

P = R1,,e Q _ _R1 Q ref
L1 L1

In this case, P and Q increase (or decrease) and are very sensitive to perturbations.

The critical clearing time Tec therefore depends on the initial condition, set points and

V. For example, if we assume P(to) = Q(to) = 0 and V/V = R 1 /L 1 , the critical

time is:

Tc = L1Pmax/(R1Pref) (5.12)

Under above assumptions, P and Q increase (or decrease) linearly. However, Tc

will be even shorter if we have larger V/V. This is because P or Q may increase (or

decrease) exponentially.

To summarize, V affects the performance of the inner and outer-loop control (5.7).

If a sudden topology change occurs, it is very likely to lose the performance guarantee.

Example 5.2.2 (Hard-to-Predict Disturbances). We consider the same system, but

a different scenario:

wi / 0 V = 0 (5.13)

It can be seen that the terminal voltage has persistent harmonics.

In addition, we assume that the same control (5.7) is applied to the DER. Recall

that (5.7) does not consider the terminal voltage harmonics.

Again, substituting (5.7) into (5.4) yields:

R, = R1Q R ( -Qf) + wiP (5.14)
L1 L1

wiQ and wiP in above two equations cause P and Q drift from their set points. Fur-

thermore, there are two cases to be considered:
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For the first case, wi is a constant, i.e., Wi = 0. Hence, wiP and wiQ can be

considered as steady state offsets to Qref and Pref, respectively. During the transient

period, P and Q are oscillating at wi frequency.

For the second case, wi is time-varying, i.e., wi | 0. We can rewrite the closed-loop

dynamics as:

I +] [ ± [(5.15)

A(t)

Notice that A(t) + A(t)T is Hurwitz. It can be concluded that the closed-loop

dynamics is asymptotically stable. But harmonics wi exists in P and Q dynamics.

This explains why we observe persistent distortions in operation.

5.3 Proposed distributed control for canceling out

distortions (enhanced Quality of Service (QoS))

Now, we have explained when and why the distortions would happen from a novel

input and output perspective using the proposed model (5.4). In this section, we

introduce a distributed control for inverter-based components to cancel out the dis-

tortions. Notably, this specific controller is an application of the general distributed

control proposed in Chapter 3 and Chapter 4.

5.3.1 Control objectives

Conceptually, we want to design a control to meet the following objectives:

" It has performance guarantees against bounded disturbances

" The controlled DER can follow real and reactive power references pref and Qref

" The terminal voltage magnitude V is regulated within a feasible range

To account for the control saturation, we assume that the disturbance is bounded

and known.
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Consider a standalone inverter-based DER. Let P and Q denote the real and

reactive power output, respectively; wi denotes the distorted frequency measured by

(5.5); V denotes the voltage magnitude, whose rate is measured by (5.5).

If such DER is in the steady state, we have V = 0 and P = Q = 0. However, sat-

isfying these two equalities are not equivalent to claim that all the control objectives

are satisfied. This is because P = Q = 0 only implies that there is no high fre-

quency distortion. The low-frequency distortion (frequency drifting) may still exist,

i.e., i = 0, w # 0.

Therefore, the control design specifications are listed below:

1. xijt dynamics is asymptotically stable

2. P=Q=0

3. V = 0 and wi = 0

If all above specifications are met, we state the first result below.

Lemma 5.3.1. The standalone inverter-based DER is in the steady state and free

from distortions if and only if the following conditions are met:

1. xint dynamics is asymptotically stable

2. P=Q=0

3. V = 0 and wi =0

Proof. The necessity proof follows directly from the reasonings that we explained

before. In short, the steady state implies the first two conditions, while no distortions

implies the last equality.

Next, we show the sufficiency. Recall a relation:

P2 + Q2 = V 212  (5.16)

The second and the third condition imply that the internal current magnitude I is

constant.
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Recall the power factor definition:

P
cos(6v - 6j) = P (5.17)p2 + Q2

where 6 and 6, represent the voltage angle and current angle, respectively.

The second condition implies that 6v - J, is constant, indicating that V and I

have the same frequency. Besides, the last condition implies that no distortions exist

in the frequency.

Therefore, it can be concluded that internal dynamics zint has constant input

varying at the same frequency. The stability and convergence of xzTt follows directly

from the first condition. This completes the proof.

Hence, the problem becomes to design a distributed inverter control to meet all

conditions of Lemma 5.3.1.

5.3.2 Proposed distributed control for inverter-based DERs

We present the proposed control method neglecting the control saturation. Then, we

discuss how to choose the gain provided the disturbance bound.

Recall that we consider the DC side circuit of Figure 5-1 system as a controlled

voltage source. Hence, the first condition of Lemma 5.3.1 is satisfied. This is usually

achieved by controlling the current source so that the DC side circuit is asymptomati-

cally stable. However, such topic is out of the scope of this chapter. Interested readers

are referred to our follow-up papers.

To ensure the stability of output variable dynamics (the second condition), we

propose a control design:

Vd VqVq F1 Vd
Vcd Vd + F1 + F2  vcqvg+jF1 - F2 (5.18)

where

R1  V 1 V
F1 v+L )P (ow) F2 v+L ) w~iP(.9
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vi and v 2 are two new control input. One possible design is:

v 1 = -Kp(P - Pef) V2 = -K(Q - Qref) (5.20)

where K, > 0 is a control feedback gain.

Notably, the maximum value of K, depends on the operating condition and the

control saturation. The control saturation constraint here has the form:

(v + jF1 + jF2 )2 + (V + F - F) (5.21)

We will discuss how to choose proper K, in the following section.

Then, to meet the third condition of Lemma 5.3.1, we utilize the handshaking

method (4.8) proposed in Section 4.3.1. Notice that the model (5.4) uses dq reference

frame. Hence, the instantaneous power updating law (4.8) implies two updating laws

for real and reactive power, respectively. For real power set point, we have:

Pref = p - K (V 2 _ (Vref) 2) (5.22)

For reactive power set point, we have a QrCI updating law:

Qref = Q - CV2Wo (5.23)

where P and Q, can be either measured locally or communicated locally with neigh-

bor modules.

Recall that we assume the disturbances are bounded and (5.21) is valid for the re-

gion of interest. Substituting (5.18) and (5.20) into (5.4) yields a closed-loop dynamics

whose eigenvalues have negative real part. Thus, we have the guaranteed performance

against bounded disturbances. In addition, it can be checked that (5.18) and (5.20)

satisfy the modular stability specifications (Lemma 3.3.1).

(5.22) tends to make V converges to Vef exponentially at the rate K,. However,

such claim is true only when P tracks pref in a much faster time scale. (5.22) is
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derived from (5.5). So when Q = Qr"f , (5.23) ensures wi = 0.

To summarize, we present a distributed control design ((5.18), (5.20), (5.22) and

(5.23)) that meets all conditions of Lemma 5.3.1. In contrast to (5.7), the proposed

distributed control takes V and wi into consideration. Thus, we can treat (5.7) as

a special case of (5.18) (when V/V and wi are negligible). Discussions on stability,

implementation, and robustness follow next.

5.4 Stability, implementation and robustness discus-

sions

In this section, we first discuss the stability of the closed-loop system. Then, for

implementation purpose, we provide several instructions, such as how to choose proper

set points, control gains, etc. The robustness concerns are addressed in the end.

5.4.1 Stability

The stability of an inverter-based DER is stated below. Note that the proposed in-

verter control ((5.18), (5.20), and (5.22)) is an application of the proposed distributed

control given in Chapter 3 and Chapter 4.

Theorem 5.4.1. Consider an inverter-based DER controlled by (5.18), (5.20), and

(5.22) For a given operating range Q and a given disturbance bound a, we assume

there exists at least one set of (Kp, Kv) satisfying (5.21). Thus, with the updating

laws (5.22) and (5.23), the controlled DER exponentially converges to a steady state

(if there exists one) with no distortions in the steady state. In addition, terminal

voltage V satisfies limnit, V = Vref.

Proof. Notably, (5.18) and (5.20) satisfies the conditions of Lemma 3.3.1, while (5.22)

and (5.23) are derived from the decentralized method (4.8). Hence, the convergence

of the terminal voltage follows from Lemma 4.3.1 and Corollary 3.3.1.

To prove the rest part of Theorem 5.4.1, it is equivalent to show all conditions of

Lemma 5.3.1 are met. As we explained in Section 5.3, (5.18) and (5.20) ensure that
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the second condition is met. (5.22) and (5.23) ensure that the third condition is met.

Notice that the first condition holds by assumption. Therefore, we have shown that

all conditions of Lemma 5.3.1 are satisfied, which completes the proof.

5.4.2 Implementation

When implementing (5.18)-(5.23), a critical question arises: is it possible to map

(5.21) into boundaries of the feasible operational region or controller gains? In what

follows, we attempt to answer this question by proposing a few practical instructions.

We consider the control saturation and operating current limit:

vd + vcq - max I Imax (5.24)

where Vmax is determined by the DC side circuit. Imax represents the current limit.

Notably, above operating constraints define a feasible operating region. More

specifically, voltage and current constraints determine how much real and reactive

power that the device can produce in the steady state. Suppose that Vmax and Imax

are constant, and filter parameters R1 and Li are known as well. We can derive a

static bound for real and reactive power in the following proposition.

Proposition 5.4.1 (feasible operating region). In the steady state, real and reactive

power output P and Q, must satisfy:

P 2 + Q2  VaxImax - (Ri + W 2 Lm)Ilax (5.25)

where w is the frequency.

Proof. The proof follows from the law of conservation of energy. l

Keeping Proposition 5.4.1 in mind, we state our first implementation instruction:

Corollary 5.4.1 (instruction on set point design). The real and reactive power set

points Pref and Qref should satisfy:

(Pref)2 + (Qref)2 -< (2R(
maxra-(I+w fl x (5.26)
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It is clear that such result is a direct application of Proposition 5.4.1. Here, we

map the operating constraints into a potential steady state operational region.

Next, we focus on finding instructions on the control gain design. Notice that

substituting (5.18), (5.20) and (5.22) into (5.4) yields:

P = vi = -K,c - 2KK(Ec - Er') (5.27)

Thus, we can consider (5.18), (5.20) and (5.22) as a PD controller with (Ec - E~ef)

as the input. 2K,Kv/C are K, turns out to be the proportional and derivative gain,

respectively.

Similarly, substituting (5.18), (5.20) and (5.23) into (5.4) yields:

Q = v 2 = 2KpEcow, (5.28)

Similarly, Q dynamics can be considered as a proportional controller with frequency

distortion (w - 0) as the input.

To summarize, the closed-loop P and Q dynamics can be regarded as two PID

controllers driven by voltage derivation and frequency distortion, respectively. We

introduce a notation P, denoting the rate of change of power injected from the dis-

turbance.

Based on well-known results in PID control design, we then organize our second

implementation instruction as below.

Proposition 5.4.2 (instructions on control gain design). Suppose that (5.21) holds.

With the proposed control (5.18), (5.20), (5.22) and (5.23), the stored energy deviation

of the capacitor Ec - Ece! satisfies

I|Ec - Ecef 2 72||011I (5.29)

where
C

7 =_sup(| |112) (5.30)
wE R KpKV - Cw 2 + jCK w
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Besides, we have two empirical instructions on the control gain design:

1. Kp should not be too large as it is sensitive to high-frequency signals;

2. KpKV/C and KpEc should not be too large as they may cause numerical insta-

bility.

Proof. Let xi := Ec - Ec"f, x 2  P - Po, u := Po. The closed-loop system dynamics

can be written as:

K,Kv (5.31)
X2 = C x,1- Kx2 -U

When u = 0, the system is globally exponentially stable since it is easy to check

the system matrix is Hurwitz.

Let y = x1 , we can write the transfer function

C
G(s) = C(sI - A)- 1 B = - (5.32)

C2+ C Kps + KpK,

Therefore, the L2 gain is supeR(I|G(JW)||2). Moreover, if u is a constant (U = U*),

the system exponentially converges to (x*, x*) = ( u*, 0).

According to the well-known results on PID control, an ideal derivative term is

sensitive to high-frequency signals. Also, in numerical simulation, the simulation time

step should be small enough to avoid numerical instability if proportional gains are

large. Hence, we obtain the two empirical instructions. The proof is completed. El

Proposition 5.4.2 says that we will have a bounded terminal voltage if the rest of

system injects finite amount of energy via P. Also, notice that y is the L 2 gain. We

can minimize it via choosing proper K, and K,.

5.4.3 Robustness

In Theorem 5.4.1 and results thereafter, we assume (5.21) holds with the proposed

control. In this subsection, we attempt to relax it and then derive two sufficient
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conditions, namely Lemma 5.4.2 and Lemma 5.4.3. Since (5.18) and (5.20) may

be sensitive to parameter errors, we consider the robustness concerns when deriving

Lemma 5.4.2 and Lemma 5.4.3, .

Note that the left hand side of (5.21) equals:

F2 F2
2 ++2F1 +v +v2 V2

F2 
max

- 2 + y2(F2+2F1V24) Vmax

Next, we approximate this constraint by a square bound, yielding two constraints

on F1 and F2 :

F2< -VK av2 (F1 + V 2) 2  _ V 2  (5.34)
2 2

If we further fix the control inputs in P and Q dynamics (5.4):

Vcd Vd Vcq Vq (5.35)

let Pfrc and Qf,c denotes the corresponding forced response:

Pforc = - 1  V R1 )P - (WO V Wi)Q -(-- R -)Q + (wo + wi)P (5.36)
L1 V L1 V

Pforc and Qfo,c represent how external distortions affect the output dynamics.

(-R1 P/L1 - woQ) and (-R1QIL1 + woP) denote the natural damping of the

dynamics. If the natural damping is not enough to cancel the distortion effects, Pfroc

and Qf,c become unstable.

If we rewrite F1 and F2 with Pforc and Qfo,c in (5.18):

F 1 =V 1 - Pffrc F2 =V 2 - Qforc (5.37)

the control design intuition becomes clear: we are designing vi and v 2 to first cancel

the positive damping caused by external distortions and then regulate the real and
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reactive power by adding more damping.

Substituting (5.37) into (5.34) yields:

1 1 P
|v1 - #5orc + V 21 VmaxV |V 2 - Qforcl <1 VmaxV (5.38)

The first inequality limits P dynamics, while the other limits Q dynamics. De-

pending on the operating condition, P has two scenarios to consider, namely P is

bigger or smaller than pref. So does Q dynamics.

Utilizing the first inequality of (5.38), we obtain the following sufficient conditions:

Lemma 5.4.2. Consider an inverter-based component that is controlled by (5.18).

Suppose that external distortions have bounded effects on the component, i.e., Pforc

satisfies:

lPjorcl VmaxV - '(IP - pref -) _ V2 V t > to (5.39)

where K(*) is a IC.. function.

P asymptotically converges to pref, if the following conditions hold:

• vi 0, when P > Pref

• v 1  0, when P < pref

• |vi| I r(IP - pref1)

Proof. Here, we provide the proof sketch. Since lviI is upper bounded by K(IP-Pre|f1)

we obtain the following inequalities:

21
|pforcl VmaxV - |vI - V2  por _ V 2 |   VmaxV - |v1|

- I#5c -- V 2 - v| lPforc - V 2 +| v1| <' VmaxV

where the second and the third inequality follows directly from the triangular in-

equality. Therefore, no control saturation occurs, which further leads to a closed-loop

dynamics P = vi.
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Consider a Lypunov candidate function H = j(P - Pref)2. whose first-order

derivative is:

H = (P - Pref)V1 (5.40)

It is clear that the first and the second conditions implies that 5 < 0 for V t > to.

Also pref is the only point in the set Q {PIH = 0}. By following the LaSalle's

Invariant principle, we complete the proof. E

Similarly, a sufficient condition can be derived for Q dynamics:

Lemma 5.4.3. Consider an inverter-based component that is controlled by (5.18).

Suppose that external distortions have bounded effects on the component, i.e., QfOrc

satisfies:
1

Qforcl < VmaxV - K(JQ - Q'ef1 ) V t to (5.41)

where (*) is a IC,,, function.

Therefore, Q asymptotically converges to Qref, if the following conditions hold:

* v2 < 0, when Q > Qref

* v2  0, when Q < Qef

" |v21 < (|Q - Qref )

The proof is identical to the proof of Lemma 5.4.2. So we omit the detail for

brevity.

5.5 Illustration of the proposed control on the MIL

test system

5.5.1 Military test (MIL) system

Consider a representative microgrid comprising heterogeneous components such as

small generators, inverter controlled solar PV and battery supplying diverse loads, as

shown in Figure 5-2. Figure 5-2 is called MIL system, which is the test system for
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Figure 5-2: Military test (MIL) system

future military grids. Its objective is to deliver power to loads at acceptable quality

of service (QoS), as loads and solar power vary over time, or even as topology changes

in a planned or unplanned way.

Figure 5-2 system consists of an inverter-based sub-grid and a synchronous ma-

chine (SM)-based sub-grid. Inside the SM sub-grid, there is a rated RL load-1 (L 1),

a motor load (L 2 ) and a time-varying load-2 (L 3 ). Inside the inverter-based sub-grid,

we have a time-varying load (L 4) and a regulated power load (UPS L5 ).

5.5.2 Simulation setup

First Figure 5-2 system was simulated in CAMPS {103]. Because CAMPS supports

systematic modeling and analysis for control design. Next the system was simulated

using MATLAB Simulink with all the details needed for implementation like sensors,

quantization, and discrete sampling times.

To evaluate the effectiveness of the proposed control, three scenarios are consid-

ered.

5.5.3 Scenario 1: maximum loading

In this scenario, all loads are active and are set at their maximum value. The equi-

librium of each component is computed numerically first, which are listed in the

following tables.

In simulations, each component starts from its equilibrium. We add 1% pertur-

bation as the disturbance to the initial condition. The proposed control is compared
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Table 5.1: Calculated equilibrium: synchronous machine

States oG1 WG1 m1 Pe1 iSdi iSql
Equilibrium (p.u.) 1.71 1 1 1 0.69 -0.89

Table 5.2: Calculated equilibrium: inverter-based PV

States iPVd iPVq Vcd Vcq Vd Vq

Equilibrium (p.u.) -2.67 -6.9 0.01 -0.01 0.09 -0.99

Table 5.3: Calculated equilibrium: SM side Loads

States iLld iL1q L2d iL2q iL3d ZL3q

Equilibrium (p.u.) -0.54 -0.85 -1.76 -0.95 0.076 -0.99

Table 5.4: Calculated equilibrium: PV side Loads

States iL4d 'L4q L5d 'L5q PL5 QL5

Equilibrium (p.u.) 0.01 -3.01 -0.16 -1.99 2 0.01

with the conventional control for this scenario. The frequency response and the volt-

age response are shown in Figure 5-3 and Figure 5-4, respectively.

Figure 5-3(a) and Figure 5-4(a) are the performance of the conventional control. It

can be seen that the frequency is unstable and the voltage collapses. This is because

the equilibrium is unstable and the conventional control cannot handle it. Therefore,

the system becomes unstable even under 1 % perturbation.

In contrast, the proposed control is robust and has the ability to automatically

adjust its set points. As shown in Figure 5-3(b) and Figure 5-4(b), both the frequency

and the voltage are stabilized and regulated to their feasible operating point.
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Figure 5-4: Terminal voltage response (maximum loading scenario)

5.5.4 Scenario 2: unplanned load changes and topology changes

In the second scenario, we evaluate the effectiveness of the proposed control against

large faults. Both unplanned load changes and topology changes are considered. In

addition, we assume that set points and control gains of each controllable components

remain the same during these unplanned events.

The initial loading condition is listed in Table 5.5. The tested events are summa-

rized in Table 5.6. The real and reactive power load changes are shown in Figure 5-5.

Table 5.5: Scenario 2: initial loading condition (P & Q)
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Initial Cond. Rated RL (LI) Motor load L2 Time-varying load L3 Time-varying load L4 UPS L 5

P (p.u.) 0.78 0.77 0.16 0.32 0.32

Q (p.u.) 0.60 1.78 0.00 0.08 0.00
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Table 5.6: Scenario 2: tested events (unplanned load changes & topology changes)

Unplanned Events T = 3s T = 8s T =13s T = 18s T = 23s T= 28s T =33s T= 38s

Load changes (p u) PL3 = 0.08 PL3 = 0.32 QL4 = 0.16 No changes No changes Pi= 0.00 PL2 = 0.00 PL2 = 0.77
PL = 0.16 PLs = 0.32 QLS 0.1 QLi = 0.00 QL2 = 0.00 QL2 = 1.78

Topology changes Normal Normal Normal Switch open Switch close Normal Normal Normal

Team Iunu&e-PAee Pinr Too toeo- Ried-ve PoWr
0.8 2

0.7 -RmdILe
-Motar Lad-mbd F Led
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0.5
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Tme (seconds) Thm (Sewonds)

(a) Real power changes of each load (b) Reactive power changes of each load

Figure 5-5: Tested loading changes (Shase = 6.25 kVA)

To the best of author's knowledge, we have not found any existing control which

can handle these changes without much trial-and-error tunning. This is why we do

not compare our proposed control with other existing methods. The performance of

the proposed control is shown in Figure 5-6 to Figure 5-11.
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Figure 5-6: Terminal voltage response of the inverter-controlled PV

Figure 5-6 shows that the PV terminal voltage is around 1 p.u, as unplanned

events occurs. We do observe there exist some transient periods. The controller is
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able to stabilize and regulate the terminal voltage back to the nominal voltage. The

voltage overshoot is less than 1%, which meets the MIL standard.
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Time (Seconds)
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(b) Real and reactive power output

Figure 5-7: Control signal and power output of the inverter-controlled PV

Figure 5-7 shows the responses of control input and the power output. As shown in

Figure 5-7(a), the control input is under the source limit. Thus, no saturation occurs.

From Figure 5-7(b), it can be seen that the proposed control is able to automatically

adjust its power generation so that the load requirement is satisfied.
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Figure 5-8: Terminal voltage response of the synchronous machine (SM)

Figure 5-8 shows that the terminal voltage response of the synchronous machine

(SM). Similar as the PV terminal voltage, the proposed control keeps the terminal

voltage around the nominal value. At 8 second, a huge load change occurs at the

SM sub-grid. As marked with a red star, the terminal voltage drops at 8 s. But the
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controller is able to regulate the terminal voltage back in less than 0.5 s. The overall

voltage drop is less than 1%.
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Figure 5-9: Rotor speed and power output of the synchronous machine (SM)

Figure 5-9 shows the responses of rotor speed and the power output. As shown in

Figure 5-9(a), the rotor speed is maintained around 1 p.u. Figure 5-9(b) shows that

the real and reactive power output of the SM are also automatically adjusted.
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Figure 5-10: UPS load response and its reference

Figure 5-10 and Figure 5-10 show the performance of the loads. Both power

consumption and predefined power reference are shown. Here, we just pick the UPS

load and the motor load. It can be seen that both the UPS load and the motor load

are following their power references.

Therefore, we can concluded that the proposed control is robust and flexible

against unplanned large changes.
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Figure 5-11: Motor load response and its reference

5.5.5 Scenario 3: distortions

The third scenario is to illustrate the effectiveness of the proposed control in cancel-

ing out distortions. Instead of using CAMPS, we simulated the MIL system using

MATLAB Simulink with all the details needed for implementation like sensors, quan-

tization, and discrete sampling times.

In this test scenario, we slightly modified the MIL test system for the simplification

purpose: we put the same rated RL load and motor load on both sub-grids, and the

time-varying loads and the UPS loads were removed. The disturbances are simulated

through unplanned load changes and the switch close. The event table is listed below:

Table 5.7: Scenario 3: tested events (unplanned load changes & topology changes)

Unplanned Events T = Os T = ls T = 2s T =3s T=3.5s T=4s T=6s T=8s
Inverter-side active load No load RL RL RL No load Motor Motor Motor

SM-side active load Motor Motor & RL Motor & RL Motor Motor No load RL RL
Switch position Open Open Close Close Close Close Close Open

Due to these large changes, the assumption on terminal voltage may not be valid.

It is challenging not only because of these unplanned changes, but also because both

the rated RL load and the motor load are inductive. In simulations, we compare the

proposed inverter-based control with the inner and outer loop control (5.7). Note

that the synchronous machine in both cases uses the proposed control. Simulation

results are summarized below.

Figure 5-12 shows the performance of the inverter-based PV controlled by (5.7).
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The overall performance is OK. But if we zoom in, we observe huge current distortions.

In contrast, the proposed control is capable of canceling out the distortions. Figure

5-12 presents the performance of the proposed control.
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Figiire 5-12: Performance of the inverter-controlled PV with the SOA control
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Figure 5-13: Performance of the inverter-controlled PV with the proposed control
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5.6 Summary

In this chapter, we provide a new perspective to understand the root causes of dis-

tortions. Using the proposed model, it can be seen that the distortions are caused by

the real and reactive power imbalance. To cancel out the distortions and improve the

QoS, we propose a novel distributed control for inverter-based components utilizing

the TSS model. Both the stability, implementation and robustness concerns are dis-

cussed in detail. In the end, we conduct several tests on the MIL system to evaluate

the effectiveness of the proposed solution. Through numerical simulations, it can be

concluded that our proposed control is able to cancel out the distortions. It is also

robust against unplanned events.
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Chapter 6

Reconfigurable operation for

autonomous microgrids

6.1 Introduction

In this chapter, we illustrate the effectiveness of the proposed control in support

of AEES. A few typical components of EESs and two IEEE standard microgrids

are chosen as examples. We consider several test scenarios including unexpected

events, network reconfiguration and different load composition. The performance of

the proposed control is compared with the industrial common practice control.

6.1.1 Chapter outline

The chapter is organized as follows. In Section 6.2, we provide the proposed control for

a synchronous machine and an induction machine. Then, we test the proposed control

using two IEEE standard microgrids in Section 6.3 and Section 6.4, respectively.

Section 6.5 concludes the chapter.
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6.2 Nonlinear control for typical components of elec-

trical energy systems

In Chapter 5, we introduced the proposed control for inverter-based components. So

in this section, we focus on the electrical machine, a critical and fairly complex device

of EESs. We choose a synchronous machine and an induction machine as examples.

Note that the proposed control also applies to other types, such as DC machines, DC

motors, etc.

The complexity arises because of the electromagnetic and the electromechanical

coupling. Generally speaking, irrespective of the number of windings, modeling of a

machine is done by considering voltages applied across the windings as port inputs

and then the dynamics of currents passing through each of these windings is governed

by Maxwell's equations given as follows [1041:

A = LI V = RI A (6.1)

where I is a vector consisting of stator and rotor winding currents; V is the voltage

applied across the terminals of each of these windings; R is a diagonal matrix with

the resistance of each of the windings as its entities; L is the inductance matrix which

is a full matrix and is dependent on the rotor position 0.

In the state space form, the dynamics can be rewritten as:

I L(6(t))- 1 (V - RI - wO-I) (6.2)
00

where L(0(t)) is time varying. In order to ease the analysis, machine modeling is

done by applying Park's transformation [104]. This transformation operates on any

three-phase set of stator or rotor electrical variables to produce a new set of variables

along direct and quadrature axes of the chosen reference frame.
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Mechanical dynamics of all machines are governed by:

(5 = ob( - wO)

W = (P, - Tew - D(o - wo)) (6.3)
2H

where all the quantities are normalized on their base quantities, which is commonly

referred to as per unit system in the power systems community. wb is the base angular

speed of the rotor; w is the rotor angular velocity; wo is the angular velocity of the

reference frame.; Pm is the mechanical power applied to the rotor shaft. This is

positive for generator operation while it is negative for a motor operation which is

equal to the load torque in normalized quantities. D denotes the rotor damping; H

denotes the inertia of rotor. Te is the air gap torque produced due to interaction of

stator and rotor fluxes. This is the quantity that couples electrical and mechanical

sub-systems of a machine.

In what follows, we choose a synchronous machine and an induction machine

as examples. The proposed modeling approach is first applied to both machines,

resulting in a novel TSS model with the power as the output. Then, we provide

the distributed control design following the procedures introduced in Chapter 3 and

Chapter 4.

6.2.1 Synchronous machines

Using the proposed modeling approach, a nonlinear diesel synchronous machine model

[91} can be written in the form:

Mc = Pm - Pe - D(w - wo) (6.4)

TgPm = Pm + Kta (6.5)

2R
E E + Pe Pi (6.6)

L

- (Xd - X')'id] - Pe± - ef6
do Tdo (6.7)
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where w is the rotor speed; Pm is the mechanical power. Pe = e'igq and P =

Vtdid - Vtqi denote the controllable power generation and the power generated out

of the machine, respectively; e' is the voltage behind transient reactance; M, D,

Tdo and T. are the inertia, damping coefficient, transient time constant and governor

time constant, respectively; Kt is the sensitive gain of the valve; wo is the rotor speed

reference.

There are two control inputs, namely, exciter voltage efd, and governor valve

position a. Thus, the question is to design exciter voltage efd and valve position a so

that terminal voltage V and power injection Pe,i are controlled.

Energy layer

The energy layer provides Pref to the power layer. Following the procedures given in

Section 4.3.1, we design Pef as-

pre - P= i+ Px - Kv(V2 _ (Vref) 2 ) (6.8)

Note that -Pfaeela, in (3.18) is replaced by Pext. PFi` represents the power in-

jected from the outside. In an interconnected system, Pext is obtained by exchanging

information between its neighboring components.

Power layer

The power layer has two functionalities: first functionality is to ensure the stability

of internal dynamics 5SM; second functionality is to control Pe around Pref

For the SM, we design efd as:

ef j'+ (Xd - Xd)id - (v - e'iq) q| >
efd = 1 (6.9)

0 <

where 'y> 0 denotes a small value.
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Substituting efd into Pe dynamics, we will obtain:

Pe = V (6.10)

Thus, the nonlinearity is canceled. The problem is simplified to design control

input a and v so that rotor speed w and Pe,i can be regulated to their reference

points. for a and v, we choose the form:

a = ki(w - wo) + k2(Pm - Pef") + +k3 (Pe,i - Pef")

v = k4 (w - wo) + k5(Pm - P"f) + k6 ( Pe,i - Pef) (6.11)

kz i = 1, ... , 6 should chosen so that the closed loop system matrix is Hurwitz.

In order to find proper Ki, we choose function L as L(X) = KX, where K is a

constant matrix. M is chosen as a 3 x 3 identity matrix. Thus, ki should be chosen so

that conditions of Lemma 3.3.1 are satisfied. This procedure can be done efficiently

by today's commercial solvers.
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Figure 6-1: Control diagram of a synchronous machine

We list the control diagram of a synchronous machine in Figure 6-1.
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6.2.2 Induction machines

Induction machine consists of three windings on stator and rotor each. To reduce the

complexity, we rewrite (6.2) along a reference frame which is rotating at a constant

speed wo. The stator and rotor dynamics are written using the reference frame ro-

tating at a constant velocity, yielding two states on stator iSd, iSq and two states on

rotor iRd, iRq. Note that the inductance matrix is always time invariant irrespective

of reference frame chosen. This results in the same general equations as obtained

in the case of synchronous machine. However the speed voltage term differs slightly

since the relative velocity of rotor with respect to the reference frame w - wo can not

be zero unless the same rotor reference frame is chosen.

For arbitrary reference frame, the electrical dynamics of an induction machine is:

d - L- 1(V - RI - Vw) (6.12)
dt

Here V, is the speed voltage term associated with the dynamics of each of these

windings:

V, = [woAq woAd (co - wo) Aq (w - wo)Ad]T

V and I respectively are voltage applied across the terminals and current flowing

through of each of these windings respectively:

V = [VSd VSq VRd VRq]T I = [iSd isq iRd iRq]

Mechanical dynamics of an induction machine is governed by (6.3). P, is to be

interpreted as a load torque rather than power input and hence the sign has to be

negated.

Notably, the induction machine can be controlled to provide constant speed and/or

constant torque. Most of the industrial loads require constant torque operation. One

simple techniques to control the load torque is to embed power electronics control on

the rotor side, resulting in VRd = SdVDC and VRq = SqVDC, where Sd and Sq denote

the switch average duty ratio along direct and quadrature axis respectively and VDC
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is a constant DC supply voltage on the rotor side inverter.

Using the proposed modeling approach, we obtain a similar model to the one

outlined in the case of synchronous machine. The state variables and the control

input are:

XIM = fiSd,7 ZSq,7 Rd, iRq,0 6W, Pin,IM]T VIM [Sd Sq]T (6.13)

The electromagnetic torque is given by:

Pin,IM = Te = 3 / 2 Min(ASdiSq - ASqiSd) (6.14)

where Min is the parameter matrix. Asd, Asq respectively are the fluxes linking with

the direct axis and quadrature axis stator windings respectively. These fluxes are a

function of rotor currents and also stator currents. Note that the direction of Pin,IM

is different from Pe used in the synchronous machine.

Now, we are ready to directly apply the proposed control design procedures. The

dynamic energy layer and the active power layer design are explained below.

Power layer

By replacing one of the rotor currents, say iR with Pin,IM by using the relation (6.14),

the dynamics of Pi,IM becomes:

dA~Sd d'Sq dASq diSd
-i,I V//M -tZ + ASd - iSd± dtAq

in,IM = IM( dt sq +As -dt dt Asq ) (6.15)

-fx + gx(SdiRd + SqiRq)

The physical control inputs Sd and Sq can be designed as

-1 (Rd(-fx qTSs1) -1 (Rq fx + VTSS2)
Sd -g 2 2 ) S = 9x- + -2 z 2 )i (6.16)

Z Rd+Rq zRd ±Rq

Here VTSS1 and VTSS2 is the new control input.
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The closed-loop Pin,IM dynamics is:

dPi,IM = VTSS1 - VTSS2 (6.17)

Thus, VTSSi and VTSS2 should be chosen so that conditions of Lemma 3.3.1 are satis-

fied.

Energy layer

The energy layer design is identical to the design of the synchronous machine. Fol-

lowing the procedures given in Section 4.3.1, we design Pef as:

P,M = P + Pxt - Kv(V 2 - (Vref) 2 ) (6.18)

where Pie' represents the measured power injection from the outside.

To summarize, we have provided a few examples on how to apply the proposed

modeling and control method to typical electrical components. In the following sec-

tion, two IEEE standard microgrids are introduced and simulated. The main objective

is to illustrate the effectiveness of the proposed control in support of AEES.

Remark 6.2.1. The same control can also be applied to other machine types, such

as DC motor.

6.3 Illustration on IEEE standard microgrid I

6.3.1 Sheriff microgrid description

The topology of the Sheriff microgrid is shown in Figure 6-2. It has two generator sets,

whose rate are 1 MVA and 4 MVA operating at nominal voltage 460V and 13.8KV,

respectively. There is also a PV system and a battery, having a maximum rated

capacity of 3.5MW each, operating at a nominal voltage of 2.4kV. The distributed

energy resources and loads are interconnected through a distribution network consist-

ing of 13 distributed transformers and different kinds of relays and circuit breakers
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Figure 6-2: One line diagram of Sheriff microgrid [1]

to ensure protection of the components. Detail information can be found in [1].

When utility-generated power (bus 1 in Figure 6-2) is not available, two generators

are responsible for serving the local load. Notably, Figure 6-2 is equivalent to Figure

3-1 system. We replace the battery (Bus 23) with an equivalent size generator.

6.3.2 Test Scenario: unexpected grid reconfiguration

The system is operated in the normal condition with the switch closed. Then, a

sudden topology change occurs, i.e., the microgrid is disconnected from the utility.

After a few seconds, the microgrid reconnects to the utility. During such contingency,

power set points and control gains remain the same.

In this test, we benchmark the proposed control against two industrial common

practice control, namely IEEE Type-I governor and IEEE Type-I Automatic Voltage

Regulator (AVR). The control gains of the common practice control are obtained

through numerous trial and error tunning. They are tunned for the normal intercon-

nected condition.

Figure 6-3(b) and Figure 6-4(b) show the performance of the common practice
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Figure 6-3: Real Power Generation Response

control. It can be seen that the voltage drops to 0.2 p.u when the microgrid is

disconnected from the utility. This is because the common practice control itself

cannot detect the sudden topological change. Local generator sets are designed to

maintain the old set point that is not compatible with the new operating condition.

More specifically, when the switch is open, power injected into Bus 1 is reduced,

which causes power imbalance in the microgrid. As a result, as shown in Figure 6-

4(b), terminal voltage starts to drop and power flow starts to oscillate, which further

leads to the voltage collapse.
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Figure 6-4: Terminal Voltage Response

In contrast, the proposed control is able to sense the change and ensure that

the terminal voltage is regulated irrespective of the operating modes. Notably, the
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controller automatically adjusts power set points. The performance can be seen in

Figure 6-4(a) and Figure 6-3(a). At the system level, by exchanging information

between controllable components and their neighboring components, the proposed

control interactively drive the system to a new feasible equilibrium. As a result, the

EES remains stable and feasible against sudden topological change.

6.4 Illustration on IEEE standard microgrid II

6.4.1 Banshee microgrid description

POTO uW co

Figure -5: One L i o sg

I I'

161

Figure 6-5: One Line Diagram of Banshee Microgrid

The topology of the Banshee microgrid is shown in Figure 6-2. The grid consists

of three radial distribution feeders. It has two generator sets, whose rate are 3.5

MVA and 4 MVA operating at a nominal voltage of 13.8 kV, respectively. There is

also a PV system and a battery, having a maximum rated capacity of 3.5MW each,

operating at a nominal voltage of 2.4kV.

The Banshee grid is designed to operate under different network configurations. In

the normal operating condition, the grid is connected to the utility at point of inter-

connection and each feeder is isolated from each other. When the grid is disconnected

from the utility, all three feeders are interconnected with each other.
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6.4.2 Test scenario 1: normal operating condition

In this test, the grid is in the normal operating condition, i.e., each feeder is isolated

from each other. Moreover, we let the PV operates in the grid following mode, and

the battery is in the grid forming mode.

The proposed control is compared with the industrial common practice control.

Notably, the control gains of common practice control are default values, i.e., they are

provided by vendors. We did not conducting extra tunning. The control gains of the

proposed control are calculated off-line, following the procedures introduced before.
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Figure 6-6: Scenario 1: system performance with common practice control
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Figure 6-6 shows the performance of the common practice control, which is not

acceptable. For those feeders with machines, Figure 6-6(a) shows that the frequency

response. The frequency first encounters a drop and then starts to oscillate. Real

power generation of each machine, as shown in Figure 6-6(b), is not either stabilized

or regulated. For the feeder with PV and Battery, Figure 6-6(c) shows that the PV is

producing too much power. Controllers are not able to make correct actions, which

causes unacceptable voltage performances. The terminal voltage response is shown

in Figure 6-6(c). Through the linearized analysis around the operating condition, we
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found an unstable eigen-mode in the closed-loop dynamics. Hence, we can claim that

the common practice control cannot stabilize the grid with the default control gains.

Extra tunning is required.

As a comparison, the proposed control is able to stabilize the grid. The simulation

results are given in Figure 6-7. Although we did not provide correct set points to each

controllable component, the embedded controller was able to adjust itself via iterative

communication. In addition, the terminal voltage of each component is regulated, as

shown in Figure 6-7(d).

6.4.3 Test scenario 2: islanded mode

In this test, we operate the grid in the islanded mode, i.e., the grid is disconnected

from the utility but each feeder is interconnected with each other. Then, we let the

PV and battery operate in the grid following mode, due to the generators.

Similar as Scenario 1, we compare the proposed control with the industrial com-

mon practice control. Unlike Scenario 1, we did conduct extra tunning. But the set

points of controllers might still be inaccurate, as it is hard to know the real operating

point in practice. The control gains of the proposed control remains the same as

Scenario 1.

Figure 6-8 shows the performance of the common practice control. This time,

it can be seen that the system is stabilized. However, as shown in Figure 6-8(d),

the terminal voltage of both the PV and the battery are below 1 p.u, which is not

acceptable. This is because of the predefined set points are inaccurate.

In contrast, the performance of the proposed control is shown in Figure 6-9. It

can be seen that the proposed control is able to stabilize the grid in the islanded

mode. More importantly, there is no need to change control gains or the control

structure. Therefore, the proposed control can provide seamless transition between

different modes, thus enabling AEES.
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6.4.4 Test scenario 3: normal operating condition with large

induction machines

In this test, we operate the grid in the normal operating condition. Instead of mod-

eling the load as constant impedance, we include two large industrial-scale induction

motors. The control gains of the common practice control are obtained via trial and

error tunning, while the proposed control remains the same.

Figure 6-10 shows the real power output of the diesel generator, the CHP and

the PV. As shown in Figure 6-10(a), the transient period is not acceptable. Each

device is suffering from large oscillations. This is because large induction motors

introduce disturbances to the grid which may violates the quasi-static assumption

made in common practice controllers. As comparison, the proposed control has much

better performance. Figure 6-10(b) shows that the setting time is much shorter, while

the oscillation is also smaller.

Figure 6-11 shows the terminal voltage response of the common practice control

and the proposed control. According to Figure 6-11(a) and Figure 6-11(b), it is clear

that the terminal voltage response of the common practice control is unacceptable.

The transient behavior of the common practice control exceeds the MIL standard.

In contrast, the proposed control is able to stabilize and regulated the voltage to the

nominal value.

Through all above three scenarios, we have numerically shown that the proposed

control enables AEES. Without changing the control structure and control gains, the

proposed control is able to stabilize the microgrids and regulate the terminal voltage.

6.5 Summary

In this chapter, we provide electrical machine examples of the proposed control. A

synchronous machine and an induction machine are chosen as examples. We then

evaluate the performance on two IEEE standard microgrids. Through simulations, it

can be concluded that the proposed control outperforms the common practice control.
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Chapter 7

Enhanced Automatic Generation

Control (E-AGC) for Electric Power

Systems with Large Intermittent

Renewable Energy Sources

7.1 Introduction and motivation

A high quality of electricity service requires near-ideal nominal frequency, which is

achieved by maintaining instantaneous supply-demand power balance. System op-

eration under off-nominal frequency can deteriorate electric equipment, degrade the

performance of electric load and even lead to wide-spread system failures and black-

outs [6]. Recently, the industrial concerns regarding frequency quality have grown

as the increasing Renewable Energy Sources (RES) presence. The RES which are

inherently intermittent can lead to continuous supply-demand mismatch and drive

the system frequency varying around the desired nominal value with unacceptable

quality of response (QoR).

To secure power system operations, the unacceptable frequency excursion must be

regulated close to zero in real time by means of automated feedback control. The AGC
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is widely implemented for this purpose [105,106]. However, AGC is mainly designed

based on steady state concepts. When AGC is applied to a system with RES, the

fast persistent disturbances caused by the RES can drive the system dynamically

varying around the equilibrium such that the assumptions of the AGC could become

invalid and the AGC might not be as effective as expected. Therefore, the frequency

regulation needs to be enhanced and the new approach should extend the modeling

and control of AGC from steady state to dynamics.

In the past decades, to improve the performance of AGC, a concept of Area Control

Error (ACE) Diversity Interchange (ADI) was proposed in the industry practice [107].

However, it is still based on steady state concepts. A LQR-based full state feedback

control was proposed in [108] for load frequency control. Thereafter, many follow-

up works have been done. Although LQR-based approach relaxes the steady-state

assumptions, it is completely centralized and requiring overly complicated sensing

and communication. In addition, the design utilizes linearized model which is not

valid for large disturbances. Thus, a new frequency control approach is needed to

consider the tradeoff between the control performance and the complexity.

The primary purpose of this chapter is to show that the proposed modular model-

ing and control is scalable. Notably, most of existing methods in frequency regulation

ignore the network dynamics. An important contribution of this chapter is that fast

network dynamics cannot be neglected in systems with very fast persistent distur-

bances, as it is the case in electric power systems with high RES penetration and

power electronics switching components. To account for these new phenomena, we

first review the frequency regulation problem by posing the minimum number of as-

sumptions. Then, we utilize the proposed modeling approach to analyze the fast

network inter-area dynamical oscillations. A multi-layered model are derived to cap-

ture the interactions at different levels of hierarchical EESs. Finally, we generalize

the concept of Enhanced AGC (E-AGC) approach [80] to design multi-layered con-

trol of these interactions. The proposed E-AGC is shown to control these nonlinear

inter-area dynamic oscillations under relatively mild assumptions.
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7.1.1 Chapter outline

The rest of this chapter is organized as follows. We provide problem formulation and

dynamic modeling basis in Section 7.2 and Section 7.3. In Section 7.4, we build on the

earlier introduced concept of E-AGC by relaxing the need to use a small signal model,

and the routinely made assumption that the network dynamics are non-oscillatory.

Numerical illustrations and discussions are given in Section 7.5. Section 7.6 concludes

the chapter.

7.2 Dynamic Modeling and Problem Formulation

Power electronic devices have been widely installed in the field for voltage regulation.

Thus, it is reasonable to assume:

Assumption 7.2.1. The voltage magnitude of each bus is constant.

Notably, we consider the network dynamics, unlike conventional approaches where

the dynamics of the network couplings imposed between components are ignored.

7.2.1 Dynamical model of system components

Generation component

Generators have similar role contributing to frequency dynamics, regardless of their

types. Thus, we choose a nonlinear non-reheat generator model with a primary

governor controller embedded as [80]:

6G = WO(WG - ,ref

M(JG =m ± pref - D(wG - wO) - (7.1)

TuPm = -Pm + Kta

Tg& = -ra - (wG - Wref) + UAGC

State variables XG = [G, WG, Pm, alT represent the rotor angle, rotational speed, me-

chanical power injection, and steam valve position, respectively. wo is the rated
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angular velocity. M, D, Kt, T, T and r are machine parameters.

It should be pointed out that Pe is the source of the nonlinearity for (7.1). Pe =

fi(6G, XTL, XL) represents the sum of the real power transfered on its connecting

transmission lines, which is a nonlinear function of 6 G, line states XTL and load states

XL-

Load component

The load is modeled in the network reference frame as:

LLiLd = -RLiLd + WLLLq + VLd (7.2)

LLZLq = -RLtLq -wLLiLd + VLq

State variables XL [iLd,iLq] represent the d-axis and q-axis load current, respec-

tively. LL and RL stand for the load inductance and resistance. W denotes the grid

frequency. VLd and VLq are the d-axis and q-axis of the terminal voltage. Provided As-

sumption 1, we know that VLd := V cos Ov and VLq V sin Ov are nonlinear function

of the terminal voltage angle Ov. Note that OV = 6 G when a generator is connected

at the same bus. In addition, the load (7.2) satisfies:

Proposition 7.2.1. Provided Assumption 1, state variables XL of load component

(7.2) are bounded.

Proof. It can be seen that (7.2) is asymptotically stable if VLd = 0 and VLq = 0. In

addition, system matrix AL is Hurwitz. Thus, using Corollary 5.2 in [?], we know that

(7.2) is L, stable. Since nonlinear inputs VLd and VLq are bounded by the constant

voltage magnitude V (Assumption 1), it can be concluded that XL are bounded. l

Network component (transmission line)

Transmission line component is modeled in the network reference frame as:

LTLiTLd = -RTLTLd + wLTLZTLq + Vd,L - Vd,R

(7.3)
LTLZTLq = -RTLiTLq - wLTJiTLd + Vq,L - Vq,R
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State variables XTL =ZTL,d, iTL,q] represent the d and q-axis line current. RTL and

LTL are resistance and inductance of the line. (Vd,L V q,L) and (Vd,R, Vq,R) denote the

left and right port voltage, respectively. The nonlinearity of (7.3) is introduced by

its port voltages.

Proposition 7.2.2. Provided Assumption 1, state variables XTL of network dynamics

(7.3) are bounded.

The proof is similar as that of Proposition 7.2.1. So we omit the derivation for

brevity.

7.2.2 Modeling of disturbances

Disturbances are characterized as exogenous hard-to-predict inputs to the system.

Since disturbances can enter the system through different components, we group

them into a vector of external disturbances dext as seen by components.

7.2.3 Dynamical model of interconnected systems

The overall interconnected system dynamics can be obtained by combining compo-

nents together as:

XG = AGXG + BGUAGC + FGfl (XG, XTL, XL, dext)

XTL = ATLXTL + FTLf2(XTL, XG, XL, dext) (7.4)

XL = ALXL + FLf3(XL, XTL,7G7 dext)

Notably, AG is rank 1 deficiency due to the conservation of power, while ATL and

AL are Hurwitz matrices. FG, FTL and FL are the input matrices corresponding to

nonlinear coupling fi, f2 and fa, respectively. Network coupling between different

components are implicitly shown in fi, f2 and f3.

7.2.4 Problem formulation

The problem considered in this paper can be posed as:
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* Given: interconnected system dynamical model (7.4)

" Design: AGC control input .AGC

" Objectives: both state variables [XG, XTL, XL]T and nonlinear interaction [fi, f2, f3]
are stabilized and regulated.

7.3 Multi-layered dynamical model of interconnected

systems

In this section the multi-layered modeling approach introduced in [80] is adopted

to describe the interconnected systems (7.4), which further serves as the basis of

designing the E-AGC.

Notice that variations of f2 and f3 are indeed driven by fi, due to the fact that

generators are the only active components that produce power. In addition, we have

shown that XTL and XL are bounded by f2 and f3 (see Proposition 1 and 2). Therefore,

if fi can be controlled, f2 and f3 can be indirectly controlled, which further ensures

the system performance.

To achieve this goal, the definition of the interaction variable (IntV), which was

proposed in [109], is revisited. A new interpretation is proposed in [80]:

Definition 7.3.1. Given a dynamic component (subsystem), its IntV z is an output

variable in terms of the local states of the component (subsystem) and it satisfies:

z = const (7.5)

when the component (subsystem) is free of any conserved net power imbalance.

An IntV is generally defined to capture the non-zero conserved net power im-

balance of a component (subsystem). In what follows, we propose a multi-layered

dynamic model by combining the IntV concept and the proposed negative feedback

modeling approach.
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We first decompose UAGC of (7.1) into component-level, area-level, and system-

level control signal as:

UAGC = UAGC,c + UAGC,r + UAGC,s (7.6)

These control components will later appear at different layers.

7.3.1 Component-level dynamical model

Component-level dynamical model has the form:

ze = Pref - Pe + KUAGC,c zc(t0) = zcO (7.7)
r

where z, is the new output variable.

It can been seen that ic captures the conserved net power imbalance of the com-

ponent. It is worthwhile mentioning that zc simply depends on its own states, i.e.,

no assumption about the strength of the external interconnection is needed.

7.3.2 Area-level dynamical model

Similarly, a new output variable Zr is introduced for the control areas. Recall the

steady-state concept ACE. The dynamics of z, can be therefore considered as a dy-

namic version of ACE.

The dynamics of zr is:

Nc

r = c'i=BrUAGC,r z,(t0 ) Zro Br = 1 N"x (7.8)
i=1

Ncr stands for the number of generators inside the control area.
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7.3.3 System-level dynamical model

We can then apply the same procedure at the interconnected system level. Thus, the

dynamic of system-level variable z, is:

Nf

R - BUAGC,s zs(t0) = zs0 B = 1 NIx1 (7.9)
i=1

where N, is the number of control areas.

7.4 Design of Enhanced AGC(E-AGC) for complex

electric power system dynamics

Primarily, the objective of the E-AGC is to ensure an acceptable QoR of frequency

dynamics. First, ze is controlled at constant in order to eliminate the real-time net

power imbalance. Second, z4 and z R need to be regulated to zero in order to main-

tain the variation of total inadvertent power exchange around zero. Through the

coordination of widely dispersed control resources, the inexpensive ones can be fully

utilized so that the system-level control cost can be reduced in comparison to today's

AGC approach.

7.4.1 Component-level design

The component level dynamics (7.7) is utilized. In order to have constant ze, we

design UAGC,c as:

UAGC,c =r(Pe - pref) (7.10)

Substituting Eqn.(7.10) into Eqn.(7.1), we obtain the closed-loop generator model,

which is provably stable under certain conditions. The result is given below.

Lemma 7.4.1. With control design Eqn.(7.10), the generator module (7.1) is stable
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in the sense of Lyapunov if the following condition is satisfied:

'e Kt
IIPe - Pf 112 < --'max (7.11)

r

where Umax denotes the saturation limit of the control input.

Pro.T1 D+Ktl, MT TgK ], T2=[M Tg TKt ]T21T21-Proof. T [DjtM T r r' , 2 [M~~ ] and P (TT)( 2T,). It is

easy to check that P E R 4 4. Thus, if we choose a Lyapunov function V = XTPXG,

the rest is straightforward to show using the procedures in {11].

7.4.2 Area-level coordination

The objective of this layer is to eliminate the conserved net power imbalance of each

area by optimally controlling z. Within each control area, in order to obtain the

optimal coordinated law among participating generators, we design the following LQR

problem:

min J = f°(z)TQz + (u AGC,r) RruAGC,r] dT

s.t. Zr = UAGC,r z (to) = z,(7-2)

R, specifies the weight of control cost of each generator. In practice, these two ma-

trices are tunable under the constraint that Qr and Rr are positive definite matrices.

7.4.3 System-level coordination

The objective of this layer is to eliminate the conserved net power imbalance of the

overall system by optimally controlling z. The control areas are coordinated through

exchanging their z4 and controlling the z that are collected. Similarly, we apply the

LQR technique to optimize the following objective function:

min J =£° ()TQsz + (UAGC,s)T RsuAGC,s] dT
UAGC,s

s.t. 4R = UAGC,s zs(to) = z80 (7-13)
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R, defines the relative control cost between different control areas. In operation, Q,

and R, can be tuned accordingly.

7.4.4 Main theoretical result of the E-AGC

In this section, we give the main theoretical result of the proposed E-AGC approach.

Theorem 7.4.2. Given Assumption 1 and the composite control design (7.10) -

(7.13), the interconnected dynamical system (7.4) will be stabilized and the frequency

of each generator will be regulated if the following condition is satisfied:

I|Pe - P,Ki 2  7umax (7.14)

Given the page limit, we provide a sketch for the proof:

Proof. Notice that that z, and Zr can be provably regulated via LQR problems. Thus,

as t -+ 00, z, -+ 0 and z, -+ 0. Recall Lemma 1. It can be concluded that zc - 0

which indicates w a ref. E

7.4.5 Sensing and communication infrastructures

The communication infrastructures shown in Fig.7-1 enable the measurement and the

information exchange for implementing the E-AGC.

-Area 1:Eqn.(12) System: Eqn.(13)

r Area 1 L.. ri, I Area 2
w "a G4

Bus IBus2 Bus4

L1

Bus3 Area 2:Eqn.(12)
G3 7aG5

Figure 7-1: Information exchange of the E-AGC on a 5 bus system
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First, each generator measure its local state variables and then use (7.7) to obtain

the zc. Once an zc is locally computed, a synchronized time-stamp should be added

to it, and then sent to its control area (doted blue line). The control area has to

compute its z, and then compute the coordinated control signals using (7.8) and

(7.12). Similarly, after receiving the z, from control areas (doted black line), the

central coordinator computes the system-level coordinated control signals using (7.13)

and then distributed back to the control areas (solid black line). Each control area

further provides each generator with a control signal comprised of the control signals

from different levels (solid blue line). It should be emphasized that only the new

output variables are exchanged between different layers. Thus, we minimize the

required information exchange, which is also safe from the cyber security perspective.

Note that the proposed control is a composite control. Unlike existing hierarchical

control approaches, it does not require predefined set points. The proposed control

indeed combines the functionality of both stabilization and regulation.

7.5 Illustration of the E-AGC on a 5-Bus System

In this section, simulation studies on a 5-bus (two-area) test system (Fig.7-1) are

carried out. The nonlinear system (7.4) including network dynamics is simulated

using SEPSS at MIT [103]. The purpose are twofold: to show the importance of

network dynamics in frequency regulation and to illustrate the effectiveness of the

proposed E-AGC.

7.5.1 System description and the test scenario

The total capacity of the system is 25 MW with 20% of the electric energy provided

by the RES installed at bus 3. As shown in Fig.7-1, two areas are interconnected

via two transmission lines. We assume that two control areas are strongly connected,

while components are weakly connected within the area.

In order to show the effect of network dynamics, we only consider the step changes

at all loads. For this scenario, the conventional AGC is supposed to restore the
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frequency.

In what follows, the simulation results of the cases with no AGC, the conventional

AGC, and the proposed E-AGC are shown. As the low frequency oscillations are

observed in operation and our simulations, we then provide an explanation of why

they have not been captured by classic methods.

7.5.2 Simulation results and discussion

Performance with the conventional AGC

System Perflormance without AGC
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Figure 7-2: Frequency responses of the 5 bus system

We first disable the AGC and simulate the system with primary controllers only.

Frequency responses are organized in Fig.7-2(a). It can be seen that the frequency

of the generators in Area 1 settles around 1.1 p.u. but has 2 - 5 Hz oscillations.

Similarly, the frequency of Area 2 is oscillating around 1.05 p.u.

Next, we activate the conventional AGC [67]. Corresponding frequency responses

are shown in Fig.7-2(b). It can be seen that steady-state errors are greatly reduced.

However, the frequency of Area 1 is higher than the nominal value, while Area 2 is

slightly lower. This indicates that the inter-area oscillation exists between two areas.

It is because the RES provides more power than what Area 1 needs.
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It should be also noted that the low frequency oscillations observed in Fig.7-2(a)

still exist in Fig.7-2(b). It is worthwhile mentioning that such low frequnecy oscilla-

tions never show up in classic analysis but system operators do observe similar phe-

nomena in operation. This is because most of conventional approaches are designed

based on the quasi-static ACE and the network dynamics is ignored. However, we

only assume that voltage magnitude is constant in our model. In other words, voltage

angle can vary over time. As shown in the line dynamics (7.3), the varying voltage

angle may act as disturbances to the component. Recall Proposition 1 and 2. They

both explain why we observe oscillatory but bounded behavior in simulations. There-

fore, it is important to consider network dynamics into frequency analysis. otherwise

such unobserved oscillations are likely large enough to trigger protection devices.

Zooming into control design, we notice that neither the primary control nor the

conventional AGC has feedback with respect to rotor angle, i.e. rotor angle (voltage

angle) is not directly controlled. Hence, voltage angle may interact with XTL and

then start to oscillate. In other words, real and reactive power produced at one

bus are interacting with the energy stored in the line when the oscillation occurs.

Consequently, disturbances at one bus may spread out to other buses through line

dynamics, which further cause oscillatory behavior in the entire system. Fig.7-2(b)

also supports the fact that there is no guarantee that output control design can

stabilize the rotor angle.

One argument for ignoring network dynamics is that the network has much smaller

time constant compared to generators. However, transmission line dynamics cannot

change instantaneously in reality and the argument is no longer true in microgrids.

The rate of real and reactive power entered from two ends of the line are not necessary

to be the same. Thus, fast disturbances introduced by RESs may excite the fast

network dynamics, resulting in accumulated effects on the slow dynamics (frequency

dynamics). This will become a critical issue if more and more RESs are integrated.

It should be mentioned that the performance can potentially be improved if rotor

angle deviation is considered in the feedback design. It is equivalent to design a PI

controller. However, there are several challenges in implementing this solution. First
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of all, it is hard to get accurate rotor angle reference. It may not be realistic to

run centralized optimization (such as AC OPF) after every change in the system.

Second, the feedback gain with respect to rotor angle needs to be carefully design.

The gain should be tunned so that it can tolerate large and fast-varying disturbances.

Improperly tunned integrator can destabilize the system. Last but not the least, it is

challenging to measure rotor angle accurately without large delay.

Performance with the proposed E-AGC

Simulation results of the proposed E-AGC are given in Fig.7-3.
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Figure 7-3: Frequency responses with E-AGC

In comparison to the conventional AGC, frequency of each generators are regu-

lated to the nominal value. More importantly, low frequency oscillations no longer

exist. This indicates that the imbalances within and between control areas are lim-

ited around zero, i.e., no inter-area oscillations. It is because the proposed E-AGC

is designed based on nonlinear dynamic systems. Network dynamics is preserved in

the dynamics of the output variable at different levels. At regulation stage, instead

of requiring hard-to-get angle reference, area-level and system-level control are using

the new output variable as feedback signals. These two layers not only coordinate the
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resources, but also act as an integrator, which eventually eliminates the low frequency

oscillations observed in Fig.7-2(b).

From the economic point of view, the proposed E-AGC significantly reduce the

systematic regulation cost via area-level and system-level coordination, due to the pro-

posed LQR formulation. Considering that the E-AGC requires much less information

exchange, we suggest that this proposed control scheme could be very cost-effective.

In addition, we believe that the new output variable information is one potential

communication protocol for the future grid operation, grid control, etc.

7.6 Summary

In this chapter, we revisit the frequency regulation problem for future electric energy

systems. We summarize the emerging practical problems of applying the conventional

AGC, especially when network dynamics and highly variable RESs are present in the

system. The E-AGC approach is thus introduced as an alternative solution. An

important contribution is that we do not neglect fast network dynamics in systems

with very fast persistent disturbances, as it is the case in electric power systems with

high RES penetration and power electronics switching components.

The proposed approach is designed using the proposed modular modeling ap-

proach evolving at different levels of the hierarchical EES. The regulation cost can be

systematically reduced by using little information exchange. Simulations show that

the E-AGC outperforms the conventional approach, as the E-AGC fully eliminates

low frequency oscillations, inter-area dynamical oscillations and steady state errors.

Simulations for large-scale systems and fast varying disturbances will be given in our

future publications.
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Chapter 8

Conclusions and open questions

8.1 Conclusions

In this thesis, we study the problem of enabling autonomous electrical energy sys-

tems (AEESs) by means of distributed control. Well-known concepts from dynamical

systems are utilized by introducing a novel modeling of electrical energy systems and

by further imposing additional quality of service (QoS) constraints observed in the

EESs. The proposed approach consists of five parts:

(1) We propose a modular modeling approach that represents a general EES as

a negative feedback configuration comprising a planar electrical network subsystem

HN whose components are two-port network elements; and a subsystem Hs whose

components are single-port elements, such as controllable power sources and uncon-

trolled power loads. Input-output modeling of each component is in terms of power

and voltage, respectively. This is motivated by the basic functionality of balancing

power supply and demand at the acceptable QoS measured in terms of frequency and

voltage deviations from the nominal AC waveforms.

(2) We propose modular specifications for components of Hs and HN so that these

system functionalities can be achieved. For the feasibility requirements, we require

each stand-alone component to be BIBO. These feasibility conditions are given in

terms of input, output and state initial conditions assuming disturbances caused by

uncontrolled loads and control saturation are known and bounded. For the stability
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requirements, incremental passivity conditions are proposed by defining input, output

and storage function as instantaneous power deviation(P - P*), voltage deviation

V/V and incremental stored energy WN for each component in subsystem HN, and,

voltage deviation V/V, instantaneous power deviation (P - P*) and incremental

stored energy Ws for each component of subsystem Hs, respectively.

(3) We propose modular distributed control of controllable components in Hs and

HN so that modular feasibility and stability conditions are met. For controllable

components in Hs, feedback linearizing control (FBLC) is designed so that the com-

ponent is incrementally passive and finite gain stable. The same control principle is

shown to be effective for electrical machines, inverter-controlled PVs and batteries.

Also, for the first time, a passivity-based control is designed for two-port components

of HN so that they are output strictly incrementally passive, thus finite gain stable.

Typical implementation is power electronic of electrical grid components, examples

of which are HVDC lines and FACTS.

(4) Assuming modular specifications of components are satisfied, we propose addi-

tional system-level feasibility conditions for subsystem Hs and subsystem HN: (V/V)

of HN are in the subset of all allowed operating input space of Hs (e.g.{V| V E

[Vmin, Vmax], |I/VI < }). It is in this thesis that such condition can be achieved by

a combination of local high gain controllers and the adjustments in power output set

points.

(5) Then , an interactive algorithm for aligning components of the EES by in-

formation exchange with neighboring components is introduced as a proof-of-concept

for convergence of components to the system-level equilibrium. Such process is the

basis for autonomous reconfigurable operation of microgrids.

The modular modeling and control approach introduced in this thesis is scalable.

While more work remains to fully develop this, we illustrate the possible way forward

by considering the problem of enhanced automatic generation control (E-AGC) for

systems with highly dynamic load variations, including effects of intermittent renew-

able generation. A multi-layered yet simplified extension of the negative feedback

configuration modeling is proposed for each sub-system; each subsystem interacts
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with the neighboring subsystems. We show using simulations that potential insta-

bilities between subsystems can be eliminated using distributed nonlinear control of

the subsystems. As a topic for future work, it is fundamentally possible to gener-

alize the approach proposed for a single level system and to define conditions for

provably-stable multi-layered E-AGC.

8.2 Open questions

There are several possible research directions in the future:

8.2.1 Considering effects of communication latency and mea-

surement error on the control performance

Notably, time delay in sensing and communication and measurement error are com-

monly existing phenomena even with the advanced fast cyber technologies. Although

we have considered some of them in the numerical simulations, more work is needed

from the theoretical side. In the future, it is worthwhile addressing the effects of

time-delay and measurement error in the cyber network on the performance of the

proposed control.

8.2.2 Developing standards for control of dynamic interactions

in EESs

In this thesis, we propose modular and system-level specifications for components

of EESs. A follow-up question is can we find less conservative specifications and

standardize it for EESs? To the best of my knowledge, there are not many standards

existed for specifying the control of system dynamics. Although we have made some

progress toward formulating such standards, more work is needed.

In the proposed modular stability specifications, we utilize the passivity theorem.

Notice that there are many other system theories which could provide less conser-

vative results. So a future research direction is to try other methods in deriving
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modular stability specifications. Another research direction is to find better ways to

characterize the input and output set. In this thesis, we use £2 norm which may be

too conservative.

8.2.3 Incorporating prediction and learning to enhance the

performance

In this thesis, we mainly use feedback linearzing techniques, and no feedforward pre-

diction is incorporated in the proposed solution. In the future work, it is worthwhile

incorporating more actuation technologies and more advanced cyber technologies to

further improve the performance of the proposed control schemes. Model predictive

control (MPC), deep learning and other learning methods are promising as they have

already shown great success in improving the performance for other domain applica-

tions.
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