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Abstract

Empirical energy confinement scalings play a crucial role in the design of tokamak
fusion reactors, measuring how quickly energy is transported by turbulence from the
fusion-producing core to conduction loss at the edge. Unfortunately, experiments
often exhibit discontinuous changes in scaling behavior as the plasma parameters
are varied, termed confinement transitions. Navigating these transitions requires an
understanding of the physical origin and limits of confinement scalings, and is crucial
for retiring the physics risk of extrapolating empirical results to future reactors.

This thesis explores the connection between two universally observed transitions
in tokamak transport: the Linear to Saturated Ohmic Confinement (LOC/SOC)
transition and the concomitant intrinsic rotation reversal. Analysis and modeling
of rotation reversal hysteresis experiments show that a single turbulent bifurcation
underlies both transitions on Alcator C-Mod. Plasmas on either side of the reversal
exhibit different toroidal rotation profiles and therefore different turbulence character-
istics despite profiles of density and temperature which are indistinguishable within
measurement uncertainty. Elements of this bifurcation are also shown to persist for
auxiliary heated L-modes. Within a reduced quasilinear transport model, the deacti-
vation of subdominant (in linear growth rate and contribution to heat transport) ion
temperature gradient (ITG) and trapped electron mode (TEM) instabilities is iden-
tified as the only possible change in turbulence across the reversal which is consistent
with the measured profiles and inferred heat and particle fluxes. Experimental con-
straints on a possible change from strong to weak turbulence, outside the description
of the quasilinear model, are also discussed.

These results indicate an explanation for the LOC/SOC transition that provides
a mechanism for the hysteresis through the dynamics of subdominant modes and
changes in their relative populations, and does not involve a change in the most
linearly unstable ion-scale drift-wave instability. This work highlights the importance
of considering the dynamics of the entire mode spectrum, and not just the dominant
modes, in making predictions about transport and confinement regimes.
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Chapter 1

Introduction

Development of magnetic confinement fusion reactor concepts provides the most

promising pathway for the production of fusion energy. A major challenge in the

design of these reactors, such as tokamaks and stellarators, is the need for effective

models of fusion plasma behavior used in the design phase to ensure reactor perfor-

mance requirements are met and to optimize rector size and cost. Unfortunately,

magnetically confined fusion plasmas are typically turbulent, demonstrating a com-

plex dependency between external actuation and the plasma response. This makes it

difficult to create and understand predictive models of fusion plasma behavior.

This thesis primarily explores how transitions between different macroscopic regimes

of turbulence can be linked to changes in the underlying microscopic flow patterns.

Characterizing this link helps shed light on the origins of empirically observed trends

in plasma behavior, and provides a physical basis for the construction of improved

models of plasma turbulence. This chapter will discuss the motivation for this work,

and will introduce the key results of this thesis.

1.1 Why Study Confinement in Fusion Plasmas?

Many of the key challenges to harnessing fusion energy on Earth come from the fact

that fusion plasmas must be maintained at extreme temperatures in order to reach

significant fusion reaction rates. For magnetic confinement fusion power plants, the
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target temperatures are around 20 keV, or over 200 million degrees Celsius, which

correspond to the peak of the thermally averaged deuterium-tritium (D-T) fusion

reaction cross section. Cross-sections for Coulomb collisions are many orders of mag-

nitude higher than cross-sections for fusion reactions between fusing nuclei, so the

bulk of ions in the fusion plasma will always be thermal. In addition, these tem-

peratures must be maintained for a large enough density of plasma for economically

useful amounts of energy to be produced, typically resulting in plasma densities on

the order of 1020 particles per cubic meter, and confined plasma pressure on the order

of 105 pascals or 1 atmosphere.

Since the walls of the fusion reactor constituting the boundary of the plasma must

be kept in a non-plasma state at temperatures well below 200 million degrees Celsius,

large gradients of plasma temperature and density necessarily exist in fusion plasmas.

These gradients act as sources of free energy, which drive significant transport of heat,

particles, and momentum across the plasma. Such transport has been experimentally

observed to be many orders of magnitude larger than what would be predicted from

collisionally-driven transport alone. This additional transport, often called anoma-

lous transport, is thought to be due to plasma microturbulence. The consequence of

this turbulent transport on reactor performance can be summarized by the energy

confinement time 𝜏𝐸, defined as the ratio of the plasma stored energy (the plasma

response) to input heating power (the external actuation). Stronger turbulent trans-

port corresponds to a shorter energy confinement time, which corresponds to energy

being exhausted more quickly out of the plasma.

The importance of the energy confinement time comes from the fact that fusion

reactions produce power at a rate fixed by the density and temperature of the ions. If

the energy confinement time is too low, then the power required to keep the plasma

in fusion-producing conditions exceeds the amount of power generated by the fusion

reactions. The fusion reactor would on average consume more energy than it produces,

which is not desirable for an electrical generation system. The criterion for fusion

self-sufficiency is captured by the triple product of the plasma density 𝑛, plasma

temperature 𝑇 , and confinement time 𝜏𝐸
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𝑛𝑇𝜏𝐸 > 3 × 1021m−3keV s (1.1)

Thus, we see that the energy confinement time is a key metric of fusion plasma per-

formance. The confinement time demonstrates a dependency on plasma parameters

that cannot be described with a single scaling law [63, 34], and importantly can show

discontinuous changes in scaling behavior, called confinement transitions. Moreover,

not all transport is deleterious, as turbulence can lead to significant thermally-driven

up-gradient particle and momentum fluxes. Thus, to understand the behavior of

transport in fusion plasmas, it is necessary to understand the dynamics which govern

the plasma response, many of which are internal to the plasma, and how they could

lead to different regimes of plasma behavior.

Two major questions will be at the focus of this thesis. The first is centered around

energy confinement: how does turbulence influence the transport of injected power in

the tokamak? The second is in momentum transport: when do large-scale coherent

flows form from turbulence in tokamaks, and in the fusion energy context, how do

these flows interrelate with energy confinement?

Even with improving computation models of plasma turbulence, confinement scal-

ings will always play a role in building intuition about the performance of fusion

devices, and are needed for rapid 0-D iteration to provide high-level guidance for

parameter spaces where detailed fusion reactor design work can focus. Better under-

standing of the physical origin of confinement scalings can also help with the creation

of reduced models which serve as a bridge between computationally expensive full

physics simulations, and empirical scaling laws. Finally, understanding how the small

scale microturbulence leads to changes in macroscopic observables is an interesting

physical question in its own right. Thus, it is crucial to understand the physical

origins and limits of confinement scalings in order to retire physics risk and identify

interesting operational regimes for future fusion reactors.
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1.2 Roadmap to Wave Turbulence

Before diving into the specifics of the physics underpinning tokamak turbulence, this

section first sketches out where tokamak turbulence sits in relation with other paradig-

matic examples of fluid and plasma turbulence, and motivates the physics needed to

model it. What lessons learned from other turbulence models can help us with mod-

eling tokamak turbulence, and vice versa? We will find that turbulence necessarily

has a broad range of interacting length scales and time scales which typically interact

in a chaotic manner, making both analytic and computational study of turbulence

difficult.

Tokamak turbulence in the core is hypothesized to be wave turbulence, where

the plasma flows and other fluctuations are primarily organized into a spectrum of

weakly nonlinear waves [89]. This sets it apart from the study of traditional incom-

pressible fluid turbulence, where fluid elements and vortexes are thought to be more

fundamental. This wave character forms the basis of validity for certain perturbative

approaches, typically referred to as quasilinear theory or a variant thereof, in the

description of turbulence in tokamaks [108, 74, 31]. While the usage of quasilinear

theory represents a major gain in our power to model and understand tokamak trans-

port, theoretical understanding and experimental validation of the wave character is

important for determining the applicability of the predictions to real-world situations.

1.2.1 The Need for a Statistical Theory of Turbulence

Tokamak plasmas are generally collisionless, or very weakly collisional, with a high

enough density of particles that particle discreteness effects are weak, which suggests

that we begin with a kinetic description of the plasma. This description begins

with the Boltzmann equation, which will serve as the basic model of plasma particle

dynamics we will consider:

𝜕𝑓𝑠
𝜕𝑡

+ v · 𝜕𝑓𝑠
𝜕x

+
F𝑠

𝑚𝑠

· 𝜕𝑓𝑠
𝜕v

= 𝐶[𝑓𝑠1 , 𝑓𝑠2 , ...] (1.2)
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Here 𝑓𝑠 = 𝑓𝑠(x,v, 𝑡) is the probability distribution function which describes how likely

it is to find a particle of species 𝑠 at position x with velocity v. 𝑚𝑠 is the particle mass,

and F𝑠 = F(x,v, 𝑡) is the net force experienced by a particle at each point in phase

space (x,v). Two-particle interaction effects are taken into account in the collision

operator 𝐶[𝑓𝑠1 , 𝑓𝑠2 , ...], which is a nonlinear functional which also couples different

particle species together, and in plasmas typically takes the form of a velocity space

diffusion combined with a drag, as in the Landau collision operator [55]. Note that if

we were to drop the collisional term, then the equation takes the form of a advection

equation in phase space for the 𝑓𝑠. This collisionless version is also known as the

Vlasov equation.

In plasmas, the force of interest is the Lorentz force:

F𝑠 = 𝑞𝑠(E + v ×B) (1.3)

where 𝑞𝑠 is the species charge, and E = E(x, 𝑡) and B = B(x, 𝑡) are the electric and

magnetic fields respectively. In this thesis SI unit conventions are used. In order to

close the equations, we need equations to solve for the electric and magnetic fields.

In this case we use Maxwell’s equations without displacement current, since we look

at phenomena which do not involve the propagation of light:

∇ · E =
𝜌

𝜀0
(1.4)

∇ ·B = 0 (1.5)

∇× E = −𝜕B
𝜕𝑡

(1.6)

∇×B = 𝜇0J (1.7)

Here 𝜌 and J are the charge and current density respectively, which is calculated in
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terms of moments of the particle distribution functions as

𝜌 =
∑︁
𝑠

∫︁
d3v 𝑞𝑠𝑓𝑠 (1.8)

J =
∑︁
𝑠

∫︁
d3v 𝑞𝑠v𝑠𝑓𝑠 (1.9)

Since the electromagnetic fields depend on moments of the distribution function,

the Vlasov equation plus Maxwell’s equations together form a nonlinear advection

equation for the distribution function. We also note that this set of equations without

collisions is time-reversible, and conserves the total entropy
∑︀

𝑠

∫︀
d3x d3v 𝑓𝑠 log 𝑓𝑠 for

sufficiently smooth initial conditions.

We can compare the situation of plasmas to that of incompressible fluid flow,

described by the Navier-Stokes equations, here written in dimensionless form

𝜕u

𝜕𝑡
+ u · ∇u = −∇𝑝+

1

𝑅𝑒
∇2u (1.10)

∇ · u = 0 (1.11)

Here u = u(x, 𝑡) is a fluid velocity and 𝑅𝑒 is the Reynolds number, the ratio between

inertial forces and viscous forces. We note that the Navier-Stokes equations also

take the form of a non-linear advection equation for the fluid velocity, and when

ignoring dissipation (by setting 𝑅𝑒 = ∞) has a time-reversible counterpart, the Euler

equations, which conserves the total fluid kinetic energy for sufficiently smooth initial

conditions.

The equations that support turbulence look innocuous enough, so what leads to

the difficulty of describing turbulence? For incompressible fluid flow, turbulence leads

to the irreversible dissipation of fluid kinetic energy via viscous heating. Paradoxically,

this dissipation must occur in the inviscid limit 𝑅𝑒→ ∞. This paradox is reconciled

by noting that the viscosity has the highest-order spatial derivative in the Navier-

Stokes equations, and hence the inviscid limit is a singular limit. Finite dissipation,

called anomalous dissipation, can still occur if ∇2u diverges as 𝑅𝑒 → ∞, which

corresponds to flow energy active at finer and finer spatial scales [42, 62]. Similar
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arguments apply to the plasma turbulence, where entropy is still generated at a finite

rate even in the limit of vanishing collisionality by generation of fine-scale velocity-

space structure, through possible mechanisms such as Landau damping or nonlinear

phase mixing [109]. Since turbulence is typically sustained by drive or mixing at large

scales compared to the dissipation scales, in the absence of direct coupling of large to

small scales, the requirement of anomalous dissipation necessitates a broad cascade

of energy through intermediate scales to fully realize the turbulent state.

The broad range of active scales in turbulence implies a huge number of degrees

of freedom. In 3-D Navier-Stokes turbulence, a simple estimate [44] suggests that

the number of mesh points needed to simulate turbulence grows as ∼ 𝑅𝑒9/4, while

the number of time steps grows as ∼ 𝑅𝑒3/4. Even modest Reynolds numbers of

𝑅𝑒 ≈ 2000, which is around the minimum Reynolds number required to observe

sustained turbulence in pipe flows, are extremely expensive to compute. One might

hope that the precise details of all of these degrees of freedom will not matter, and

instead only their long-time collective statistical properties would determine the long-

time average behavior of the system. Thus we will try to construct a statistical theory

of turbulence using the apparatus of Reynolds averaging.

A Reynolds average ⟨·⟩ is defined as any abstract operation which satisfies linearity

and the averaging property. That is, for random variables or fields 𝜑, 𝜓 and 𝑎 an

arbitrary constant, the following hold:

⟨𝜑+ 𝜓⟩ = ⟨𝜑⟩ + ⟨𝜓⟩ (1.12)

⟨𝑎𝜑⟩ = 𝑎 ⟨𝜑⟩ (1.13)

⟨⟨𝜑⟩𝜓⟩ = ⟨𝜑⟩ ⟨𝜓⟩ (1.14)

Note the final property implies ⟨⟨𝜓⟩⟩ = ⟨𝜓⟩. Typically, the averaging operator will

also commute with space, time, and velocity differentiation and integration. There

are many ways to construct such an operator, including averaging along directions of

symmetry (including zonal averaging or averaging over all of space), taking a flux-

surface average for tokamaks, or using an ensemble average. In some cases it is useful
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to define the averaging with respect to a specific length scale, denoted ⟨·⟩ℓ, where

the operator will correspond to convolution with a spatial and/or temporal filter.

In this thesis unless otherwise specified, the averaging operator will correspond to a

flux-surface average. We define the fluctuating component of a field as

𝜓 = 𝜓 − ⟨𝜓⟩ (1.15)

The hope is that only a subset of the degrees of freedom, preferably ones corresponding

to averaged quantities which evolve on large spatial scales and slow time scales, will

determine the statistics of the small-scale fluctuations.

1.2.2 Role of Waves in Turbulence

So, with this in mind, how could we go about constructing the statistical theory?

Perhaps if the deviations from the mean state are weak enough, a linearization per-

turbation approach around the mean state may work. For fluid and plasma systems,

this typically will result in a spectrum of waves which can be excited in the medium.

This is where the pictures of Navier-Stokes turbulence and tokamak turbulence will

begin to diverge. In 3-D Navier-Stokes turbulence, energy is generally considered to

proceed from large injection scales to small dissipation scales via a chain of nonlinear

eddy-eddy interactions, which is poetically captured by Richardson (taking after the

older works by Augustus De Morgan and Jonathan Swift):

Big whorls have little whorls

Which feed on their velocity,

And little whorls have lesser whorls

And so on to viscosity.

For high Reynolds number isotropic turbulence, this is captured quantitatively by the

paradigmatic self-similar cascade of energy through scale posited by Kolmogorov’s

famous K41 theory [44]. In K41, the timescale at which energy is thought to proceed

to dissipation scales is dictated by the eddy turnover time, which would not appear in

the linearization around a Navier-Stokes mean flow state which lacked these eddies.
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Two properties of drift wave turbulence in tokamaks conspire to make the usage

of the linear response plausibly adequate for the study of transport in tokamaks. The

first property is that in a linear approximation, plasmas act as a dispersive medium for

a variety of waves, particularly drift waves which will be covered next in Section 2.2.

Additionally, particles traveling through the broad spectrum of active waves typically

have chaotic trajectories, so an ensemble of particle orbits initially nearby each other

soon disperses stochastically. Wave dispersion and particle orbit stochasticity act

together to limit the interaction time between traveling wavepackets and particles

experiencing forces from the waves. The net effect is that particles can be thought

of as experiencing forces from the waves which are small-amplitude enough that the

linear response applies, and weakly correlated enough that the central limit theorem

applies, predicting diffusive behavior from wave-particle interaction. This forms the

basis of quasilinear theory, which Section 2.3 and Appendix A will discuss in more

depth. Additionally, the dispersion means that wavepackets have a short interaction

time with other wavepackets, which makes nonlinear effects related to the formation

of beat modes also weak.

This weak wave nonlinearity can be contrasted with the example of strong 𝑃𝑟 = 1

classical Rayleigh-Bénard turbulence, where the Rayleigh number is large enough that

a broad range of modes are excited, and the Bénard cells do not survive. Tokamak

turbulence and Rayleigh-Bénard turbulence are both examples of thermally-driven

convection in which the mean state supports a broad range of linearly unstable modes.

While mean states with sufficiently weak perturbations may have fluctuations which

initially resemble the linear stage of the Rayleigh–Bénard instability, these modes

soon grow in amplitude and nonlinearly interact with each other, causing them to

lose their linear character. This could also be the case near the tokamak edge, where

the fluctuations are large enough that there is significant nonlinear interaction be-

tween modes, which may lead to the breakdown of quasilinear estimates. Note that

the breakdown of weak wave nonlinearlity could be scale-dependent, leading to a co-

existence of weak wave turbulence with other forms of turbulence even at the same

spatial location.
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The second property which allows for the usage of the linear response as a plausible

basis of a transport theory in tokamaks is that the time-reversal symmetry of the linear

response is broken without needing to invoke nonlinear effects, even in the limit of zero

dissipation. For linearly unstable systems, the existence of unstable modes in a time-

reversible system can be thought of as a form of spontaneous time-reversal symmetry

breaking1. Even in the case for plasma systems without a linear instability, Landau

damping provides another form of time-reversal symmetry breaking via the process

of phase mixing. This time-reversal symmetry breaking continues to be important in

the limit of vanishing growth/damping rate 𝛾 due to the resonant denominator in the

linear response, as is typically seen in derivations of Landau damping:

1

𝜔 − k · v + 𝑖𝜖
−−−→
𝜖→0+

𝒫
𝜔 − k · v

− 𝑖𝜋𝛿(𝜔 − k · v) (1.16)

where the symbol 𝒫 refers to the principal value, and the limit is taken for 𝜖 > 0 in

order to enforce causality. This is an example of a singular limit, where the 𝜖 → 0+

case differs from the 𝜖 = 0 case by the presence of the delta function for particles

satisfying the resonance condition 𝜔 − k · v = 0, which introduces an imaginary

component to a value that would otherwise be real for 𝜔 and k · v both real2. If the

conditions for quasilinear theory are met, this time-reversal symmetry breaking leads

to net irreversible transport.

The importance of time-reversal symmetry breaking can be illustrated with the

example of adiabatic quasigeostrophic Rossby wave turbulence in a steady mean flow,

modeled by the Charney-Hasegawa-Mima (CHM) equation [25]. Rossby waves are

strongly dispersive and can be regularly observed in the atmospheres and oceans, sug-

gesting the appropriateness of using the linear response to describe the interaction of

1That is, even though the evolution operator commutes with the time-reversal operator, unstable
eigenmodes of the evolution operator and are not also eigenmodes of the time-reversal operator,
i.e. are not invariant under time-reversal. This is possible because the evolution operators are
non-Hermitian, see [5, 96].

2For information about how this analytic continuation comes about as a time-asymptotic result
of the initial value problem, see Van Kampen [68]. Recent work by Mouhot and Villani [87, 118]
have also rigorously established the relevance of Landau damping beyond the linear approximation,
for weak enough nonlinearity. See [117, 109] for explicit examples of Landau damping being arrested
by nonlinearity, reinforcing the importance of the criterion of weak nonlinearity.
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the mean flows with the waves. If the mean flow satisfies the Rayleigh-Kuo criterion

so there are no linear instabilities [76], and varies on large enough length scales that

the waves propagate adiabatically, conservation of wave action applies and a wave

kinetic equation can be derived [89]. While this setup is successful at describing the

reversible transport of momentum by waves via radiation, the Charney-Drazin the-

orem [20], commonly known as a non-acceleration theorem, implies that irreversible

transport of momentum can only occur when waves are generated or dissipated. This

requires the breaking of the time-reversal symmetry by some mechanism. In the CHM

equations this could occur in the linear response at critical layers where the adiabatic

assumption breaks down, which involve a resonance between the wave phase velocity

and the mean shear flow velocity [113]. Alternatively this could occur via explicit

inclusion of nonlinear mechanisms, such as Rossby wave breaking [35], shearing by

nonlinearly generated zonal flows leading to ray stochasticity [110], or consideration of

the wave cascade of some conserved quantity to small scales in Kolmogorov-Zakharov

wave spectra [89].

Thus, the picture we find of turbulence in the tokamak core is that weakly non-

linear waves could plausibly be responsible for most of the irreversible transport of

heat, particles, and momentum. The key assertions made in this section to support

this claim, and how other paradigmatic examples of turbulence relate to these asser-

tions, are summarized in Table 1.2.2. This represents a major gain in the modeling

of tokamak turbulence, as it suggests an approximate ‘factorization’ of transport cal-

culations into calculation of the linear response or eigenmodes of the system, and

then a separate calculation of what the ultimate fates of those linear perturbations

are. It is much easier to calculate the eigenmodes of a system than it is to solve a

fully nonlinear evolution equation, and the framing of the nonlinear interaction of

fluctuations as the weak nonlinear interaction of wavepackets simplifies the modeling

of nonlinear theories.

While this section paints a rosy picture of drift wave turbulence in tokamaks, it is

important to critically assess whether or not such a picture actually holds in reality.

One of the major results of this thesis is the demonstration of two mean plasma

33



Paradigmatic Turbulence
Example

Weak nonlinearity
permits usage of linear

response?

Linear response breaks
time-reversal symmetry?

High Reynolds Number
Isotropic Navier-Stokes

(K41)
No No

Strong Rayleigh-Bénard No Yes
Steady Adiabatic
Charney-Hasegawa-

Mima (Quasigeostrophic
Rossby) Wave

Yes No

Tokamak Core Drift
Wave

Yes Yes

Table 1.1: Types of turbulence in comparison to tokamak core turbulence, and the
proposed relationship with the linear response in each case for fluctuations of interest.
Note these assertions are only approximate, and will not hold uniformly across all
scales active in the turbulence.

profiles which have the same linear spectrum (in terms of real frequency, growth rate,

and quasilinear weights, to be defined in Chapter 2), but which manifest different

states of turbulence and lie on different branches of a confinement scaling law. This

provides an ideal testbed for interrogating the assumptions of quasilinear theory, as

it provides a controlled experiment where the linear modes remain the same, but the

nonlinear interactions involving these modes necessarily change.

1.3 Turbulence Transitions Observed in Ohmic Plas-

mas

This work focuses primarily on two transitions observed universally in tokamak plas-

mas: the Linear to Saturated Ohmic Confinement (LOC/SOC) transition and the

intrinsic rotation reversal. The LOC/SOC transition refers to a break in the slope of

the scaling of energy confinement with respect to density in L-mode plasmas where

the only power input is from Ohmic heating. The intrinsic rotation reversal refers

to a spontaneous reorganization of a large-scale toroidally-directed mean shear flow

observed to be driven in tokamaks in the absence of external momentum input. These
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transitions are illustrated in Figure 1-1. In response to scans of plasma density, these

two transitions are found to occur at the same critical density, the reason for which

is unknown. There is also a wealth of other phenomenology associated with the

transitions, including density profile peaking, non-diffusive cold pulse propagation,

fluctuation spectrum changes, and impurity density asymmetries. The concurrence

of these two transitions suggests a link between the heat, particle, and momentum

transport channels in tokamak core plasmas, reminiscent of how heat-flux driven tur-

bulent Reynolds stresses are thought to trigger the L-H transition, and lead to shear

layer formation.

While there has been some success in reproducing features of the LOC/SOC tran-

sition in silico, a self-contained physical picture of how changes in turbulence lead

to the concurrence of these transitions and explain its observed properties remains

elusive. Since drift wave turbulence is responsible for most of the heat, particle, and

momentum transport in tokamaks, it has been conjectured that a transition from

trapped electron mode (TEM) to ion temperature gradient (ITG) mode dominated

turbulence could unify the confinement transition and rotation reversal. Experiments

find changes in turbulent fluctuations across the LOC/SOC transition, and modeling

suggests transport gradually changes from TEM-driven to ITG-driven across density

ramps which transition from LOC to SOC. However, studies find no clear change in

the dominant ion-scale linear instability from TEM to ITG (either in linear growth

rate or driven quasilinear heat flux) at the transition itself. Additional insight is

needed to elucidate if and how a TEM/ITG transition is involved in the rotation

reversal.

1.4 Primary Results in the Thesis

The thesis presents three main results:

∙ A novel uncertainty quantification method for the fitting of line-integrated spec-

tra, which is used to measure impurity ion temperature and velocity, summa-

rized in Section 1.4.1.
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Figure 1-1: Plots of the energy confinement time (top), core heating in response
to cold pulse injection (second frame), toroidal rotation (middle), density peaking as
measured by inverse gradient scale length (fourth frame), and edge impurity up/down
asymmetry brightness ratio (bottom) as a function of line-average electron density
for 0.8 MA, 5.4 T discharges. Figure from [103]
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∙ Analysis of rotation reversal hysteresis experiments which unambiguously demon-

strates the existence of a nonlinear turbulence bifurcation separating the LOC

and SOC states on Alcator C-Mod, summarized in Section 1.4.2.

∙ Quasilinear modeling which identifies a partial turbulence population collapse,

which involves the deactivation of a subdominant instability, as a candidate

theory for the reversal, summarized in Section 1.4.3. Consideration is also

given to transitions outside the description of the quasilinear model.

1.4.1 Uncertainty Quantification via Bayesian Methods

This thesis presents a Bayesian spectral fitting method developed for spectroscopic

data analysis, particularly (but not solely) in the context of fusion energy research.

This work was published in [19]. The presented techniques are particularly valuable to

estimate moments and corresponding uncertainties whenever the spectra result from

line-integrated measurements in non-uniform plasmas, for which the approximation

of atomic line shapes being ideal Gaussians gives poor estimates. The method de-

composes multiple, potentially overlapping spectral lines into a sum of Gauss-Hermite

polynomials, whose properties allow an efficient truncation and uncertainty quantifi-

cation, often with only 3 free parameters per atomic emission line. Tests with both

synthetic and experimental data demonstrate effectiveness and robustness where more

standard non-linear fitting routines may experience difficulties.

1.4.2 Confirmation of Turbulence Bifurcation in L-mode

The experiments presented here were run on Alcator C-Mod, a compact (𝑅 = 0.67m,

𝑎 = 21cm), high-field (𝐵𝑡 up to 8.1 T) diverted tokamak with a molybdenum wall

[48]. Results were published in [17, 18]. Here, we provide evidence that the LOC/SOC

transition and intrinsic rotation reversal are linked to a single nonlinear bifurcation

of the plasma state in Alcator C-Mod, advancing the notion that LOC and SOC are

representative of different states of nonlinearly saturated turbulence. The existence

of a bifurcation is established through a set of experiments which use hysteresis as
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a probe of the LOC/SOC transition and intrinsic rotation reversal. Hysteresis is

the dependence of a system’s state on its history, and could result from memory

or the evolution of hidden variables not tracked in the state space. This hysteresis

is manifested as a bistability in the plasma response, corresponding to a range of

experimental control parameters which exhibit either LOC-like or SOC-like rotation

depending on whether the plasma entered this range from an LOC-like state or a

SOC-like state. Hysteresis in L-mode intrinsic rotation has been reported previously

in multiple experiments [9, 99, 102].

The experiments demonstrate nearly exact matches of mean plasma density and

temperature which manifest different rotation and turbulent states in the same dis-

charge. Elements of the bifurcation are also shown persist in auxiliary heated plasmas,

suggesting its importance for understanding L-mode scaling in more generality. The

results show that changes in the mean drive profiles of density and temperature alone

cannot be responsible for the LOC/SOC transition and rotation reversal. In particu-

lar, a change in dominant linear instability from TEM and ITG alone is not sufficient

to explain the transitions, and a full explanation will necessarily involve some change

in turbulence saturation mechanism or other nonlinear behavior.

1.4.3 Proposal of Candidate Subdominant Mode Transition

To interpret the experimental results, a quasilinear estimate of the turbulent fluxes is

used to explore possible changes in turbulence consistent with the observed transport.

Related modes are grouped into families, which enables the use of experimentally

inferred fluxes to provide meaningful constraints on the turbulence saturation levels.

From this modeling we propose to identify the bifurcation as a partial turbulence

population collapse, which involves the deactivation of a subdominant instability.

This provides a candidate theory for the reversal and draws analogy with predator-

prey models for the L-H transition, except in this case, not all ion-scale turbulent

instabilities are quenched. Identifying the deactivated subdominant instabilities with

intermediate scale (between electron and ion scales) TEM provides a hypothesis for

reconciling the lack of a clear transition in the linear behavior of TEM/ITG with
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the observed sharpness of the LOC/SOC and rotation reversal transitions. While

the precise physical mechanism underlying the proposed transition is not identified

in this work, experimental constraints on the possibilities for such mechanisms are

discussed. The possibility of a subdominant mode transition driven by a change from

strong to weak TEM turbulence, which lies outside the description of the quasilinear

model, is also discussed.

1.5 Thesis Outline

Chapter 2 begins the body of the thesis with an introduction and discussion of the

physics underpinning this work. Chapter 3 follows with a brief introduction to X-ray

Imaging Crystal Spectroscopy (XICS). This provides the requisite background mate-

rial for Chapter 4, which presents better uncertainty quantification of ion temperature

and velocity measurements by the Bayesian Spectral Fitting Code (BSFC). This bet-

ter uncertainty quantification helps underpin Chapter 5, which presents experimental

confirmation that a single nonlinear bifurcation underlies the LOC/SOC transition

and intrinsic rotation reversal. These experiments are then analyzed in Chapter 6

using linear gyrokinetic simulations and a simplified quasilinear model. Chapter 7

discusses some of the physical mechanisms which could underlie the identified candi-

date subdominant mode transition, including physical mechanisms not captured by

the quasilinear model. Finally, Chapter 8 summarizes the material presented in the

thesis, discusses the larger implications of the physics results, and suggests several

avenues for future research motivated by this work.
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Chapter 2

Physics of Turbulent Transport in

Tokamaks

This chapter will give a physical picture of turbulence in tokamaks. Physical intuition

is emphasized instead of detailed derivations, which are left to the appendices when

included. The exposition begins in Section 2.1 with an introduction to single-particle

motion in a tokamak, which underpins all of the physical effects mentioned in this

chapter. This is followed by Section 2.2, which describes how collective motion leads

to instabilities in plasmas. Theoretical motivation is given for the specific choice of

instabilities which are focused on in the rest of the thesis. Section 2.3 then covers

how these instabilities are thought to lead to turbulent transport, providing a bridge

between microscopic and macroscopic behavior. Finally, Section 2.4 covers topics of

specific interest to describing the turbulence transitions that are at the focus of this

thesis.

2.1 Single Particle Motion and Gyrokinetics

Since the magnetic force on a particle is perpendicular to both the magnetic field

and the particle velocity, particles in uniform magnetic fields will execute a circular

trajectory known as gyromotion in the plane perpendicular to the magnetic field

with frequency defined as the gyrofrequency Ω𝑐𝑎 ≡ |𝑞𝑎|𝐵
𝑚𝑎

and radius defined as the
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Figure 2-1: Graphics showing the trajectory of a particle, in orange, subject to a
strong magnetic field, with field lines marked in black and gray. The initial position
is marked in green. (Left) shows motion following a single field line. (Right) shows
how the magnetic field lines in a toroidal configuration keeps the particle confined
to toroidally shaped magnetic flux surfaces. The gyromotion is slowed down and
exaggerated for emphasis. Additionally, note that the particle does not follow the
field line exactly, and executes a drift relative to the field line.

gyroradius 𝜌𝑎 ≡ 𝑣⊥
Ω𝑐𝑎

. This is illustrated in Figure 2-1. This circular motion constitutes

a current, and hence the net motion is associated with an effective magnetic dipole

moment of 𝜇 =
𝑚𝑣2⊥
2𝐵

, which is known as the first adiabatic invariant. The impact

of this gyromotion is that in strong magnetic fields, where the confining magnetic

field changes on spatial scales much larger than the gyroradius, particles will stream

quickly along field lines at the thermal velocity ∼ 𝑣𝑡𝑎 ≡
√︀
𝑇𝑎/𝑚𝑎, but will tend to be

confined near the magnetic field line. This motivates the toroidally nested magnetic

topology of tokamaks and stellarators.

However, this confinement is not perfect, and particles will execute slow drifts

across field lines due to the impact of other forces. Some drifts result from spatial

inhomogeneity in the magnetic fields, which include the curvature drift due to the

centrifugal force on particles following curved field lines, and the grad-B drift due

to the magnetic mirror force acting on the effective magnetic dipole moment of the
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gyromotion.

v𝜅 =
𝑚𝑣2‖
𝑞𝐵

𝜅×B

𝐵2
(2.1)

v∇𝐵 = −1

𝑞

(𝜇∇𝐵) ×B

𝐵2
(2.2)

These two drifts are important because they are intrinsic to the geometry of any

toroidal confinement system, and in so-called ‘bad-curvature’ regions play the role of

an effective gravity destabilizing gradients of temperature and density in the plasma,

allowing for the conversion of thermal energy into kinetic energy to drive plasma

turbulence. Other drifts result from interaction with other fields, of which the 𝐸×𝐵

drift due to interaction with electric fields is the most important.

v𝐸 =
E×B

𝐵2
(2.3)

The 𝐸 × 𝐵 drift is the motion responsible for most of the turbulent transport in

plasmas. One final drift of relevance, the diamagnetic drift, is actually not a drift of

individual particles but is instead a net fluid drift caused by pressure gradients.

v*𝑝 = − 1

𝑛𝑞

∇𝑝×B

𝐵2
(2.4)

Its relevance comes from the fact that drift waves are associated with diamagnetic

drifts, which will be expanded upon on in the next section.

Typically, the gyrofrequency is much faster than the time-scales of interest for

turbulent transport, so instead of solving explicitly for the gyromotion in the parti-

cle equations of motion, instead this motion could be averaged over. This averaging

procedure results in gyrokinetics [12], which evolves rings of charge as they follow

along magnetic field lines. 𝜇 serves as the adiabatic invariant associated with the gy-

romotion, and the resulting gyroaveraged equations do not depend on the gyrophase,

so we move from solving the Boltzmann equation in the full 6-D phase space to a

reduced 5-D phase space, where only 4 of the phase space coordinates will need to be
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evolved. These 4 coordinates are typically (X𝑔𝑦, 𝑝‖), which correspond to the gyro-

center position and the particle parallel momentum. Different types of gyrokinetics

also sometimes include different orderings on the electromagnetic fields. In this thesis

we focus primarily on electrostatic fluctuations (𝛿𝜑), although we also keep shear-

Alfvénic fluctuations (𝛿𝐴‖) in simulations.

Considering the typical velocities, length scales, and timescales will give us insight

into which fluctuations we will expect to be the most important. The fast streaming of

particles along magnetic field lines compared to motion across field lines suggests that

fluctuations will primarily be field-aligned, so 𝑘‖ ≪ 𝑘⊥. We consider transport away

from low-order rational surfaces, and assume macroscopic plasma stability (captured

by MHD stability), so 𝑘⊥𝑎 ≫ 1. We distinguish two length scales, 𝜌𝑖 ≡ 𝑣𝑡𝑖/Ω𝑐𝑖

and 𝜌𝑒 ≡ 𝑣𝑡𝑒/Ω𝑐𝑒, which correspond to the typical gyroradius of an ion and electron,

respectively. Fluctuations with smaller length scale than these gyroradii will tend to

be averaged out by the gyromotion, so we identify 𝑘⊥𝜌𝑖 . 1 with ion-scale turbulence

and 𝑘⊥𝜌𝑒 . 1 with electron-scale turbulence. Finally, we note that the Alfvén velocity

typically satisfies 𝑣𝐴 ≡ 𝐵√
𝜇0𝑛𝑚𝑖

≫ 𝑣𝑡𝑖 ∼ 𝑐𝑠, where 𝑐𝑠 ≡
√︀
𝑇𝑒/𝑚𝑖 is the ion sound

velocity. Thus Alfvén waves do not strongly couple to ion acoustic waves, so for ion-

scale turbulence we primarily consider electrostatic modes. While it is possible for

electron-scale modes have a stronger electromagnetic character, the distinction will

not play a large role.

One final note about single particle motion specific to tokamak geometry is the

distinction between trapped and passing particle trajectories. Due to the magnetic

mirror force, which arises from an effective potential 𝜇𝐵 of a dipole aligned to the

magnetic field, particles with low enough parallel kinetic energy can be trapped in

regions of low magnetic field. For a tokamak, the low-field side is at larger major

radius, and separates particles into topologically distinct passing and trapped orbits.

The trapped particle trajectories form a banana shape in the poloidal plane, and

hence are usually referred to as banana orbits. See Figure 2-2 for an illustration of

these orbits.

Since the low-field side typically also corresponds to the region of bad curvature,
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Figure 2-2: Figure showing the trajectory of two particles starting from the same
position, marked in green, but with different initial parallel kinetic energy, leading to
topologically distinct orbits. (Left) shows motion in the tokamak. (Right) shows the
trace of the orbit in the poloidal plane, with the blue trapped particle orbit forming
a banana shape.

new types of drift-wave instabilities can arise from the dynamics of these trapped

particles. Since the dominant effect of collisions tends to be pitch-angle scattering,

these trapped orbits are particularly sensitive to collisions. In this thesis we will focus

on trapped electrons, which introduce a new length scale, the typical banana orbit

width:

∆𝑟𝑏 = 𝜖1/2𝜌𝑒
𝐵

𝐵𝑝

(2.5)

where 𝜖 = 𝑟/𝑅 is the inverse aspect ratio, and 𝐵𝑝 is the poloidal magnetic field

magnitude. It also introduces a new time scale, the bounce frequency

𝜔𝑏𝑒 =
𝑣𝑡𝑒
𝑞𝑅

𝜖1/2 (2.6)

where 𝑞 is the magnetic safety factor, which captures the ratio of the toroidal winding

number to poloidal winding number for magnetic field lines on a flux surface. We
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define the collisionality to be a normalized measure of the collision frequency [55],

𝜈* ≡
𝜈𝑒𝑒/𝜖

𝜔𝑏𝑒

(2.7)

where the numerator 𝜈𝑒𝑓𝑓 ≡ 𝜈𝑒𝑒/𝜖 is the time it takes for collisions to scatter the

electron pitch angle by ∼ 𝜖, and hence scatter out of the trapped particle orbit. If

𝜈* ≪ 1 then most trapped electrons will complete their orbits. However, if 𝜈* & 1,

then electrons will be scattered out of trapped orbits before they can complete them,

removing the topological distinction between trapped and passing electrons. For

𝑇𝑒 ∼ 𝑇𝑖 usually 𝜌𝑖 ≫ ∆𝑟𝑏 ≫ 𝜌𝑒.

2.2 Collective Plasma Flows: Drift Wave Instabili-

ties and Zonal Flows

This subsection will review the three main drift wave instabilities which will be con-

sidered in this thesis: the ion temperature gradient (ITG), trapped electron mode

(TEM), and electron temperature gradient (ETG) instabilities. This subsection will

also briefly introduce zonal flows (ZFs), which are important because they provide a

mechanism by which drift wave fluctuations can be sheared to smaller scales, while

being benign to transport in the sense that they do not directly drive turbulent fluxes.

To understand plasma drift wave instabilities and zonal flows, we introduce the

paradigmatic example of drift-Rossby waves in the Charney-Hasegawa-Mima equation

[25]. This situation models a slab geometry with fixed density gradient scale length

in the 𝑥 direction, no temperature gradients, electrostatic perturbations, cold ions,

and adiabatic electrons. Written in dimensionless form,

𝜕𝑞

𝜕𝑡
+ v𝐸 · ∇𝑞 = 0 (2.8)

𝑞 = ∇2𝜓 − 1

𝜌2𝑠
𝜓 + 𝛽𝑥 (2.9)

v𝐸 =

(︂
−𝜕𝜓
𝜕𝑦
,
𝜕𝜓

𝜕𝑥

)︂
(2.10)
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here 𝜓 is a normalized electrostatic potential, and the equations are written in the

form of an advection equation for 𝑞, the potential vorticity. In geophysical dynamics,

the 𝛽 comes from the “beta plane approximation” which is a linear approximation

to the change in the vertical component of the planetary vorticity a fluid parcel

experiences as it moves from one latitude to another, here corresponding to movement

in the variable 𝑥. To conserve angular momentum, motion of a fluid parcel from one

latitude to another must be compensated by a change in either the relative vortex

motion of the parcel (corresponding to the ∇2𝜓 term), or by a change in vorticity

through internal vertical vortex stretching (corresponding to the −𝜓/𝜌2𝑠 term). For

reference, 𝜌𝑠 would refer to the Rossby deformation radius in geophysics. In tokamaks

similar arguments can be made with the ‘ion plasma absolute vorticity’ [52]. In this

case 𝛽 = v*/𝜌
2
𝑠, where v* is the diamagnetic drift (2.4) due to the density gradients

only, and 𝜌𝑠 is the ion sound gyroradius. The connection with geophysical fluid

dynamics has been a source of cross-fertilization between fields.

Note additionally the presence of 𝜓 = 𝜓 − ⟨𝜓⟩ in the equation for the potential

vorticity. Here ⟨·⟩ is the zonal average, corresponding to an average in 𝑦, which

would be the poloidal direction in a tokamak. This is necessary because the electron

adiabatic response is a result of fast parallel streaming of electrons along magnetic

field lines. Electrostatic potential fluctuations which are constant along field lines,

which in tokamaks would be poloidally constant, do not exert a parallel force on the

electrons and hence will not lead to an electron adiabatic response. This is important

for zonal flows, which have constant 𝜓 perturbations on flux surfaces, and hence only

enter the potential vorticity through ∇2𝜓 and not − 1
𝜌2𝑠
𝜓.

By linearizing this equation around a flow-free base state 𝜓 = 0 and solving for the

eigenmodes, we find the existence of drift waves, which satisfy a dispersion relation

𝜔𝑘 =
𝑘𝑦v*

1 + 𝑘2⊥𝜌
2
𝑠

(2.11)

The basic mechanism is illustrated in Figure 2-3. Perturbations to the plasma den-

sity lead to perturbations in the electrostatic potential, which then lead to 𝐸 × 𝐵
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Figure 2-3: Demonstration of the basic plasma drift wave mechanism in the Charney-
Hasegawa-Mima equation. (i) A density perturbation (dashed line) is imposed on a
background density gradient, leading to a periodic excess/deficiency of ion density
compared to the original iso-density surface (solid line). (ii) With a small but finite
𝑘‖, an electrostatic potential 𝜑 forms along magnetic field lines to maintain quasineu-
trality between the cold ions and fast parallel streaming electrons via the electron
adiabatic response. (iii) The resulting 𝐸 × 𝐵 drifts flow cause the density pertur-
bation to drift downward (dotted line), in the electron diamagnetic drift direction
v*𝑒.

drifts causing the perturbations to drift in the diamagnetic drift direction. Since the

electrostatic potential acts as the streamfunction for the flow (2.10), the presence of

a density gradient can be thought of as setting up a gradient of potential 𝐸 ×𝐵 flow

vorticity. Note that despite the existence of a density gradient, these waves do not

lead to transport, because the density perturbations and radial velocity perturbations

are 90 deg out of phase.

In order for particles to transfer net energy to the waves, in tokamaks typically a

wave-particle resonance is invoked. The most basic wave-particle resonance comes in

the form of Landau damping, which intuitively involves particles ‘surfing’ an electro-

static wave, as illustrated in Figure 2-4. The wave will either be damped or unstable

depending on whether particles on average pick up energy from, or lose energy to

the wave. The different instabilities present in tokamaks reflect the variety of waves

that are supported by the plasma, and the variety of mechanisms by which particles

can transfer energy to the waves. The instabilities covered in this thesis are catego-

rized by whether they are supported by either ion diamagnetic direction drift waves,
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or electron diamagnetic direction drift waves, and whether or not trapped particle

dynamics are important to destabilizing the wave.

vp= vph

Figure 2-4: Figure showing mechanism of Landau damping and inverse Landau
damping. For particles with velocity 𝑣𝑝 approximately equal to the phase velocity
𝑣𝑝ℎ of an electrostatic wave, the waveform of electrostatic potential is approximately
constant in the frame moving with the particle. The top particle receives energy from
the wave, while the bottom particle transfers energy to the wave.

Ion Temperature Gradient (ITG) Instabilities

ITG instabilities [90] are modes primarily driven by free energy available in the ion

temperature gradient, ∇𝑇𝑖, and typically have phase velocity in the ion diamagnetic

drift direction. In a fluid picture, the free energy is converted into flow energy either

via expansion in the bad curvature region of tokamaks (where ∇𝑝 · ∇𝐵 > 0, typi-

cally the low-field outboard side), corresponding to toroidal ITG instabilities, or via

coupling to ion acoustic waves as negative compressibility modes [129], corresponding

to slab ITG instabilities. Toroidal ITG modes are typically ballooning modes, with

greater amplitude on the low-field side. Kinetic effects may become near important

near marginality from the curvature and ∇𝐵 drift resonance with the perpendicular

mode propagation, and parallel streaming resonance with the ion acoustic wave.

ITG instabilities occur primarily at long wavelengths, typically 𝑘⊥𝜌𝑖 . 1. In order

to excite these modes, there is usually a critical ion temperature gradient scale length
1

𝐿𝑇𝑖
= ∇𝑇𝑖

𝑇𝑖
, which depends on the density gradient scale length 1

𝐿𝑛
= ∇𝑛

𝑛
through the

ratio 𝜂𝑖 = 𝐿𝑛/𝐿𝑇 𝑖, hence these modes are sometimes also known as 𝜂𝑖 instabilities.
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Note this implies that density gradients are stabilizing to ITGs. Other major de-

pendencies of the growth rate are the electron to ion temperature ratio 𝑇𝑒/𝑇𝑖, and

main ion dilution ratio 𝑛𝑖/𝑛𝑒. The growth rate can also be enhanced in the presence

of trapped electrons, which contribute a significant non-adiabatic electron response.

While ITGs primarily exhaust ion heat fluxes, they can also exhaust significant par-

ticle, momentum, and electron heat fluxes.

Trapped Electron Mode (TEM) Instabilities

TEM instabilities [67] are modes primarily driven by free energy available in either

the electron density gradient ∇𝑛𝑒, or electron temperature gradient ∇𝑇𝑒, and typi-

cally have phase velocity in the electron diamagnetic drift direction. TEMs can be

destabilized either through collisionless processes (CTEMs) or through dissipative

processes (DTEMs). Similar to ITG instabilities, TEMs are also usually ballooning

modes. In a fluid picture, for CTEMs the free energy is also converted into flow

energy in the bad curvature region of the tokamak, although since trapped electrons

bounce-average over a region of a plasma, the criterion is usually expressed in terms

of the second adiabatic invariant 𝐽 =
∮︀
𝑣‖ d𝑙 (where the integral is taken along the

magnetic field line the particle is bouncing on), with instability requiring ∇𝑝·∇𝐽 > 0.

In a kinetic picture, the instability involves wave resonance with the toroidal preces-

sion drift resonance of the electron bounce centers (a bounce-averaged remnant of

the curvature and ∇𝐵 drifts). DTEMs do not require either bad curvature or kinetic

resonances to be destabilized, as collisions lead to instability by introducing a phase

lag to the electron adiabatic response, similar to resistive drift waves, although here

the dissipation is due to the exchange of trapped electrons and passing electrons.

TEMs can be active across a broad range of scales, from the banana width scale

𝑘⊥∆𝑟𝑏 . 1, all the way to ion scales including 𝑘⊥𝜌𝑖 . 1. Modes with 𝑘⊥𝜌𝑖 & 1

typically have a mostly adiabatic ion response, so they exhaust mostly electron heat

flux, although some amount of ion heat and particle fluxes remain up until 𝑘⊥𝜌𝑖 ≫

1. At ion scales, TEMs can actually have greater growth rates than ITGs for low

collisionality 𝜈* and large 𝑇𝑒/𝑇𝑖. As the collisionality increases, a larger fraction of
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trapped electrons will be scattered into passing orbits before they complete an entire

banana orbit. CTEMs are stabilized by collisionality. While DTEMs are initially

destabilized by small values of the collisionality, as 𝜈* approaches unity the distinction

between trapped and passing electron orbits becomes less important, extinguishing

the mechanism of instability. It should also be noted that outside of limiting cases,

TEM and ITG do not lie on distinct branches of the dispersion relation, and are

smoothly connected as ubiquitous modes, which have nearly zero phase velocity.

Electron Temperature Gradient (ETG) Instabilities

ETG instabilities [56] are modes primarily driven by free energy available in the

electron temperature gradient, ∇𝑇𝑒, and typically have phase velocity in the electron

diamagnetic drift direction. ETGs have similar destabilization mechanisms as ITGs,

in the sense that they can be destabilized via bad curvature for toroidal ETG, or via

coupling to parallel modes for slab ETG. Similarly, they have a critical 𝜂𝑒 = 𝐿𝑛/𝐿𝑇𝑒

threshold. However, ETGs typically occur at 𝑘⊥𝜌𝑒 . 1 and 𝑘⊥𝜌𝑖 ≫ 1. Hence,

ions are adiabatic, and so ETGs cannot exhaust ion heat fluxes or particle fluxes.

This situation is not modified by the presence of trapped ions, as the ion adiabatic

response is supported by ion polarization associated to the gyromotion, rather than

to perpendicular free streaming. Note that the ETG branch of the dispersion relation

smoothly connects to the TEM branch.

Zonal Flows

The final class of collective plasma flow covered in this section is that of zonal flows

(ZFs) [28]. Zonal flows are toroidally and poloidally symmetric 𝑛 = 0,𝑚 = 0 pertur-

bations of the electrostatic potential, which result in 𝐸 × 𝐵 flows which lie entirely

in magnetic flux surfaces. Thus, these flows cannot lead to transport, as there is no

radial component to the flow. Zonal flows are a natural consequence of turbulence in

tokamaks, as the mixing of potential vorticity necessarily leads to the acceleration of

a zonal flow via the Taylor identity [52].

The importance of zonal flows comes from the fact that they regulate drift wave
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turbulence by shearing apart 𝐸 ×𝐵 eddies. This process is usually described via the

process of shear-enhanced decorrelation, in which eddies increase in radial wavenum-

ber until the turbulent diffusivity is strong enough to break apart the eddy. This

shearing process leads to eddy tilting, which acts to accelerate the zonal flow, trans-

ferring flow energy from the drift wave to the zonal flow. Zonal flows then slowly damp

via collisional viscosity. Zonal flows may also be subject to nonlinear flow damping,

such as damping via a turbulent viscosity from tertiary instabilities driven by the

zonal flows themselves. The drive of tertiary instabilities, such as Kelvin-Helmholtz-

like instabilities, represent a return transfer of flow energy from the zonal flows to

the drift waves, and would limit the amplitude of the zonal flows. Note that other

nonlinear flow damping mechanisms are possible as well, and the relevance of these

different mechanisms remains an open question.

2.3 Transport and Saturation in Wave Turbulence

Now that we’ve discussed how instabilities arise in plasmas, we now need to discuss

how these instabilities feed back on the plasma state, that is, what level of transport

do these waves cause, and how do the linear instabilities saturate? More subtly,

how do the properties of the linear instabilities imprint on the nonlinear state of the

plasma, if at all?

As hinted by the focus on linear instabilities in the previous section, turbulence

in tokamaks is generally thought to be wave turbulence. Waves in plasmas tend

to be dispersive limiting the lifetime of wavepackets, and overall fluctuation levels

tend to be weak (e.g. 𝑇𝑒/ ⟨𝑇𝑒⟩ ∼ 0.01 in the core), which suggests the relevance of

linear processes in turbulence. Quasilinear theory, to be introduced below, has formed

the basis of widely-used reduced transport models in tokamaks such as TGLF and

QuaLiKiz. The reasonable accuracy of these codes in situations they are tuned for

suggests (although does not prove) the relevance of linear modes to the nonlinear state.

Thus, this thesis takes quasilinear fluxes as an assumption. However, since plasmas

are driven above the linearly unstable state, the plasma is unable to quasilinearly
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relax into a linearly stable state. Thus, some prescription is required to determine

the saturation amplitude of the linear instabilities.

2.3.1 Quasilinear Theory

Quasilinear theory is the workhorse of plasma turbulence [31]. Its name comes from

the usage of the linear response, either directly or as part of a more complex approx-

imation, to describe the dynamics of the fluctuations. While the discussion below is

primarily conceptual, Appendix A provides a brief derivation of the turbulent flux

calculation in quasilinear theory for a generic system.

The main concept from quasilinear theory employed in this thesis consists of the

quasilinear weights. To define the quasilinear weights, consider for example the tur-

bulent electron heat flux in a Reynolds-averaged fluid model,

𝑄𝑒(𝑥, 𝑡) =
⟨
𝑇𝑒(𝑥, 𝑡)𝑣𝑟(𝑥, 𝑡)

⟩
(2.12)

This is a second-order moment involving two independent fields (temperature and

radial velocity), which both vary as a function of space and time. The core of quasi-

linear theory is to assume the appropriateness of the linear response to describe the

dynamics of the fluctuations. For example we might be able to express both the

temperature as linear functionals of the electrostatic potential:

𝑇𝑒(𝑥, 𝑡) =

∫︁
d𝑥′ d𝑡′ ℛ𝑇𝑒(𝑥, 𝑡;𝑥

′, 𝑡′)𝜑(𝑥′, 𝑡′) (2.13)

Typically, the linear response functional is diagonalized in an eigenmode basis. In

some situations it is useful to also allow non-eigenmodes as is the case for Landau

modes, which are not true eigenmodes of the system, but diagonalize the linear re-

sponse in the time-asymptotic limit of phase mixing as shown by Van Kampen [68].

In this case we can express any fluctuation as a sum over eigenmodes,

𝑇𝑒(𝑥, 𝑡) =
∑︁
k

𝑇𝑒,k𝑔k(𝑥)𝑒−𝑖𝜔k𝑡 (2.14)
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where k is an abstract eigenmode index, and 𝑔k(𝑥) is a function describing the

eigenmode shape. In translation-invariant systems, these functions correspond to

the Fourier basis 𝑔𝑘⃗(𝑥) = 𝑒𝑖𝑘⃗·𝑥⃗, but the sum may involve multiple eigenmodes for each

wavenumber 𝑘⃗. For tokamaks, this sum is typically over 𝑛, the toroidal wave number,

usually expressed in terms of the poloidal wavenumber 𝑘𝜃 = 𝑞𝑛/𝑟.

Plugging equation (2.14) into (2.13) implies

𝑇𝑒,k = ℛ𝑇𝑒,k𝜑k (2.15)

where the ℛ𝑇𝑒,k are complex numbers. A similar result for the radial velocity field

will hold, which allows us to write turbulent fluxes as

𝑄𝑒 =
∑︁
k

𝑊𝑄𝑒,k

⟨︀
𝜑2
k

⟩︀
(2.16)

Here, 𝑊𝑄𝑒,k is called the quasilinear weight, and determines how much the eigenmode

will contribute to transport purely due to the linear response, while
⟨︀
𝜑2
k

⟩︀
is called

the spectral weight, and represents the amplitude of the eigenmode. The quasilinear

weight is determined entirely by the linear response, and hence can be calculated

purely through linear theory. However, the spectral weight depends on the wave

amplitudes, or equivalently the wave spectrum.

As a sidenote, another way to break down the turbulent fluxes is by using the

inequality Cov(𝑋, 𝑌 )2 ≤ Var(𝑋) Var(𝑌 ) between covariances and variances. This

implies
⟨
𝑇𝑒𝑣𝑟

⟩2
≤
⟨
𝑇 2
𝑒

⟩
⟨𝑣2𝑟⟩ so we can define a ‘cross-phase’ which relates the fluc-

tuation strengths to the actual amount of transport,

⟨
𝑇𝑒𝑣𝑟

⟩
=

√︂⟨
𝑇 2
𝑒

⟩
⟨𝑣2𝑟⟩ cos𝛼𝑇𝑒,𝑣𝑟 (2.17)

Cross-phases are possibly experimentally accessible, so they can serve as an important

check on the quasilinear weights. For example, for fluctuations of a single wavelength,
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the cross-phase reduces to

cos𝛼𝑇𝑒,𝑣𝑟 = Re

⎡⎢⎢⎣
⟨
𝑇𝑒,k𝑣

*
𝑟,k

⟩
√︂⟨

𝑇𝑒,k

⟩
⟨𝑣𝑟,k⟩

⎤⎥⎥⎦ =
Re
[︀
ℛ𝑇𝑒,kℛ*

𝑣𝑟,k

]︀
|ℛ𝑇𝑒,k||ℛ𝑣𝑟,k|

(2.18)

The second important concept from quasilinear theory employed in this thesis re-

gards the bounds of validity for quasilinear theory. While for the most part this thesis

takes the validity of quasilinear theory as an assumption, some parts will touch on

whether or not this assumption is founded. While the minimally sufficient conditions

for the validity of quasilinear theory to hold are not known, one known necessary

condition is that the autocorrelation time of the fields seen by resonant particles 𝜏𝑎𝑐,

is shorter than the time it takes for the particle to traverse an eddy or complete a

‘bounce’ in the field pattern 𝜏𝑆. The symbol 𝜏𝑆 is used here instead of the more usual

‘bounce time’ 𝜏𝑏 to prevent confusion with the bounce time of particles in banana or-

bits, and emphasizes that this is an effect relating to the synchronization of a particle

with an eikonal phase 𝑆. This condition is typically captured via the Kubo number

𝒦 ≡ 𝜏𝑎𝑐/𝜏𝑆, with quasilinear theory requiring 𝒦 ≪ 1. The physical content of this

condition is that the diffusive processes result from the accumulation of many small

independent kicks. If 𝒦 & 1, the kicks cannot be justified to be either independent

or small. Appendix A explains this in more quantitative detail, and discusses how

quasilinear theory breaks down if this necessary condition is not met. Chapter 7 will

address this point in more detail for drift waves.

2.3.2 Saturation

In a sense, quasilinear theory provides a way to relate any second-order moment (e.g.

the turbulent heat flux
⟨
𝑇𝑒𝑣𝑟

⟩
) to the wave spectrum, which can be represented by

the second-order moment of a fluctuating field (e.g.
⟨
𝜑2
𝑘

⟩
), or more generally to any

quadratic quantity associated to the waves such as the wave action. In ‘pure’ quasilin-

ear theory, to calculate the evolution of the wave spectrum, we ignore nonlinearities

in the time evolution of the wave spectrum, thus assuming growth and damping is
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purely due to the linear growth rate, i.e.

𝜕

𝜕𝑡

⟨
𝜑2
𝑘

⟩
= 2𝛾𝑘

⟨
𝜑2
𝑘

⟩
(2.19)

The ultimate outcome of this is a quasilinearly relaxed state – one in which there

are no linear instabilities present. However, fusion plasmas in tokamaks are typically

driven such that the mean plasma profiles are above marginal stability. Linear in-

stabilities remain present with finite positive growth rates, so the plasma is not in

a quasilinearly relaxed state. Thus, nonlinearities in the time evolution of the wave

spectrum are required to balance out the pumping of energy into fluctuations by the

linear growth rate, seen in equation (2.19), and saturate the instabilities at finite

amplitude.

If we wish to include nonlinearities into the evolution of the wave spectrum, we

enter the moment hierarchy problem: the evolution of lower-order moments is coupled

by the nonlinearity to higher-order moments. For example, for a quadratic nonlin-

earity, the evolution of the second moments depends on the third moments, which

depend on the fourth moments, etc... In order to form a closed system of equations,

the moment hierarchy must be either truncated or otherwise approximated at some

order. The prescription on how to close the system of equations is known as a closure

relation. This is a common theme in many parts of statistical physics. In addition

to showing up in such Reynolds-averaged turbulence problems, it also occurs in clo-

sure needed when deriving fluid models from kinetic equations since various velocity

moments are coupled to each other, or in truncation of BBGKY hierarchy to derive

the Boltzmann equation in which the time evolution of the 𝑠-particle distribution

function depends on the (𝑠+ 1)-particle distribution function.

Needless to say, as an attempt to solve for the statistics of a nonlinear system with

an infinite number of degrees of freedom, finding such closure relations is difficult.

Progress can be made in certain cases - for example, outside of wave turbulence,

the assumption of universality, isotropy, and complete self-similarity in the inertial

range results in the famous Kolmogorov 5/3 spectrum 𝐸(𝑘) = 𝐶𝜀2/3𝑘−5/3 for 3-D
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Navier-Stokes turbulence [71]. Here 𝐸(𝑘) d𝑘 is the contribution to the kinetic energy

from Fourier modes 𝑘 <
⃒⃒⃒⃗
𝑘
⃒⃒⃒
< 𝑘 + d𝑘, 𝜀 is the rate of turbulent energy dissipation

rate, and 𝐶 is a universal constant. The physical insight from the form of this

spectrum underlies two-equation closure models of Navier-Stokes, such as 𝐾-𝜀 or 𝐾-𝜔

models [127], which refer to closure models which model the Reynolds stress via an

effective eddy viscosity, and evolve two fields corresponding to ‘free parameters’ of the

Kolmogorov spectrum, the mean turbulent kinetic energy 𝐾 and either the turbulent

energy dissipation rate 𝜀 or the specific dissipation rate 𝜔 ∝ 𝐾/𝜀. For these models,

the second-order statistics of the small-scale fluctuations are fully prescribed by the

large-scale dynamics of the Reynolds-averaged fields.

For wave turbulence, similar results can be achieved in certain cases. For wave

systems which are isotropic and scale-invariant (e.g. the dispersion relation and non-

linear interaction coefficients are invariant with respect to rotation, and homogeneous

functions of wavenumber), and sufficiently dispersive to allow for a weak turbulence

treatment to be used, dimensional arguments can be applied to derive Kolmogorov-

Zakharov wave spectra [89]. For strongly anisotropic wave systems such as reduced

MHD or strongly rotating turbulence, where a certain direction is special due to the

presence of a strong magnetic field or strong rotation, progress can be made in the

form of critical balance arguments where linear and non-linear timescales are bal-

anced scale-by-scale to derive anisotropic wave spectra. However, as intimated by the

wealth of physics over multiple scales introduced in earlier sections as relevant to toka-

mak turbulence, analytic progress is significantly more difficult in trying to describe

tokamak turbulence. There are other methods to describe the evolution or saturation

of wave spectra used in tokamaks. Examples include wave kinetic approaches, which

are successful in describing the saturation of drift waves via shearing from zonal flows

in the adiabatic limit of large scale separation between zonal flows and drift waves

[28], or propagator renormalization theories [36]. However, these approaches will not

be covered in this thesis.

Returning to quasilinear theory, in lieu of a satisfactory analytic approach to solve

the closure problem, approximate saturation rules are a major component to modern
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quasilinear transport codes. For example, a heuristic estimate of the saturation level

can be constructed the linear growth time by an eddy turnover time using the root

mean square fluctuating 𝐸 ×𝐵 velocity 𝑣𝐸,𝑟𝑚𝑠 =
√︀

⟨𝑣2𝐸⟩,

𝛾𝑚𝑎𝑥 ∼ 𝜏−1
𝑒𝑑𝑑𝑦 ∼ 𝑘𝑟𝑣𝐸,𝑟𝑚𝑠 ∼

𝑘𝑟𝑘𝜃𝜑𝑟𝑚𝑠

𝐵
(2.20)

which when taking 𝑘𝑟 ∼ 𝑘𝜃 ∼ 𝑘⊥ reproduces the familiar mixing length estimate

𝜑𝑟𝑚𝑠 ∼ 𝛾𝑚𝑎𝑥/𝑘
2
⊥ [45]. Codes such as TGLF [111] and QuaLiKiz [10] calculate turbu-

lent fluxes by finding or approximating eigenmodes of the gyrofluid and gyrokinetic

equations, respectively, to get quasilinear weights, then applying a saturation rule

to get the wave spectra for the spectral weights. Current saturation rules tend to

be empirical, with free parameters which are fit to reproduce observed spectra and

transport from nonlinear gyrokinetic simulations.

Part of this thesis is motivated by an ‘inverse problem’ of quasilinear transport.

The quasilinear weights, as the output of a linear eigenmode calculation, are well-

characterized. Instead of using spectral weights calculated from a saturation rule to

calculate the transport, instead we can use the total transport inferred from exper-

iments as a constraint on the possible spectral weights. If the assumption that the

quasilinear weights provide an adequate description of the transport holds, then this

constraint method provides a way to probe the saturation physics of the eigenmodes

if we can construct an experimental situation where we expect the linear spectrum to

be the same, but the nonlinearly saturated amplitudes to be different. The hysteresis

experiments presented in this thesis provide such an experimental situation.

2.4 Topics of Specific Interest to Addressing Turbu-

lence Transitions

As discussed in the introduction, this thesis focuses on two specific transitions in

tokamak L-mode plasmas, the Linear to Saturated Ohmic Confinement (LOC/SOC)

transition and concomitant intrinsic rotation reversal. A natural question would be
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how these empirically observed transitions can be described in terms of the wave

turbulence concepts introduced earlier in this chapter. This section discusses how the

physical concepts make contact with the experimental phenomenology.

2.4.1 General Picture of Momentum Transport in Tokamaks

This thesis will not cover the details of momentum transport or generation. However,

some concepts from momentum transport specific to tokamaks are used in the argu-

ments made in the research. This section covers the basic material on momentum

transport relevant to these arguments.

In general, the flux of toroidal kinetic momentum in the radial direction, or equiv-

alently the 𝑟𝜑-component of the stress tensor, can be written in the following form:

Π𝑟𝜑 ≡ ⟨𝑣𝑟𝑝𝜑⟩ = 𝑚𝑖 [⟨𝑛⟩ ⟨𝑣𝑟𝑣𝜑⟩ + ⟨𝑛̃𝑣𝑟⟩ ⟨𝑣𝜑⟩ + ⟨𝑛̃𝑣𝑟𝑣𝜑⟩] (2.21)

where 𝑝𝜑 is the fluctuating component of the toroidal kinetic momentum, and ⟨𝑣𝑟⟩ = 0

is used. The first term is familiar from incompressible fluid physics, and is called

the Reynolds stress. The second term is the convection term since it relates to the

transport of momentum due to the net transport of plasma density via ⟨𝑛̃𝑣𝑟⟩. We

will not discuss it here, since it necessarily leads to a flux in the form of a momentum

pinch since it is proportional to ⟨𝑣𝜑⟩. Finally, the third term corresponds to a triplet

correlator. Very little is understood of it, and it might be expected to be smaller than

the other other two terms outside of strong turbulence regimes since it is the product

of three, rather than two, fluctuating terms.

The Reynolds stress (properly a stress density since it is divided through by the

average density, but the distinction is not important here) can be further broken into

several components as

⟨𝑣𝑟𝑣𝜑⟩ = −𝜒𝜑
𝜕 ⟨𝑣𝜑⟩
𝜕𝑟

+ 𝑉 ⟨𝑣𝜑⟩ + 𝜋𝑅
𝑟𝜑 (2.22)

The first and second terms correspond to diffusive and pinch terms. The third term
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is called the residual stress, and contains the parts of the Reynolds stress which is

not proportional to either the gradient of the toroidal velocity (Fick’s law diffusion),

or the toroidal velocity (momentum pinch) itself. The importance of this term comes

from the fact that intrinsically driven rotation profiles are observed to cross through

zero velocity with a non-zero gradient in velocity, and hence cannot be held in steady-

state through the balance of momentum pinch and diffusion terms alone. Since there

are no external momentum sources in the core, the profiles require drive in the form

of residual stress. The divergence of the residual stress acts as a torque which can

accelerate the plasma to a non-zero rotation. Since this residual stress can involve the

transport of momentum against a rotation gradient, the requirement for net positive

entropy generation by the system requires up-gradient a residual stress to be linked

to some down-gradient transport of heat or particles [72]. This corresponds to off-

diagonal transport of momentum, since these fluxes result from gradients of other

thermodynamic variables, such as temperature or density.

In addition to momentum transport due to Reynolds stress, net plasma flows can

also form due to turbulent acceleration [122, 123]. The turbulent acceleration is a

source or sink of parallel flow which cannot be written as the divergence of a parallel

Reynolds stress. The existence of such a source or sink does not contradict momentum

conservation: while the kinetic momentum of the plasma is mainly carried by ions, the

momentum conservation law in tokamaks applies to the total canonical momentum,

which is the sum over the momenta of all species and the field momentum. Thus, a

net turbulent acceleration would correspond to the net transfer of momentum from

particles to the waves.

The form of both the residual stress and the turbulent acceleration are constrained

by symmetries obeyed by the plasma dynamics. Most models of gyrokinetics have a

certain parity symmetry which has important consequences on momentum transport.

The basic idea is that for axisymmetric confined plasmas in the absence of background

flows (and flow shears), and in mirror-symmetric geometries, there exists a certain

parity transformation obeyed by the equations of motion which reverses the sign of the

leading order momentum fluxes in the gyrokinetic ordering. Thus for saturated states
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of turbulence which statistically obey this symmetry, the leading order momentum

fluxes cancel out. As a consequence, driving a net non-zero residual stress requires a

combination of both radial inhomogeneity and broken symmetry. As a sidenote, since

symmetry breaking mechanisms tend to be weak, this parity symmetry also causes

difficulties in calculating the time evolution of the long-wavelength radial electric field,

which necessitates workarounds when trying to calculate the toroidal rotation from

gyrokinetic simulations [92].

While this thesis will not address the question of the symmetry breaking mech-

anism responsible for momentum transport in L-mode, it will provide a candidate

theory for how a momentum transport bifurcation could relate to changes in the

underlying microturbulence. The combination of radial inhomogeneity with broken

symmetry leading to large-scale self-generated structure is not unique to L-mode in-

trinsic rotation, and is reminiscent of solar differential rotation and the dynamo. In

addition, turbulent Reynolds stresses are thought to trigger the L-H transition, and

lead to shear layer and pedestal formation. In all these cases, the process of structure

formation modifies the turbulence population. The thesis will draw analogy between

these transitions to provide insight on the problem of the LOC/SOC transition and

concomitant intrinsic rotation reversal.

2.4.2 Role of TEM/ITG in LOC/SOC and Rotation Reversal

The conventional argument for why LOC/SOC is observed as the density increases

is as follows: Ohmic heating primarily deposits power into the electrons. At low

collisionality, the ions and electrons are only weakly thermally coupled, and TEMs

are particularly virulent, leading to poor confinement. As the density increases, the

collisionality serves both to improve the coupling of ions and electrons, and to decrease

the growth rate of TEMs through collisional detrapping of electrons. Main ion dilution

1 − (𝑛𝐷/𝑛𝑒) also tends to decrease and 𝑇𝑒/𝑇𝑖 approaches 1 with increasing plasma

density, leading to increased ITG growth rates. The critical density is seen to increase

with increasing plasma current 𝐼𝑝. Thus it has been suggested the critical density

corresponds to a critical collisionality 𝜈* = (𝜈𝑒𝑖/𝜖)/𝜔𝑏𝑒, where 𝜔𝑏𝑒 is the bounce time of
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electron banana orbits caused by trapping in the magnetic well, and 𝜈𝑒𝑖/𝜖 corresponds

to the rate of electron detrapping due to collisions. The TEM/ITG transition picture

supposes that once the LOC/SOC transition density is reached, ITGs overtake TEMs

as the key contributor to the confinement scaling, as increasing collisionality does

not have as large of an effect on the ITG drive. It is argued that since ITG will

tend to pin ion temperature gradients near marginal stability, changes in nonlinear

mode couplings or saturation of ITG, such as the increasing damping of zonal flows

expected at higher collisionality, will not produce a large effect on the gradients

leading to confinement scaling saturation. This argument appears to agree with

reduced modeling of LOC/SOC both using analytic estimates of transport [107] and

using TGLF [41, 50]. The roles of TEM and ITG instabilities are also implicated in

producing the observed change in core temperature response to edge cold pulses in

perturbative laser blow off injection experiments in Ohmic plasmas, where a gradual

transition from TEM to ITG dominance correlates with the experimentally observed

trend of transition from core non-diffusive temperature inversion response to core

cooling response [105, 106].

The connection between drift wave mode and the rotation reversal is less clear. It

is known that the profiles of intrinsic rotation observed in L-mode plasmas cannot be

explained through purely diffusive and convective models, and require some form of

residual stress or turbulent acceleration to explain. Net generation of either requires

the breaking of a parity symmetry obeyed by lowest order local gyrokinetics [93, 30,

122]. This is a broad and subtle topic, and the reader is directed to several recent

reviews for an understanding of this topic [94, 32, 13]. Generally, it is expected that

TEM and ITG should have different signs of residual stress due to the opposite sign of

their group velocities. Additionally, ITG is predicted to produce a non-zero turbulent

acceleration [122], while CTEM does not produce any turbulent acceleration [123].

While simulations show a flip in rotation from TEM dominated plasmas to ITG

dominated plasmas [124, 78], it is unclear how this connects to the experimentally

observed rotation reversal. Recent simulations with global gyrokinetic codes have

been able to reproduce the shape and magnitude of observed rotation profiles from
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experimental input profiles [51, 57], and show both flat and hollow rotation profiles in

plasmas which are linearly ITG dominant. Additional insight is needed to explain how

or if the TEM/ITG transition picture for energy confinement underlies the rotation

reversal, and provide a basis for predicting the critical transition densities.

The connection between linear stability and drift wave mode change is also subtle.

It is generally difficult to precisely characterize the linear stability state of the plasma

due to experimental uncertainty in the measured plasma profiles and gradients. Typ-

ically when the rotation reversal occurs, it is found that ITG is the dominant linear

instability at nominal gradient values in the radial locations where the toroidal rota-

tion gradient changes. However, typically variations of the driving gradients of 10 to

20% can lead to TEMs being the dominant linear instability, which are within 1 to

2𝜎 of uncertainty around the inferred mean gradients. Experimentally, some changes

in turbulent fluctuations have been observed when crossing the LOC/SOC boundary

and the rotation reversal. On JET and Tore Supra, changes in reflectometry measure-

ments, through synthetic diagnostics and nonlinear simulation, have been identified

to correspond to the presence of a quasi-coherent TEM (QC-TEM) feature in LOC,

which disappears upon transition into SOC [2, 24]. It was noted in these studies that

the QC-TEM feature depended not just on the presence of TEM, but also on the

saturated state of the turbulence. Changes in fluctuations have also been seen on

Alcator C-Mod. This thesis will demonstrate how changes in turbulent fluctuation

are seen at experimentally indistinguishable density and temperature profiles, and

that circumstantial evidence supports an interpretation of these changes reflecting

changes in the underlying turbulence.
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Chapter 3

X-ray Imaging Crystal Spectroscopy

on Alcator C-Mod

This thesis relies on ion temperature and velocity measurements from an X-ray imag-

ing crystal spectroscopy (XICS) system installed on Alcator C-Mod, HIgh REsolution

X-ray spectrometer with Spatial Resolution (HIREXSR) [60]. These measurements

are provided by capturing and analyzing the atomic line spectra of impurities in-

troduced into the plasma, typically argon. The developments of Chapter 4 on un-

certainty quantification of overlapping chord-integrated spectral lines were made to

better characterize data from this diagnostic. This chapter will cover parts of the

diagnostic relevant to this thesis.

3.1 Spectrometer Hardware and Viewing Geometry

X-ray imaging crystal spectroscopy (XICS) refers to the usage of x-ray imaging de-

tectors, capable of capturing 2-D arrays of x-ray photon counts, to measure spatially-

resolved x-ray spectra emitted by the plasma. The spectra are wavelength resolved

via Bragg reflection off a crystal. One axis of the detector is responsible for spatial

resolution, and the other axis responsible for wavelength resolution. As will be ex-

plained in Section 3.2, this allows for the reconstruction of 1-D profile data, such as

impurity ion temperature and rotation, that are accessible to spectroscopic measure-
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Figure 3-1: A top-down rendering of the spectrometer in place next to the tokamak,
with major components labeled. Two arrays of detectors and two spherical Bragg
mirrors are used. An example viewing cone from a detector pixel is shown in magenta.
Figure from [60]

ments. This section briefly describes the physical characteristics of the spectrometer

that makes these measurements possible.

3.1.1 Hardware Layout

A top-down view of the spectrometer is shown in Figure 3-1, showing the general

layout of the diagnostic.

The Bragg mirrors, typically made of quartz, only allow reflection of photons of

a certain wavelength at angles that satisfy the Bragg reflection rule, 𝑛𝜆 = 2𝑑 sin(𝜃),

illustrated in Figure 3-2. Radiation that meets this selection rule will constructively

interfere upon reflection and hence be visible, while radiation that does not will

destructively interfere and not be visible. Hence, the wavelength of radiation captured

by each detector pixel will depend on the angle of incidence of the sightline connecting

the pixel to the mirror surface.

The detectors themselves are PILATUS x-ray imaging detectors [37]. The detec-

tors are an array of 487 × 187 pixels, each of area 172 𝜇m2, which act as individual

photon counters for photons with an energy above a user-configured threshold. Since
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Figure 3-2: Illustration of the Bragg reflection selection rule. In the left figure, the
bottom wave travels an integer number of additional wavelengths compared to the top
wave, leading to constructive interference. In the right figure, the bottom wave travels
an extra half wavelength, leading to destructive interference. Figure from Wikimedia
Commons, https://commons.wikimedia.org/wiki/File:Braggs_Law.svg

the crystal provides wavelength resolution, only the count rate is needed. The detec-

tor is capable of reaching frame rates of 200 Hz, providing sufficient time resolution

for many phenomena of interest.

3.1.2 Viewing Geometry

HIREXSR is a Johann spectrometer [66], in which the Bragg mirror is spherically bent

in order to focus radiation from the plasma on the detector with minimal aberration.

This situation is shown in Figure 3-3.

Consider a plane formed by a pixel on the detector, the center of the mirror,

the reflection off the mirror of the sightline connecting the pixel to the center of the

mirror. Call this the meridional plane. For a small spherically bent mirror with radius

of curvature 𝑅𝑚, in the sense of solid angle visible from the detector, there exists a

set of points in the meridional plane called the Rowland circle, which is a circle of

radius 𝑅𝑚/2 which is tangent to the center of the mirror. Sightlines emanating from

points on this circle will have approximately the same angle of incidence on the Bragg

mirror, and hence will only see approximately one wavelength of radiation reflected

by the mirror, minimizing chromatic aberration. Sightlines passing through different
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Figure 3-3: (Left) Different chords into the plasma cross-section corresponding to
the same wavelength, for the configuration used in the experiments in this thesis.
(Right) Geometry of a Johann spectrometer, with the Rowland circle shown using a
dotted line. Points highlighted in red on the detector will see approximately the same
wavelength of photons, but will collect from different chords as seen in the left figure.
Figure from [60]
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points on the circle will correspond to different wavelengths. By rotating a sightline

about an axis that connects the center of the mirror to the center of curvature of

the mirror, we see that it traces out a cone. Where this cone intersects the detector

plane will correspond to pixels that measure the same wavelength, but from different

spatial chords in the plasma.

As a result of the viewing geometry, the measured photon spectra are chord-

integrated across different flux surfaces in the plasma. Thus, tomographic inversion

is needed to produce local measurements of ion profiles.

3.2 Analysis of HIREXSR Data

Example HIREXSR data from an array of three PILATUS detectors is shown in

Figure 3-4, corresponding to one branch of the spectrometer. HIREXSR has two

branches which allow simultaneous viewing of different charge states of an impurity

or different impurities entirely. In this thesis, measurements primarily derive from the

He-like spectrum of argon. While the local line emission is approximately Gaussian,

the chord-integration makes the resulting spectral lines non-Gaussian. The spectra

therefore have to be fitted. This section first covers what the spectra look like and

how they are fit. This section then covers the inversion technique.

3.2.1 Fitting of Spectra

A typical spectrum from a single viewing chord is shown in Figure 3-4. Spectral

lines corresponding to line radiation emitted by He-like argon are clearly visible. The

brightest of these are typically the resonance (w, 1s2 1S0–1s2p 1P1, 3949.12 mÅ) and

forbidden (z, 1s2 1S0–1s2p 3P2, 3994.17 mÅ) lines. Thus, these lines are usually used

as the basis for ion temperature and velocity measurements.

The most important broadening mechanisms for these x-ray lines are Doppler

broadening, instrumental aberration, and natural line broadening. For medium-Z

ions such as calcium and argon, typically the Doppler broadening dominates. It

occurs as the result of the Doppler shift, ∆𝜆/𝜆 = (v · ℓ̂)/𝑐 for emitters 𝑣 ≪ 𝑐
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Figure 3-4: Set of three PILATUS detectors showing measured He-like argon spectra
from a plasma discharge (right), as well as spectra from two viewing chords through
the plasma (left). Figure from [60]

seen from a sightline direction ℓ̂, averaged over a thermal distribution of emitting

ions. Note that since the broadening is a linear function of the velocity, the average

broadening is proportional to the average velocity, and the second moment of the

broadening is also proportional to the second moment of the velocity (corresponding

to the temperature).

The instrumental broadening is also typically non-negligible. It results from the

combination of imperfect Bragg reflection from the crystal, displacement of the detec-

tor from the Rowland circle, and finite-size mirror effects known as the Johann error.

These effects are typically captured via an instrumental function, which is convolved

with the ‘ideal’ measured spectrum to get the spectrum which is actually measured.

The instrumental function is typically near-Gaussian, and for lines which are properly

in focus contributes an effective broadening of ∼ 120 eV.

Finally, the natural line broadening is a result of the uncertainty principle, and

the finite transition rate which causes the emission. It takes the form of a Lorentzian

broadening, and is typically negligible for the atomic lines of interest here.
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For transport analyses, we are usually interested in local measurements of the ion

velocity and temperature. As will be discussed in the next section, these can be in-

ferred via a tomographic inversion of the moments of the chord-integrated spectral line

shapes. The zeroth moment corresponds roughly to a chord-integrated emissivity, the

first moment to chord-integrated velocity, and the second moment to chord-integrated

temperature. For a single isolated spectral line, these moments can be calculated di-

rectly by integrating over the spectrum after removing the x-ray background noise,

assumed to have approximately constant emissivity over the wavelength range of

interest. However, in the case of overlapping spectral lines, this direct integration ap-

proach no longer works, as the contributions from the two lines need to be separated.

This is typically done by a nonlinear fitting routine to find a best-fit Gaussian to the

unwanted spectral lines, then subtracting it out. However, this approach is not ideal

as the line shapes typically deviate from being purely Gaussian, and furthermore the

usage of nonlinear fitting makes uncertainty quantification difficult. The next chapter

introduces a new technique developed to deal with these issues.

3.2.2 Profile Inversion

Note that tomographic inversion of HIREXSR is a well-studied problem, and is done

through a code known as The Hirexsr Analysis COde (THACO) [97]. This section

will sketch out the steps for profile inversion.

The tomographic inversion technique relies on two parts. The first part is the

fact that the ion and electron temperature 𝑇𝑖, 𝑇𝑒, and electron density 𝑛𝑒 are flux

functions, and furthermore that the lowest-order neoclassical flows can be expressed

in terms of flux functions, 𝜔(𝜓) the toroidal rotation and 𝑢(𝜓) the parallel flow. For

atomic transitions excited by electron impact or recombination, the emissivity will be

a function of 𝑛𝑒, 𝑇𝑒, and 𝑛𝑧, the emitting ion density. If the emissivity 𝜀 were also a

flux function, since flux functions are 1-D, the effective 1-D spatial resolution of the

spectrometer would be sufficient to determine the local emissivity, flow, and temper-

ature functions. The flux function assumption can be relaxed somewhat by adding

sin(𝜃) and cos(𝜃) variation, where 𝜃 is the poloidal angle. This may be important
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near the edge, see [104], but is typically better satisfied in the core.

The second part is a set of statistical results for mixture distributions. A mix-

ture distribution is a probability distribution of a random variable which is randomly

drawn from a distribution which itself is randomly drawn from a collection of distri-

butions. In this case the random variable is the wavelength 𝑋 of a photon hitting the

detector, and the collection of distributions is the collection of Maxwellian distribu-

tions of different shifts and widths along a chord of the detector. The different shifts

and widths result from different Doppler shift and broadening from spatially varying

line-of-sight velocities and temperatures. The relative likelihood of choosing from a

particular Maxwellian is weighted by the local emissivity. If the 𝑖-th distribution has

probability 𝑤𝑖 of being chosen, and has mean 𝜇𝑖 and variance 𝜎2
𝑖 , then

E[𝑋] = 𝜇 =
∑︁
𝑖

𝑤𝑖𝜇𝑖 (3.1)

Var(𝑋) = E[(𝑋 − 𝜇)2] =
∑︁
𝑖

𝑤𝑖(𝜎
2
𝑖 + 𝜇2

𝑖 − 𝜇2) (3.2)

Note that the mean of the mixture is linear in the mixture means, and that the

variance of the mixture is linear in the mixture variances, plus a term given by the

variance of the mixture means. By discretizing the geometry along the sightlines,

we can express the moments of the chord-integrated spectra in the form of a matrix

equation involving the local moments. These equations can then be inverted in a

least-squares sense using standard matrix inversion techniques to get radially local

profiles of emissivity, ion rotation, and temperature.
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Chapter 4

Uncertainty Quantification of

Overlapping Chord-Integrated

Spectral Lines

It is important to have a careful understanding of statistical uncertainty in order

to draw firm conclusions from data. As described earlier in the chapter introduc-

ing HIREXSR, due to the non-Gaussian shape of the spectral lines measured by

HIREXSR, the spectra need to be fitted in order to extract ion temperature and ve-

locity measurements. This section covers the Bayesian Spectral Fitting Code (BSFC),

which was developed as part of this thesis to better quantify the effect of overlapping

spectral lines on the uncertainty of these fits. This work was done in collaboration

with another student, Francesco Sciortino.

4.1 Bayesian Spectral Fitting Code Method Descrip-

tion

High resolution observations of atomic spectra play a fundamental role in the study of

plasma dynamics, particularly in high-temperature fusion plasmas. In this context,

the identification and measurement of specific atomic lines can inform analysis of
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particle, heat and momentum transport through a variety of diagnostics [59]. In

particular, Doppler spectroscopy is a common technique to remotely infer density,

temperature and velocity along the line of sight of the emitting body. In many cases

the object of interest is emitting over its entire volume, and the measured spectra will

be line-integrated over the sight-line of the spectrometer. In media where the plasma

properties may be spatially varying, such as fusion devices or astrophysical plasmas,

this complicates the interpretation of the measured spectra, thus motivating the use

of Doppler tomography techniques to provide local measurements.

While several techniques for Doppler tomography exist [97, 91], they typically

require the inference of spectral moments from well-isolated spectral lines. The to-

mography is typically carried out as an inversion technique using the moments (0th

moment corresponding to the brightness, 1st moment corresponding to the Doppler

shift, and 2nd corresponding to the Doppler width) of the line-integrated spectra.

When isolated spectral lines are not available, nonlinear fits can be used to attempt

to resolve overlapping lines. However, this approach suffers from the issue that all

possible line shapes must be known a priori, and must be parameterized with few

enough parameters that a nonlinear fit would be successful. Another tomography

method is to attempt full forward-modeling of spectra [81]. However, this typically

requires precise determination of geometry and involves the simultaneous inference

of many parameters. A parameterization for the local plasma profiles must also be

made a priori. Uncertainty quantification is particularly complex with many of these

methods, and poor results can significantly weaken any effort on interpretation of

measurements or validation of transport models in fusion devices [69, 49]. These

issues motivate a new method for moment estimation of line-integrated spectra.

In this work, we use a Gauss-Hermite polynomial decomposition to extract mo-

ments from line spectra without needing an exact parameterization for the line shape.

This is combined with Markov Chain Monte Carlo (MCMC) and other sampling

techniques to perform Bayesian uncertainty analysis on the estimated moments. The

method is then demonstrated in an example application to spectral data from an

X-ray Imaging Crystal Spectrometer (XICS) on the Alcator C-Mod tokamak [61].
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It is shown that moment estimation methods using nonlinear fitting of Gaussians is

insufficient in cases of practical interest, even when one spectral line is dominant,

and that the presented method provides both higher-quality moment estimations and

better uncertainty quantification.

This section describes the mathematical formulation of our method, implemented

in the open-source Bayesian Spectral Fitting Code (BSFC). A Python implementation

of our method is publicly available on GitHub1. The code is suitable for running on

both personal workstations and computing clusters.

Gauss-Hermite Functions

First, we review the basis functions used in BSFC. Typical line-integrated spectra

will be the superposition of Voigt line shapes from different atomic transitions and

different spatial locations. Voigt line shapes are the convolution of a Lorentzian line

shape from natural line broadening with a Gaussian line shape from Doppler broad-

ening. If the Doppler broadening dominates the natural line broadening, then the line

shapes are expected to be near-Gaussian. This motivates the use of (Probabilist’s)

Hermite polynomials, which are an orthogonal set of polynomials under a Gaussian

weight function, satisfying

⟨𝐻𝑒𝑚, 𝐻𝑒𝑛⟩ ≡
∫︁ ∞

−∞
𝑒−

𝑥2

2 𝐻𝑒𝑚(𝑥)𝐻𝑒𝑛(𝑥) 𝑑𝑥

=
√

2𝜋𝑛!𝛿𝑛𝑚

(4.1)

The first three Hermite polynomials are

𝐻𝑒0(𝑥) = 1

𝐻𝑒1(𝑥) = 𝑥

𝐻𝑒2(𝑥) = 𝑥2 − 1

(4.2)

The Gauss-Hermite functions (sometimes called Hermite functions when defined

1https://github.com/Maplenormandy/bsfc
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with the Physicist’s Hermite polynomials) are defined as

𝜑𝑛(𝑥) = 𝐻𝑒𝑛(𝑥)𝑒−𝑥2/2 (4.3)

The usefulness of these basis functions for uncertainty quantification has long been

recognized (see, for example, [38, 8]). In the context of spectral fitting, they provide

the means to simplify the calculation of spectral moments and reduce the computa-

tional cost of a truncated polynomial decomposition of line shapes. Since the Hermite

polynomials form a complete orthogonal basis, a function 𝑓(𝑥) can be formally ex-

panded in terms of Gauss-Hermite functions in the following way:

𝑓(𝑥) = ℎ(𝑥)𝑒−𝑥2/2

=

(︃
∞∑︁
𝑗=0

𝑎𝑗𝐻𝑒𝑗(𝑥)

)︃
𝑒−𝑥2/2

=
∞∑︁
𝑗=0

𝑎𝑗𝜑𝑗(𝑥)

(4.4)

Then, the first few unnormalized moments for each line shape are easily calculated

using the inner product (4.1),

𝑚0 = ⟨1, ℎ⟩ =
√

2𝜋𝑎0

𝑚1 = ⟨𝑥, ℎ⟩ =
√

2𝜋𝑎1

𝑚2 =
⟨︀
𝑥2, ℎ

⟩︀
=

√
2𝜋𝑎0 + 2

√
2𝜋𝑎2

(4.5)

These moments are computed against a Gaussian of unit variance. To appropri-

ately rescale and shift line shapes, a scale factor 𝑠 and centering 𝜆𝑐 is applied to the

physical variables (in this case the wavelength 𝜆) before calculating the moments

𝑥 =
𝜆− 𝜆𝑐
𝑠

(4.6)
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From this we can calculate the physical (unnormalized, centered) moments

𝑀0 = 𝑚0𝑠

𝑀1 = 𝑚1𝑠
2 +𝑀0𝜆𝑐

𝑀2 = 𝑚2𝑠
3

(4.7)

Note that one factor of 𝑠 is due to the rescaling 𝜆→ 𝑥, which changes the area under

the curve
∫︀
𝑑𝜆𝑓(𝜆) = 𝑠

∫︀
𝑑𝑥𝑓(𝑠𝑥 + 𝜆𝑐), and the other factors of 𝑠 are due to the

change of units adopted.

If absolute diagnostic calibration is available, the value of 𝑀0 can then be pro-

cessed to infer emitting particle density. In the absence of such calibration, as in the

case of XICS at Alcator C-Mod, this step is not possible. However, this does not

prevent the inference of physical values of line-of-sight velocity, 𝑣𝑖, and temperature

for the measured ion, 𝑇𝑖, using:

𝑣𝑖 =
𝑀1/𝑀0

𝜆0
𝑐 (4.8)

𝑇𝑖 =
𝑀2/𝑀0

𝜆20
𝑚𝑐2 (4.9)

Note that the higher order Hermite coefficients are not involved in the moment

calculations at all. One may therefore expect that fitting only low-order Gauss-

Hermite functions should be sufficient. We approximate the infinite expansion (4.4)

with 𝑁 terms for each line shape:

𝑓(𝑥) ≈
𝑁∑︁
𝑗=0

𝑎𝑗𝜑𝑗(𝑥) (𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑖𝑜𝑛)

≈
𝑁∑︁
𝑗=0

𝑎̂𝑗𝜑𝑗(𝑥) (𝑎𝑙𝑖𝑎𝑠𝑖𝑛𝑔)

(4.10)

where in the first line we showed the truncation, and in the second line we approxi-

mated the true coefficients 𝑎𝑗 with our estimates 𝑎𝑗 (the resulting error being referred

as aliasing).
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As described in Section 4.1.2, one significant advantage of a Hermite polynomial

decomposition for high-resolution spectral fitting is that the truncation error is exactly

orthogonal to the parameter space spanned by the Hermite polynomials included in

the fit; the aliased 𝑎̂𝑗 are expected to approximately retain this property. As a result,

we expect the estimation of 𝑎̂𝑗 to be robust to the truncation error for each individual

line shape due to approximate independence from it (in the following, we will drop

the hat notation and simply let 𝑎̂𝑗 ≡ 𝑎𝑗). Note, however, that the simultaneous

analysis of multiple overlapping line shapes is affected by the inter-dependence of

Hermite coefficients of different lines. Such dependence cannot be easily treated by

an analytical expansion and therefore we make use of a numerical sampling scheme,

described in following sections.

4.1.1 Bayesian Analysis

Let us define 𝜃 to be the set of parameters we wish to infer from the data, 𝒟 the

set of experimental data, and ℳ𝑖 a model that we wish to evaluate. An example of

model is a collection of Hermite functions used to describe the line shapes of a fixed

number of atomic lines. Bayes’ formula then reads

𝑝(𝜃|𝒟,ℳ𝑖) =
𝑝(𝒟|𝜃,ℳ𝑖)𝑝(𝜃|ℳ𝑖)

𝒵(𝒟|ℳ𝑖)
, (4.11)

where

𝒵(𝒟|ℳ𝑖) =

∫︁
𝑝(𝜃|ℳ𝑖)𝑝(𝒟|𝜃,ℳ𝑖)𝑑𝜃 (4.12)

is the evidence (or marginal likelihood) of model ℳ𝑖.

The term 𝑝(𝒟|𝜃,ℳ𝑖) ≡ ℒ(𝒟|𝜃) is the likelihood distribution of observing the data

given the model and parameters, which will be derived in this section. 𝑝(𝜃|ℳ𝑖) ≡ 𝑝(𝜃)

is the prior distribution, which incorporates prior knowledge and physical constraints

to the model parameters. BSFC uses a uniform prior on Hermite coefficients subject

to the constraint that the predicted line shapes are unimodal.

The term 𝑝(𝜃|𝒟,ℳ𝑖) ≡ 𝑝(𝜃|𝒟) is the posterior distribution, which can be used
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to either calculate maximum-a-posteriori (MAP) or average estimators for the model

parameters. In the analysis described below, we report the mean and standard devi-

ation of samples (accounting for their respective statistical weights, whenever these

are computed by the adopted algorithm). This choice is a useful simplification since

further analysis using spectral moments often assumes that uncertainties on exper-

imental measurements are Gaussian. However, adoption of more robust statistics,

such as median and inter-quantile ranges, may be easily accomplished in BSFC from

samples.

The evidence 𝒵 acts as a normalization constant for equation (4.11), but it also

plays the role of allowing the selection of the most appropriate model for a set of data

[7], thus its name. 𝒵 is typically ignored, as it is not directly needed for parameter

estimation. Moreover, the integration required to compute 𝒵 tends to be a compu-

tationally expensive task. However, computing the Bayesian evidence allows one to

compare how much the data support one mathematical model versus another. For

this reason, inference methods that can provide an accurate estimate of the evidence

are advantageous.

Applying the Bayesian formulation to the moment estimation problem requires

the calculation of the probability 𝑃 ({Mℓ}|𝑛) of observing the vector of moments

Mℓ = (𝑀ℓ,0,𝑀ℓ,1,𝑀ℓ,2), one for each spectral line ℓ, given the observed spectral

profile 𝑛(𝜆).

For an observed spectral profile 𝑛(𝜆) and a predicted spectral profile 𝑓(𝜆; 𝜃) (where

the prediction’s dependency on the parameters 𝜃 is made explicit), we use the fact

that photon rates are Poisson distributed and, for large counts, we can approximate

their distribution as Gaussian. The distribution is thus taken to scale as 𝑒−
𝜒2

2 , where

𝜒2 =

∫︁ ∞

−∞

(𝑓(𝜆; 𝜃) − 𝑛(𝜆))2

𝑓(𝜆; 𝜃)
𝑑𝜆 (4.13)

Discretizing this integral into𝑀 bins allows us to calculate the log-likelihood function
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of observing the spectral profile as the log-likelihood of a multi-variate Gaussian,

ln(𝑃 (𝑛|𝜃)) = −
𝑀∑︁
𝑗=1

∆𝜆𝑗
2

[︂
ln(2𝜋𝑓(𝜆𝑗; 𝜃)) +

(𝑓(𝜆𝑗; 𝜃) − 𝑛(𝜆𝑗))
2

𝑓(𝜆𝑗; 𝜃)

]︂
(4.14)

Note that in practice the more accurate Simpson’s rule is used to compute the integrals

in BSFC.

Now to define the functions 𝑓(𝜆; 𝜃), we choose the parameter set to be the set of

center and scale parameters and the set of all Gauss-Hermite expansion coefficients

for each line, as defined in the previous section.

𝜃 = {𝜆𝑐,ℓ, 𝑠ℓ, {𝑎ℓ,𝑖}} (4.15)

The predicted spectral profile can be written

𝑓(𝜆; 𝜃) =
∑︁
ℓ

∞∑︁
𝑖=0

𝑎ℓ,𝑖𝜑𝑖

(︂
𝜆− 𝜆𝑐,ℓ
𝑠ℓ

)︂
(4.16)

Since the first three moments of each line depend only on the first three Hermite

coefficients of that line, one has 𝑃 ({Mℓ}|𝑛) = 𝑃 ({aℓ}|𝑛), where aℓ = (𝑎ℓ,0, 𝑎ℓ,1, 𝑎ℓ,2)

is the vector of the first three Hermite coefficients corresponding to the three moments.

As derived in Section 4.1.2, the Hermite coefficients are weakly correlated for near-

Gaussian lines. Thus, the high-order Hermite coefficients have a small influence on

the statistical distribution of low-order Hermite coefficients. Therefore, each term of

the series is independent of the truncation error, resulting in an efficient and robust

truncation to only a few terms in the expansion. This truncation is expressed as:

𝑓(𝜆; 𝜃) =
∑︁
ℓ

𝑁∑︁
𝑖=1

𝑎ℓ,𝑖𝜑𝑖

(︂
𝜆− 𝜆𝑐,ℓ
𝑠ℓ

)︂
. (4.17)

We will show later that typically 𝑁 = 3 is sufficient, but higher-order Hermite coef-

ficients can be easily added when necessary.

Additional constraints can be put onto the parameters. One assumption that we
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adopt (but may be avoided, if desired) is that all the ion lines are emitted from species

with approximately the same temperature and velocity. This constraint is enforced by

having only one scale (𝑠) and one center parameter 𝜆𝑐. For each line, 𝑠ℓ = 𝑠
√︀
𝑚ℓ/𝑚0

and 𝜆𝑐,ℓ = 𝜆𝑐 + 𝛿𝜆0,ℓ, where 𝛿𝜆0,ℓ is the separation between line rest wavelengths and

𝑚𝑙/𝑚0 is the ratio of masses between the emitting ion and a reference value.

Therefore, for a spectrum including 3 spectral line-shapes, one may estimate a

scalar noise (+1 parameter), a scale and central wavelength (+2) and three Hermite

polynomials for each line (3 × 3 = 9), for a total of 12 free parameters. Varying

the number of Hermite polynomials used or the number of fitted lines may raise the

dimensionality further, increasing the computational cost of parameter estimation.

Each spectrum corresponding to a time window in a spatial channel of the spec-

trometer was fitted independently of the rest. It is possible to introduce covariances

between the likelihood calculations of different spatial channels and time bins to rep-

resent the effect of correlated errors in the instrument or spatial correlation between

the different channels, but this was not pursued further in this work.

Prior Distributions

In order to ensure that the line shapes modelled by the Hermite coefficients represent

physically realizable spectral line shapes, constraints need to be placed on their values.

In a Bayesian context, physical constraints are often placed via the choice of a prior

distribution on parameters. For example, the emissivity cannot be negative, so the

prior distribution on 𝑎0 can only be nonzero for 𝑎0 ≥ 0. On grounds of “complete

ignorance” about the parameters to be inferred, one may assign uniform priors over

the entire physically-realizable range for each parameter; however, often one has more

information available and this should be used to avoid results that are not believed

to be acceptable. This can be done by choosing more complicated prior distributions

and by restricting the available range of allowed values for each parameter.

A central role in BSFC is played by the estimation of the 0th order Hermite

polynomial coefficient, 𝑎̂0, which closely corresponds to the intensity of an individual

line shape. For the primary line shape of interest, most fitting attempts will easily
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identify the approximate magnitude of 𝑎̂0. However, in cases where a line shape is

barely visible (often for nearby satellite lines) it may not be simple to determine

whether the satellite line intensity is small or there is simply no evidence for the

line being observed. In other words, we do not know a priori what is the order of

magnitude of 𝑎̂0. This statement is equivalent to agnosticism regarding the scale of

this parameter. In such cases, the use of a logarithmic prior (commonly referred to

as log-uniform or Jeffreys prior; see [65] for an extensive discussion) offers an effective

non-informative choice that does not discriminate between different scales. Use of this

prior on 𝑎̂0 has been tested in BSFC and found to be preferable to a uniform prior over

the positive real axis for cases where line shapes are barely visible in the spectrum.

However, in practice this choice of prior does not significantly affect BSFC’s estimates

for physical parameters over the more basic uniform prior over positive real numbers.

In BSFC, we also find it convenient to impose a constraint of unimodality on the

line shape. This is expected to hold in tokamak plasmas, where emissivity, velocity,

and temperature profiles generally vary smoothly and do not have multiple peaks.

The unimodal constraint also forces the lines to be non-negative. This is because the

line shapes decay as 𝜆→ ±∞, so any zero crossing must necessarily result in at least

two local extrema. The constraint of unimodality can be imposed by considering the

zeros of the first derivative of the line shape function, given for an index ℓ by

𝑓ℓ(𝜆) ≈ 𝑓ℓ(𝜆; 𝜃) =
𝑁∑︁
𝑖=1

𝑎̂ℓ,𝑖𝜑𝑖

(︂
𝜆− 𝜆𝑐,ℓ
𝑠ℓ

)︂
(4.18)

Note the recurrence relation

𝑑

𝑑𝑥

[︁
𝐻𝑒𝑛(𝑥)𝑒−𝑥2/2

]︁
= −𝐻𝑒𝑛+1(𝑥)𝑒−𝑥2/2. (4.19)

Since 𝑒−𝑥2/2 > 0, finding the zeroes of the first derivative of (4.18) only requires

consideration of the roots of Hermite polynomials with indices shifted up by one.

Moreover, we note that one can scale all of the coefficients simultaneously by a con-

stant factor and not change the resulting roots, so it suffices to consider the case of
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𝑎ℓ,0 = 1, then scale the obtained constraint accordingly. To impose a constraint of

unimodality of the total line shape, we therefore require that the derivative of Eq.

4.18 must have only one real root near the origin, and all other roots must either be

complex or far from the origin.

The values chosen for BSFC require that the real root be within the interval

𝑥 ∈ (−0.2, 0.2) (which corresponds to the spectral peak occurring within 0.2 times

the thermal velocity of the average shift of all of the lines). All other roots must

be either complex or outside the interval (−
√

1.25𝑁 − 1,
√

1.25𝑁 + 1), where 𝑁 is

the number of Hermite coefficients. This ensures that the line does not have multiple

peaks, except far away from the origin, where the brightness is negligible and the peak

cannot be observed. This scaling with 𝑁 was chosen since the higher-order Hermite

functions make contributions further from the origin at increasingly large 𝑛, scaling

approximately with
√
𝑛.

It is convenient for the constraint to be expressed as a series of linear inequalities.

This makes it more tractable for non-linear fitting routines, and also makes it possible

to embed it into the unit hypercube required for the MultiNest algorithm. This is

done by using MCMC to sample the admissible values for the Hermite coefficients,

then fitting the resulting region with linear constraints. This is done once for the case

𝑎ℓ,0 = 1, then scaled accordingly. For simplicity only two linear constraints are used

per Hermite coefficient. The constraints are placed in such a way that they form a

collection of simplices sharing the origin as a vertex. Standard methods for sampling

a simplex from a uniform hypercube are then used to express the constraints in a way

amenable for use with the MultiNest algorithm [27].

4.1.2 Weak Correlation of Hermite Coefficients

In this section, we motivate the application of the chosen Hermite polynomial de-

composition for line spectra and provide multiple lines of reasoning to explain the

observed weak correlation between Hermite coefficients.

To provide a geometrical intuition for why the truncation to few polynomial terms
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is so effective in BSFC. Consider the decomposition of a single line shape

𝑓(𝜆) =
∞∑︁
𝑗=1

𝑎𝑗𝐻𝑒𝑗(𝜆) ≈ 𝑓(𝜆) ≡
𝑁∑︁
𝑗=1

𝑎̂𝑗𝐻𝑒𝑗(𝜆) (4.20)

and for simplicity let us ignore the effect of aliasing (see equation (4.10)). Since

Hermite polynomials constitute a complete basis, an infinite series of polynomial

terms would perfectly capture the functional form of 𝑓(𝜆). In a truncation to𝑁 terms,

𝑓(𝜆), we define the vector 𝑎⃗ = {𝑎1, 𝑎2, . . . , 𝑎𝑁 , 0, 0, . . . }, where elements beyond the

truncation limit have been set to 0. The error incurred in the truncation can be defined

as 𝜖⃗ ≡ 𝑎⃗− ⃗̂𝑎. By the orthogonality of Hermite polynomials, 𝜖⃗ must be orthogonal to

⃗̂𝑎, and more generally to 𝑠𝑝𝑎𝑛({𝐻𝑒𝑗}𝑁𝑗=0). Consequently, we have

⟨𝑓(𝜆) −
𝑁∑︁
𝑗=1

𝑎𝑗𝐻𝑒𝑗(𝜆), 𝐻𝑒𝑗⟩ = 0, 𝑗 = 0, . . . , 𝑁 (4.21)

which is a direct result of the coefficients being given exactly by the projection

𝑎𝑗 =
⟨𝑓,𝐻𝑒𝑗⟩

⟨𝐻𝑒𝑗, 𝐻𝑒𝑗⟩
=

⟨𝑓,𝐻𝑒𝑗⟩
𝑗!

. (4.22)

This shows that a decomposition using a complete orthogonal polynomial basis offers

the advantage that the polynomial coefficients retained within the truncation are

independent of the truncation error. In other words, higher-order coefficients, even

accounting for aliasing, are expected to have small influence on lower-order ones.

The choice of Hermite polynomials over other orthogonal polynomial families (see,

e.g. Ref. [8]) for BSFC is motivated by the near-Gaussian shape of the spectral lines.

Further intuition into the process of estimating Hermite coefficients can be ob-

tained through the following argument. Consider the case of one isolated spectral

line with negligible background noise. Suppressing the line index ℓ, and writing
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𝑓 = ℎ(𝑥; 𝜃)𝑒−𝑥2/2 and 𝑛 = 𝑔(𝑥)𝑒−𝑥2/2,

𝜒2 =

∫︁ ∞

−∞
𝑑𝑥

(ℎ(𝑥; 𝜃) − 𝑔(𝑥))2𝑒−𝑥2

ℎ(𝑥; 𝜃)𝑒−𝑥2/2

=

∫︁ ∞

−∞
𝑑𝑥 𝑒−𝑥2/2 (ℎ(𝑥; 𝜃) − 𝑔(𝑥))2

ℎ(𝑥; 𝜃)

(4.23)

Now, we use the near-Gaussian line approximation ℎ(𝑥; 𝜃) ≈ 𝑎0 in the denominator

of the expression to write 𝜒2 as a quadratic form using the inner product defined

earlier

𝜒2 ≈ 1

𝑎0

∫︁ ∞

−∞
𝑑𝑥 𝑒−𝑥2/2(ℎ(𝑥; 𝜃) − 𝑔(𝑥))2

=
1

𝑎0
⟨ℎ− 𝑔, ℎ− 𝑔⟩

(4.24)

The inner product here suggests the use of Probabilist’s Hermite polynomials, rather

than Physicist’s Hermite polynomials. To demonstrate how this orthogonality helps

in the statistical estimation of the coefficients 𝑎𝑗, let us re-write Bayes’ Theorem here

for convenience:

𝑃 (ℎ|𝑔) ∝ 𝑃 (𝑔|ℎ)𝑃 (ℎ) (4.25)

Representing ℎ by its Hermite coefficients {𝑎𝑗} and using an improper uniform prior

𝑃 ({𝑎𝑗}) = 1 on the Hermite coefficients gives, for the log-likelihood

ln𝑃 ({𝑎𝑗}|𝑔) = ln𝑃 (𝑔|{𝑎𝑗}) − 𝐶 (4.26)

where 𝐶 is a normalization constant that does not depend on {𝑎𝑗}. Under the as-

sumption of Gaussian statistics for the observed photon counts, the likelihood is

proportional to the exponential of the negative 𝜒2, so one can write

ln𝑃 ({𝑎𝑗}|𝑔) = −𝜒2/2 − 𝐶 ′ (4.27)

Given that the log-likelihood function is of the quadratic form in equation (4.24), this

means that 𝑃 ({𝑎𝑗}|𝑔) behaves as a multivariate Gaussian in variables {𝑎𝑗}, with mean

given by the Hermite coefficients {𝑔𝑗} of the function 𝑔, and covariance given by the
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matrix elements of the quadratic form. Since the Hermite polynomials are orthogonal

on this inner product, the quadratic form and hence the covariance matrix is diagonal.

Thus, given an uninformative prior, the Hermite coefficients behave approximately as

uncorrelated Gaussian random variables. This means that the distribution of higher-

order Hermite coefficients should have a small statistical effect on the lower-order

Hermite coefficients, as also seen by the geometric argument presented above. This

explains the demonstrated accuracy of the Hermite function expansion to a finite,

small number of Hermite functions.

Note that the argument of near-independence of Hermite polynomial coefficients

described above only applies for a single, isolated line shape. However, for the case

of overlapping line shapes with background noise one should expect some form of

dependence between coefficients describing one line shape and coefficients describing

other overlapping ones. For example, the value of 𝑎0, corresponding to the intensity of

a certain line shape, will inevitably affect the estimation of coefficients for overlapping

lines. In BSFC, the use of nested sampling via MultiNest with the full (rather

than approximate) log-likelihood function enables us to appreciate the correlations

existing between parameters within high-dimensional parameter space. Therefore,

while the discussion above explains why a Hermite polynomial decomposition offers

a convenient form for rapid truncation and weak dependence between coefficients,

we rely on a full numerical reconstruction of the posterior parameter space to deal

with correlations that may arise in the presence of overlapping line shapes. This

makes the BSFC approach fast (thanks to rapid truncation), accurate (thanks to near-

independence of coefficients for each individual line shape) and effective in recognizing

difficult spectral superpositions from different atomic lines.
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4.2 Application to Spectral Data

4.2.1 General Fit Properties

This section will demonstrate some of the properties of the BSFC fitting routines on

examples for experimentally observed He-like spectra of calcium and argon, centered

on the 𝑛 = 2 w resonance line; the reader is referred to [101] for details on these

spectra. A typical calcium He-like spectrum with non-negligible satellite lines, and

an inferred fit, is shown in Figure 4-1. The brightest line visible is the He-like w

resonance line, and the other two visible lines are unresolved dielectronic 𝑛 = 4 and

𝑛 = 3 satellite groups. The fit shown was computed with 3 Hermite coefficients.

For argon He-like spectra, Figure 4-2 shows that inferred measurements from

BSFC are relatively insensitive to the number of Hermite coefficients used in the fit

(on the axis of abscissae). Additionally, the log-evidence (labelled as 𝑙𝑛𝒵, on the

bottom panel) predicts that a simpler fit provides the best estimate of the inferred

measurements: this conclusion follows from the observed reduction of 𝒵 with number

of Hermite coefficients, which may be interpreted as indicating overfitting when the

model is excessively complex for the provided data [7]. This observation will be

described in more detail in the next section, with demonstrations based on synthetic

data.

MCMC methods also allow for the results of the fit to be visualized through

‘corner’ plots. These are helpful in understanding the impact of specific parameters

on the result, providing qualitative and quantitative insight that may be difficult to

attain with nonlinear optimizers. For example, a corner plot for the 3 hermite function

fit from Figure 4-2 is shown in Figure 4-3. This illustrates the effect of an unresolved

satellite line on the measurements inferred from the primary w line in a combined

fit due to correlations in the hermite coefficients introduced by the line overlap. In

the illustrated example, the joint distribution plot of satellite line brightness versus

velocity shows that increasing the inferred satellite line brightness tends to decrease

the inferred velocity. However, within the inferred range of satellite line brightnesses,

the overall decrease in velocity is less than 0.5 km/s. Thus this parameter is clearly
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Figure 4-1: An example of a 𝐶𝑎18+ spectral fit from BSFC with 3 Hermite coefficients.
Observed data are shown by the scatter points in magenta. There are three tracked
spectral lines at the locations marked with vertical dashed lines. The maximum
likelihood estimate fit is shown as a single curve in red. The residuals from this fit
are shown on the bottom panel. The uncertainty in the fit is shown by overlapping
multiple attempted fits with continuous lines, so the blurring of the lines is indicative
of the error bars. The inferred contributions from individual lines are displayed in
different colors.
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Figure 4-2: Results of a scan of number of Hermite coefficients used to fit the primary
line for the argon He-like w resonance line. The inferred line-integrated measurements
are shown in the top three panels, the computation time to perform the inference
using Nested Sampling on a single Intel Core(TM) i7-7700 CPU (3.60 GHz) is in
the second to last plot, and the log-evidence is in the bottom panel. The inferred
measurements remain very close within error bars despite increasing the number of
Hermite coefficients. The log-evidence decreases as the number of Hermite coefficients
increases, demonstrating that the 3 Hermite coefficient model is the most robust and
will provide the most valuable inference.
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not the dominant source of uncertainty in the velocity measurement. We remark that

these correlations are difficult to quantify in traditional nonlinear fitting techniques,

but are a direct output of the numerical sampling technique in BSFC.

4.2.2 Synthetic Data Analysis

To validate the results of the fitting code, synthetic tests were performed. To generate

experimentally-relevant spectral line shapes, synthetic emission was line-integrated

using impurity emissivity, velocity, and temperature profiles inferred using stan-

dard tomographic methods. The true moments were calculated exactly using line-

integration of the synthetic data. Two cases are presented here: one from an L-mode

tokamak plasma in Figure 4-4, and one from an I-mode with a hollow emissivity

profile in Figure 4-5.

These fits were done on the He-like argon 𝑛 = 2 resonance w line with 3 Hermite

coefficients. In both cases, the unresolved dielectronic 𝑛 = 4 satellite lines in our

atomic database were removed from the fit, since the Bayesian evidence obtained for

a fit without it was found to be higher than with it. This assessment provides a

rigorous way of determining whether the data justify a certain level of complexity in

a fitting model. As seen from these plots, the method infers the true moments very

well. Moreover, the uncertainty in the inference clearly matches the spread of the data.

The non-Gaussian shape of the line resulting from higher-order Hermite coefficients

typically accounted for a correction of approximately 10% to the temperature, and

20% to the velocity.

4.2.3 Application to Alcator C-Mod XICS

Results from BSFC were also compared to results inferred from THACO [97], the

standard code used to analyze XICS data in Alcator C-Mod. THACO estimates line

moments by using a nonlinear 𝜒2 minimization to remove satellite lines, followed by

a direct calculation of line moments by integration. We remark that this method is

typically only applied on non-overlapping spectral lines to avoid complications that
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Figure 4-3: Corner plot showing correlation between the measurement of the bright-
ness of an unresolved satellite line and its effect on other measurements. The plots on
the diagonals are histograms showing the marginal distributions of the posterior in-
ferred values of satellite to primary line brightness ratio, and the primary line velocity
and temperature. The plots on the off-diagonals show the pairwise joint distributions.
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Figure 4-4: Comparison between true synthetic line-integrated measurements (blue)
and measurements inferred from BSFC (green) for an L-mode plasma.
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Figure 4-5: Comparison between true synthetic line-integrated measurements (blue)
and measurements inferred from BSFC (green) for an I-mode plasma with hollow
emissivity profile.
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Figure 4-6: Comparison between line-integrated measurements inferred from BSFC
(green) and from THACO (red) for an L-mode plasma zoomed in to a subset of spatial
channels. Note that the BSFC inferences have fewer outliers, and are generally more
consistent. The inferred error bars are also larger, more accurately capturing the true
uncertainty in the inferences.

are directly addressed by BSFC. To illustrate the advantages of BSFC in these cases,

we compare its results to those of THACO in two cases with overlapping lines: in

the first case, one has a steady-state argon He-like w resonance line spectrum as seen

in Figure 4-6; in the second, we have a rapidly-evolving calcium He-like w resonance

line spectrum from a laser-blow-off impurity injection Figure 4-7.

In both cases, we see that traditional Gaussian line fitting methods can produce

outliers. The BSFC method provides more consistent results, and the error bars

also more realistically reflect the spread of data. Moreover, we note that BSFC

finds a systematic shift of velocity and temperature measurements compared to the

THACO inference. The former inference was validated against synthetic spectra with

unresolved lines, and thus shown to be more accurate.
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Figure 4-7: Comparison between line-integrated measurements inferred from BSFC
(green) and from THACO (red) for an impurity injection in an I-mode plasma.
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Chapter 5

Characterization of Turbulent

Bifurcation via Hysteresis

Experiments

In this chapter, a set of experiments is presented that uses hysteresis as a novel

probe of the LOC/SOC transition and intrinsic rotation reversal [17]. Hysteresis in

rotation of L-mode plasmas has been observed on several different tokamaks [9, 99].

The experiments presented here show that nearly exact matches of mean density and

temperature profiles can lead to different rotation and turbulent states in the same

discharge. The analysis builds on careful quantification of uncertainties using Gaus-

sian Process Regression (GPR) described in Appendix B and on ion temperature and

velocity measurements using the Bayesian Spectral Fitting Code (BSFC) described

in Chapter 4. This shows that directly measured profile effects or other parametric

dependencies of the turbulent response are not responsible for the transition itself,

and instead must be the result of a nonlinear bifurcation in the turbulent state.

5.1 Experimental Setup

Two methods were used to realize the rotation reversal hysteresis: density control

for Ohmic plasmas, and ion cyclotron resonance frequency (ICRF) heating power
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modulation for auxiliary heated plasmas. The discharges were upper single null, with

𝐵𝑡 = 5.4T. The three experimental cases performed are shown in Table 5.1.

Table 5.1: Experimental cases performed
Case 𝐼𝑝 Density Modulation ICRF Modulation
I 0.8 MA ±10% Off
II 1.1 MA ±10% Off
III 0.8 MA constant 0.2-1.2 MW

For all plasmas, line-average density control was achieved using edge fueling and

a cryopump, along with the C-Mod two-color interferometer system for feedback

control. For the Ohmic plasmas (Cases I and II), the density modulations were

triangle waves with amplitude ±10% of a central value, and period much longer

than the energy confinement time, 600ms ≫ 𝜏𝑒 ≈ 25ms. Note that the impurity

confinement time is of similar magnitude [103], 𝜏𝐼 ∼ 𝜏𝑒. For the auxiliary heated

plasma (Case III), the ICRF heating modulation was also a triangle wave with the

same period from 0.2 to 1.2 MW, with the intention of controlling the collisionality

through changes in the electron temperature. For comparison, the Ohmic power was

estimated to be 0.95 MW for a plasma at the same current in case I. Rotation profiles

during the reversal evolved on timescales ≈ 4𝜏𝑒, slower than the modulation period.

There was no beam injection in these plasmas, so the only particle source is at the

edge. Additionally, on some discharges a perturbed laser blow-off injection of CaF2

impurity was performed to assess the robustness of the hysteresis to perturbation.

Time traces from a representative Case I discharge are shown in Figure 5-1, where

time points with matching line-integrated densities, but differing toroidal rotation,

have been marked.

5.2 Comparison of Kinetic Profiles Across Reversal

The coexistence of multiple rotation states at a given density can be visualized by plot-

ting the line-average density versus the line-average toroidal velocity of the discharge

as a hysteresis curve, as is done in Figure 5-2. The plotted trajectories overlay closely,
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Figure 5-1: Time trace of a 1.1 MA Ohmic discharge from the hysteresis experiments
(top) and representative toroidal rotation profiles from another discharge at the same
current (bottom). The two times marked by the blue and red bars have nearly the
same line-average density, electron and ion temperatures, but different core toroidal
velocities. The rotation profiles are similar at the edge but diverge in the core. The
region where the rotation diverges and the shear is non-zero will be referred to as the
rotation reversal region.
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showing the robustness of the hysteresis phenomenon to noise and perturbation from

LBO. Since the edge rotation is similar for the two rotation states, the change in

the core rotation profiles indicates a change in the turbulently generated residual

stress in the core, implying that some aspect of the turbulence, yet to be determined,

changes between the two states. This shows there exist two distinct states of turbu-

lence, one exhibiting co-current rotation and the other counter-current rotation, which

can stably exist in this range of plasma density. As the density is slowly changed,

the co-current rotation states continuously evolve to lower-collisionality states, which

corresponds to the ‘LOC-like’ branch, while the counter-current states continuously

evolve to higher-collisionality states, which correspond to the ‘SOC-like’ branch. The

rotation states between the two branches are transient, and do not correspond to

steady states of the plasma. The transition densitites were found to match those

from density ramp experiments, independent of ramp rate. Thus, it makes sense to

associate plasmas which exhibit co-current rotation with ‘LOC-like’ turbulence, and

plasmas which exhibit counter-current rotation with ‘SOC-like’ turbulence. In addi-

tion, a hysteresis cycle in core electron temperature versus core line-average toroidal

velocity is also plotted for Case III, which demonstrates that the hysteresis in toroidal

rotation persists for auxiliary heated L-mode plasmas, where the hysteresis is effected

by ICRF heating modulation rather than by density modulation. While the general

trend with the collisionality 𝜈* is consistent, the exact transition value is not the same

between the ICRF heated case and the Ohmic cases.

Kinetic profiles matched across the reversal for all three cases are shown in Figure

5-3. Electron density was measured with the core and edge Thomson scattering

system, while electron temperature was measured with both the Thomson scattering

system and the GPC-ECE system. Due to a diagnostic issue, local profiles of ion

temperature and rotation were unavailable for these shots, so line-integrated data

inferred using Bayesian techniques [19] are shown instead. Additionally, local ion

profiles from previously published discharges in Rice et al.[103], whose experimental

parameters were replicated in this set of experiments, are shown when available.

The fits displayed use data time-averaged over 60 ms, and utilize Gaussian Process
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Figure 5-2: Trajectories of several discharges as hysteresis plots for the different ex-
perimental cases. The different colors in each plot correspond to different discharges.
The discharges all demonstrate clearly separated rotation states at the same density
for the ohmic cases, and core electron temperature for the ICRF heated case. These
states have been highlighted in red and blue. Note that discharges in cyan and ma-
genta were perturbed using laser blow-off injections. The discharge in the left frame
plotted in cyan does not reach the required density to transition from the LOC-like
branch to the SOC-like branch, so it does not complete a full hysteresis loop.

Regression to provide rigorous estimates of the error bars on the profiles and their

gradients [21]. These error estimates take into account the statistical and systematic

uncertainties of the data, given by error bars on individual measurements, as well

as systematic uncertainties due to the unknown form of the fit, provided by a prior

on the hyperparameters of the fit. The latter can have a large effect on the error

bars, so their effect is properly taken into account by sampling the hyperparameter

space using Markov Chain Monte Carlo. As in Chilenski et al.[21], a non-stationary

squared exponential kernel with tanh length scale shape is used. Note the priors

differ from those used for the previously reported profiles, as they were changed to

better capture the flattening effect of sawteeth inside the sawtooth mixing radius.

For all three cases, the profiles and gradients responsible for determining the linear

stability characteristics of the drift-wave turbulence overlay each other very closely.

This confirms previous analysis that drift-wave stability is not responsible for the

reversal.
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Figure 5-3: Profiles and gradients of electron density (left column), temperature
(center column), and line-integrated ion temperature and rotation (right column), for
the three experimental cases. The co-current rotation LOC-like profiles are shown in
red, and the counter-current rotation SOC-like profiles are shown in blue. For the
electron profiles, the raw data are shown by the scatter points, and the GPR fit is
shown as a smooth profile. The timelices were chosen to show profiles which overlay
each other well within experimental uncertainty. For the ion measurements, different
spatial channels provide coverage of different radial locations in the plasma. There is
a gap in spatial coverage of the plasma at channel 16, which is demarcated by a solid
black line, which prevents the tomographic inversion of the ion profiles.
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5.3 Fluctuation Measurements Across Reversal

Despite the nearly identical kinetic profiles, differences in fluctuations can be ob-

served in all of the experimental cases. While a detailed picture of how changes in

these measurements relate to the dynamics of the underlying turbulence is inacces-

sible without detailed synthetic diagnostic modeling, some broad interpretations are

accessible. This section will discuss measurements from the phase contrast imag-

ing, reflectometry, and correlation electron cyclotron emission diagnostics on Alcator

C-Mod.

5.3.1 Phase Contrast Imaging (PCI) Measurements

Data are presented here from the Phase Contrast Imaging system on C-Mod, which

is sensitive to line-integrated density fluctuations with wavevector component in the

major radial direction of 𝑘𝑅 < 30cm−1, corresponding to 𝑘𝑅𝜌𝑠 . 2.5. In these cases,

the PCI picks up high-frequency “wing” features in the LOC case, as has been previ-

ously reported[99, 102, 100, 98]. It has been shown that the presence of these wings

does not correlate with a transition in dominant ion-scale linear instability from TEM

to ITG [125]. These experiments go further and show that measured fluctuation spec-

tra can change even with matched plasma density and temperature profiles, shown

by the PCI spectra in Figure 5-4. One of the characteristic features observed about

these PCI wings is an asymmetry in the ±𝑘𝑅 spectrum. The time evolution of a

metric capturing this asymmetry is also plotted in Figure 5-4. It is interesting to ob-

serve that for the 1.1 MA Ohmic case, there is an asymmetry in the time evolution of

fluctuations for the forward and reverse transitions. Going from LOC to SOC, when

the shear layer forms, the fluctuations evolve on a timescale faster than the rotation

reversal. Conversely going from SOC to LOC, when the shear layer collapses, the

fluctuations evolve on a timescale similar to the rotation reversal.

Since PCI measurements are line-integrated, interpreting changes in PCI spectra

can be challenging. The PCI sight lines are vertical, and intersect magnetic flux

surfaces twice, once towards the top of the tokamak and once towards the bottom.
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Figure 5-4: Spectrograms 𝑆(𝑘𝑅, 𝑓) of PCI fluctuations for the three experimental
cases corresponding to the profiles in Figure 5-3 (left), and asymmetry 𝑃+−𝑃−

(𝑃++𝑃−)/2
for

certain frequency bands plotted against time (right). While there is no discernible
difference between the PCI spectra in the 0.8 MA Ohmic case, there are clear visible
‘wing’ features in the 200-700 kHz range for the other two cases. The evolution of
these features in time is visualized by the asymmetry in the ±𝑘𝑅 parts of the spectrum
at the given frequency bands. Times corresponding to steady co- or counter-current
rotation are shaded in red and blue respectively.

104



The sign of the projection of 𝑘𝜃 on to 𝑘𝑅 changes between these two intersections, so

a ±𝑘𝑅 asymmetry is usually interpreted as an up-down fluctuation asymmetry. Note

that 𝑘𝑅 could be either larger or smaller than 𝑘𝜃, depending on the angle of incidence

to the flux surface and the radial wavevector 𝑘𝑟. Although it is difficult to precisely

localize the radial location of the measured fluctuations, previous work suggests that

the wing features are not an edge fluctuation[99]. Furthermore, it was shown via a PCI

masking technique[95] that the features propagate in the ion diamagnetic direction

in the laboratory frame. This is consistent with the expectation that in LOC, the

Doppler shift dominates the plasma frame frequency of the drift-wave modes, and that

the co-current rotation is in the ion diamagnetic direction in the low-field side where

the drift-wave fluctuations originate. The roughly 700 kHz real frequency extent of

the wings in the 1.1 MA Ohmic case corresponds to an angular frequency in the

laboratory frame of 4.4𝑐𝑠/𝑎 at 𝑟/𝑎 = 0.6. If this frequency were the result of a 𝐸×𝐵

Doppler shifted mode with zero real frequency in the plasma frame at 𝑟/𝑎 = 0.6,

it would require the mode to have a toroidal mode number 𝑛 ≈ 440, although this

estimate is crude due to uncertainty in the magnitude of the toroidal rotation and the

radial location of the mode. Using 𝑘𝜃 ≈ 𝑛𝑞/𝑟, this would correspond to 𝑘𝜃𝜌𝑠 ≈ 3.7. It

would be difficult to observe ITG in the frequency range of the wings, which typically

has |𝜔𝑟| . 𝑐𝑠/𝑎 and 𝑘𝑦𝜌𝑠 . 1. In contrast, TEMs with 𝑘⊥𝜌𝑠 & 1 and |𝜔𝑟| & 𝑐𝑠/𝑎

may more plausibly be observed in the wing frequency range. Additionally, the weakly

dispersive nature of the wings (i.e. fluctuations having nearly constant phase velocity)

is consistent with intermediate scale 𝑘𝜃𝜌𝑠 ≈ 2-5 TEMs, as will be discussed in detail

later. Note that the frequency response of the PCI detectors decays exponentially with

frequency[39], so the attenuation of the wings at high frequency does not necessarily

represent the attenuation of fluctuations in the plasma at that frequency.

One possibility for the lack of visible wings in the 0.8 MA Ohmic LOC case is

the weaker Doppler shift (roughly 2-4 times smaller) in that case compared to either

the 1.1 MA Ohmic case or 0.8 MA ICRF heated case, which may be insufficient to

bring the wings above the strong fluctuations below 200 kHz. The wings not being

discernible from the low frequency fluctuations, in combination with a possible differ-
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ence in the ratio of edge to core fluctuation levels, may explain why the asymmetry is

much weaker or does not appear in the 0.8 MA Ohmic case. Note that the gyro-Bohm

normalized anomalous fluxes are larger in the 1.1 MA Ohmic case than they are in

the 0.8 MA Ohmic case.

5.3.2 Reflectometry Measurements

The data presented here are from the 88.5 GHz channel of the Alcator C-Mod O-

Mode baseband reflectometry system [112]. These measurements are sensitive to

density fluctuations of 𝑘⊥ up to 10 cm−1 [82], radially localized near the O-mode

cutoff location on the outer midplane of the tokamak. This corresponds primarily

to ion-scale fluctuations 𝑘⊥𝜌𝑠 . 0.8, although the response of the signal over this

wavenumber range is not flat, with significantly weaker sensitivity at large 𝑘⊥. Both

the in-phase and quadrature components of the reflectometry signal were used, pro-

viding both amplitude and phase information on the returned signal. Autopower

spectra of the complex signal for reflectometry channels which were localized to the

rotation reversal region are shown in Figure 5-5. In a 1D analysis the density fluc-

tuation information is primarily carried by the phase shift of the returned signal.

However, 2D effects such as scattering, diffraction, and overlap of sidebands with the

returned wave complicate the analysis of the reflectometry signal.
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Figure 5-5: Reflectometry density fluctuation autopower spectra for Case I and III,
corresponding to the profiles in Figure 5-3. Both in-phase and quadrature components
of the signal were used. Spectra plotted in red correspond to LOC-like states, and
ones in blue to SOC-like states. The spectra from co-current LOC-like states are
broader than the ones from SOC-like rotation states.
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The power in the signal is dominated by a low-frequency |𝑓 | < 10 kHz feature

from electronics noise. Unfortunately it coincides with the peak of the spectrum in

the SOC-like case, so it cannot be directly filtered out without removing a significant

portion of the fluctuation power in the SOC-like case. The shift in the peak of the

spectrum of about ∼ 100 kHz would be consistent with the Doppler shift of 𝑛 ≈ 10-20

modes, corresponding to 𝑘⊥𝜌𝑠 ≈ 0.08-0.17. The width of the measured spectrum

depends on a combination of the frequency spectrum of fluctuations in the plasma

frame, the wavenumber-dependent sensitivity of the reflectometer diagnostic, and

Doppler broadening 𝑓𝑡𝑜𝑟∆𝑛 over the range of active wavenumbers. Without further

modeling it is difficult to provide additional quantitative interpretation of the data.

5.3.3 Correlation Electron Cyclotron Emission (CECE) Mea-

surements

The data presented here are from the Correlation Electron Cyclotron Emission (CECE)

diagnostic on Alcator C-Mod [116]. This system is sensitive to radially localized elec-

tron temperature fluctuations with 𝑘𝜃 . 10 cm−1, which within the rotation reversal

region corresponds to 𝑘𝜃𝜌𝑠 . 0.8. The CECE measurements here result from the

cross-correlation of two ECE signals which are separated in frequency space by an

amount less than the ECE linewidth. In this case, the thermal noise is decorrelated

between the two channels but the emission volume of the two signals will overlap in

physical space. CECE fluctuation levels have been previously observed on Alcator C-

Mod to decrease in SOC compared to LOC without a change in the dominant ion-scale

linear instability from TEM to ITG [125, 115, 114]. However, these measurements

were localized to outside the rotation reversal region. As part of the experiments in

this thesis, measurements were attempted much further inside the plasma, 𝑟/𝑎 ∼ 0.65

and 0.7, to try and characterize changes in fluctuations within the rotation reversal

region. These data are shown in Figure 5-6.

Unfortunately, a combination of the weaker fluctuation levels further in the core

of the plasma and a much shorter available window for averaging (60ms compared to
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Figure 5-6: CECE cross-power spectra for the three experimental cases corresponding
to the profiles in Figure 5-3. Red corresponds to LOC-like states, and blue to SOC-
like states. Measurement locations within rotation reversal regions are marked with
asterisks (*). The statistical noise level is shown in gray below the dashed line. Most
of the measurements lie at or below the statistical noise level, so most turbulent
fluctuations are not discernible from noise in these data.

500ms) led to most fluctuations being below the statistical noise level. The weaker

𝑇𝑒/𝑇𝑒 fluctuations in the core are expected from the smaller gyro-Bohm normalized

fluxes in the core (see Figure 6-4). While some of the spectra show stronger measured

electron temperature fluctuations in LOC-like states outside the rotation reversal

region, the error bars are too large to conclude that this is a robust result. Since

the rotation does However, these measurements do provide the constraint that any

changes in turbulence between the LOC-like and SOC-like states must be weak enough

that they remain below the statistical noise limit within the rotation reversal region.
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Chapter 6

Quasilinear Modeling and

Subdominant Mode Collapse

In this chapter, linear and quasilinear gyrokinetic analysis is presented for experi-

mental results from the previous Chapter. It will be shown that there is no change

in dominant linear instability across the rotation reversal for the matched profiles.

Furthermore, quasilinear analysis identifies a subdominant mode transition at inter-

mediate 𝑘𝑦𝜌𝑠 & 1 consistent with the transport inferred for the matched profiles.

For further analysis, the remainder of the chapter focuses on timeslices right before

the LOC to SOC transition to try and characterize possible changes in turbulence

as the transition occurs. Due to the lack of ion profile data from the presented

experiments, linear and quasilinear gyrokinetic analysis was performed on density

ramp shots from Rice et al.[103], corresponding to Case I and Case II.

6.1 Linear Gyrokinetic Stability

The gyrokinetic code CGYRO[16] was used in initial value mode, with gyrokinetic

ions and electrons, and one gyrokinetic impurity species to match 𝑍𝑒𝑓𝑓 . The Sugama

model collision operator was used with experimentally calculated collision rates, ex-

perimental geometry used, and 𝛿𝐴‖ fluctuations were included. The calculated linear

growth rates and real frequencies in the matched profile cases using profiles shown in
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Figure 6-1: Profiles of electron density, electron temperature, and ion temperature
and respective gradient scale lengths for the 0.8 MA case, for co-current LOC branch
(red) and counter-current SOC branch (blue). The raw data are shown by the scatter
points, and the fitted profiles with a smooth line. The orange shaded region is the
approximate sawtooth inversion radius, and the dashed cyan line shows the location
of the CGYRO simulations.

Figure 6-1, but differing rotation, are plotted in Figure 6-2

At nominal values of the gradients, the linear stability analysis does not show

evidence of a transition from ion-direction to electron-direction dominance, either for

the matched LOC/SOC profiles, or right before the transitions. This is consistent with

linear stability analyses of Ohmic C-Mod, AUG, and DIII-D discharges, which have

not shown a clear correlation between TEM↔ITG dominance transition and either

the LOC/SOC transition or the rotation reversal [115, 114, 84, 77, 41, 50]. This

radial location 𝑟/𝑎 = 0.575 remains ITG dominant when varying a single driving

gradient within error bars, although variation outside of one standard deviation from

the nominal value can lead to TEMs overtaking ITGs in growth rate, indicating that

the plasma remains near a TEM↔ITG dominance transition.

This analysis is repeated for the density ramp shots from Rice et al.[103], corre-

sponding to Case I and Case II, with results shown in Figure 6-3. The results of the

analysis match that of the Case I result: near the transition, the dominant ion-scale

instability is ITG. An interesting observation is that near the transition, the scales

𝑘𝑦𝜌𝑠 where TEMs are dominantly unstable separate from the scales where ITGs are

dominantly unstable, leaving a region near 𝑘𝑦𝜌𝑠 ≈ 1 of modes which are strongly sub-
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dominant to the dominant ion-scale instability in linear growth rate. Additionally, a

plot of the largest ion-scale growth rate is plotted against the 𝐸 × 𝐵 shearing rate

calculated from force balance for co- and counter-current rotation profiles in Figure

6-3.

6.2 Reduced Quasilinear Model

To better understand the impact of the modes on transport and diagnose the turbulent

state of the plasma, we adopt a quasilinear transport approximation (QLTA). In

QLTA, the turbulent fluxes (e.g. the electron heat flux 𝑄𝑒) are expressed as the sum

of a quasilinear mode weight (for electron heat flux, this will be denoted 𝑊𝑄𝑒,𝑘) times

an averaged mode intensity (also called spectral weight, in this case
⟨︀
𝜑2
𝑘

⟩︀
) for each

linear eigenmode indexed by wavenumber 𝑘. For example, writing this explicitly for

the electron heat flux:

𝑄𝑒 =
∑︁
𝑘

𝑊𝑄𝑒,𝑘

⟨︀
𝜑2
𝑘

⟩︀
(6.1)

Adopting this model allows the separation of the linear physics of the plasma, encoded

into the quasilinear weights, here assumed to be determined entirely by the structure

of the linear eigenmodes, from the nonlinear physics of the plasma, encoded into

the mode intensities determined by the nonlinear turbulence saturation mechanisms

active in the plasma. While the validity of this approximation has not been rigorously

established, in practice mQLTA has been surprisingly successful. Quasilinear weights

have been found to match weights calculated from fully nonlinear simulation[120].

Density-temperature fluctuation cross-phases, which are related to the quasilinear

weights, have been observed to match experimental measurements[126, 43]. This

model also underlies modern quasilinear transport codes such as TGLF[111] and

QualiKiz[10], which have shown success in replicating heat and particle transport in

LOC/SOC transition scans.
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Figure 6-3: Plot of dominant linear instability as a function of 𝑘𝑦𝜌𝑠 and 𝑟/𝑎 (left),
the maximum ion scale linear growth rate against 𝐸 ×𝐵 shear (center), and the real
frequency and growth rate plotted for a single radial location in the reversal region,
with 𝐸×𝐵 shear plotted for comparison (right). Case I (top row) and Case II (bottom
row) were analyzed. Negative frequency corresponds to ion-direction turbulence. For
the dominant linear instability, the growth rates are normalized to the maximum ion
scale linear growth rate, and show that ion-direction turbulence remains dominant
over the entire plasma radius shortly before the rotation reversal. Next a plot of the
maximum ion scale growth rate against the 𝐸×𝐵 shearing rate calculated from force
balance is shown, where red and blue correspond to LOC and SOC respectively. Note
the shearing rate reaches a significant fraction of the maximum ion scale growth rate.
Finally, the linear spectrum for a single radius is shown.
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6.2.1 Derivation of Reduced Model

Here, instead of being used in a predictive manner, mQLTA is used in a diagnostic

manner. Using power balance, experimentally-derived turbulent fluxes can be utilized

to provide a constraint on the possible mode intensities. Three fluxes are used: the

electron and ion heat fluxes, and the electron particle flux. This analysis uses the

power balance code TRANSP[11] and subtracts out the neoclassical component of the

fluxes calculated from the code NEO[4]. The resulting anomalous fluxes are plotted

in Figure 6-4. If the spectrum is discretized into 𝑁 modes, then equation (6.1) and

the corresponding equations for the other fluxes can be viewed as a 3 × 𝑁 matrix

equation, as in equation (6.2):

⎡⎢⎢⎢⎣
𝑄𝑖

𝑄𝑒

Γ𝑒

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
𝑊𝑄𝑖,𝑘1 𝑊𝑄𝑖,𝑘2 . . .

𝑊𝑄𝑒,𝑘1 𝑊𝑄𝑒,𝑘2 . . .

𝑊Γ𝑒,𝑘1 𝑊Γ𝑒,𝑘2 . . .

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
⟨︀
𝜑2
𝑘1

⟩︀⟨︀
𝜑2
𝑘2

⟩︀
...

⎤⎥⎥⎥⎦ ≈

⎡⎢⎢⎢⎣
𝑊𝑄𝑖,𝐼 𝑊𝑄𝑖,𝐼𝐼 . . .

𝑊𝑄𝑒,𝐼 𝑊𝑄𝑒,𝐼𝐼 . . .

𝑊Γ𝑒,𝐼 𝑊Γ𝑒,𝐼𝐼 . . .

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
⟨︀
𝜑2
𝐼

⟩︀
∆𝑘𝐼⟨︀

𝜑2
𝐼𝐼

⟩︀
∆𝑘𝐼𝐼
...

⎤⎥⎥⎥⎦ (6.2)

In the full system, 𝑁 will be very large or infinite, so a naive application of the

flux constraint leaves the mode intensities highly underdetermined. However, for the

purpose of broadly determining trends in transport of the plasma, we do not need the

detailed shape of the mode spectrum. For example, at electron scales corresponding to

𝑘𝑦𝜌𝑒 . 1, electron temperature gradient (ETG) modes will exhaust primarily electron

heat flux without exhausting ion heat or particle flux, since ions will behave nearly

adiabatically at that scale. Thus the net effect of ETGs on the turbulent fluxes

can be well-approximated using only one degree of freedom, instead of using one

degree of freedom per mode. This motivates the construction of a reduced transport

model where similar modes are lumped together into ‘families’. To calculate the

total turbulent fluxes, the sum over modes is replaced with a sum over families,

using quasilinear weights and spectral weights averaged over the modes in the family.
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Additionally, here an explicit spectral width ∆𝑘 has been included, which captures the

number of modes in the original sum that the family replaces. This is represented in

matrix form as in the second line of equation (6.2), where the families are enumerated

by Roman numerals I, II, III, ... Note that the product
⟨︀
𝜑2
𝐼

⟩︀
∆𝑘𝐼 represents a family-

integrated spectral weight, while
⟨︀
𝜑2
𝐼

⟩︀
alone is the family-averaged spectral weight.

6.2.2 Identification of Mode Families

Several radial locations were chosen for analysis, starting with the location of max-

imum 𝜔′
𝑡𝑜𝑟(𝑟), and proceeding radially outward until the points were outside the ro-

tation reversal region. Quasilinear weights calculated from CGYRO are shown in

Figure 6-4, for Case I and Case II. Despite being at different currents, the quasilinear

weights look very similar between the two cases, with key features that are present

in all analyzed locations:

∙ At ion scales 𝑘𝑦𝜌𝑠 . 1, the modes primarily exhaust ion heat flux, although

there is a significant electron heat flux component as well. These modes are

also thought to be responsible for most of the momentum transport in the

plasma, as momentum will primarily be carried by ions. The electron particle

transport starts outward at low 𝑘, but becomes increasingly inward directed

as higher 𝑘 are approached. For locations within the rotation reversal region,

this inward trend is strong enough to reverse the direction of the particle flux.

This ITG particle flux trend can be understood through a kinetic picture[1].

Collisions and diffusion cause outward particle fluxes, as is the case at low 𝑘.

Ion finite larmor radius effects push the phase velocity of higher 𝑘 modes closer

to zero, causing the modes to be resonant with lower energy particles. Since

temperature gradients produce an energy dependence in the radial gradient of

the background Maxwellian distribution function which is of opposite sign to

that produced by a density gradient at low energies, modes which are resonant

with lower energy particles produce a stronger inward thermally-driven particle

flux.
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∙ At intermediate scales 𝑘𝑦𝜌𝑠 ∼ 1, both ITG and a combined TEM/ETG branch

are present. Occasionally ubiquitous modes[26] (modes with real frequency ≈ 0)

can be observed in linear simulations at this scale. ITG and ubiquitous modes

present at this scale tend to have strongly inward particle flux. TEMs which

are active at this scale also have inward particle fluxes.

∙ At electron scales 𝑘𝑦𝜌𝑠 ≫ 1, only a combined TEM/ETG branch is present.

These modes are characterized by nearly adiabatic ions due to ion gyroaveraging

over the small scales, and hence have weak ion heat and momentum flux, as well

as weak particle flux due to the ambipolar nature of transport in axisymmetric

systems[92].

Proceeding with the identification of families using the quasilinear weights, here

we classify modes into dominant or subdominant families by the following criterion:

At the location of maximum 𝜔′
𝑡𝑜𝑟(𝑟), calculate the ratio 𝛼 ≡ 𝛾𝐸/𝛾𝑚𝑎𝑥. 𝛾𝑚𝑎𝑥 is the

maximum ion scale linear growth rate, and 𝛾𝐸 = 𝑟
𝑞
𝜕𝜔0

𝜕𝑟
is the shearing rate from 𝜔0, the

𝐸×𝐵 rotation rate calculated using force balance. Using the shearing rates right after

the rotation reversal results in 𝛼 of about 0.4 for the 0.8 MA Ohmic Case I, and about

0.7 for the 1.1 MA Ohmic case II. Then, across the entire profile, the subdominant

modes are defined as modes with 𝛾𝑘 < 𝛼𝛾𝑚𝑎𝑥, where 𝛾𝑘 is the maximum growth rate

at each 𝑘𝑦. At the location of maximum shear, the subdominant modes correspond to

modes which a naive application of the ‘Waltz rule’[121] would suggest are quenched

by the mean 𝐸×𝐵 shear in SOC, although the derived constraints are independent of

whether or not the modes are actually quenched by the flow shear. Each contiguous

component of subdominant modes on each branch of dispersion is grouped into a

single family, allowing the identification of six families, shown in Table 6.1, with

their main properties summarized. The naming scheme is somewhat arbitrary, as for

example there is no discrete delineation between TEM and ETG. Additionally, note

that this classification based on the linear growth rate is not the only possible way

to group the modes into families, and consideration of other mechanisms including

nonlinear mode coupling may suggest different classifications.
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Figure 6-4: (Left) The quasilinear weights are shown for the most unstable drift
wave modes at different radial locations, shortly before the rotation reversal, for the
two Ohmic cases. (Right) The anomalous fluxes inferred for this timeslice are shown,
plotted as a function of radius. The quasilinear weights and anomalous fluxes are
both in gyro-Bohm units. The plot of anomalous fluxes shows how the particle flux is
nearly zero, when compared to the ion and electron heat fluxes in gyro-Bohm units.
For the quasilinear weights, the regions marked in gray are the ‘subdominant’ regions,
where 𝛾𝑘 < 0.4𝛾𝑚𝑎𝑥 for Case I and 𝛾𝑘 < 0.7𝛾𝑚𝑎𝑥 for Case II. These gray regions define
the subdominant mode families used in the quasilinear analysis.

Table 6.1: List of families used in the quasilinear analysis
Family Description
ITGa Low-𝑘 subdominant ITG. Always has outward particle flux
ITGb Mid-𝑘 ITG. Has nearly balanced particle flux inside the rotation reversal

region
ITGc High-𝑘 subdominant ITG. Strong inward particle flux inside the rotation

reversal region
TEMa 𝑘𝑦𝜌𝑠 ∼ 1 subdominant ∇𝑇𝑒 driven TEM. Always has inward particle flux.

Ubiquitous modes are sometimes observed at this scale.
TEMb 𝑘𝑦𝑟𝑏 . 1 ∇𝑇𝑒 driven TEM, where 𝑟𝑏 is the typical banana orbit width.

Also always exhibits inward particle flux, although is particularly strong
outside the rotation reversal region. Some metrics of subdominance, such
as comparing 𝛾/𝑘2⊥, find all TEMs to be subdominant and so do not have
a TEMb family.

ETG 𝑘𝑦𝑟𝑏 & 1 ETG, exhausts primarily electron heat flux.
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6.3 Subdominant Mode Collapse

With these families identified, the additional constraint that mode intensities must

be non-negative distinguishes two qualitatively different solutions consistent with the

transport constraints imposed by equation (6.2), based on whether or not the sub-

dominant modes are active. Since neutral penetration from the edge is low and there

is no beam fueling on Alcator C-Mod, the particle flux in the core is nearly zero.

Since neutral penetration from the edge is low and there is no beam fueling on Al-

cator C-Mod, the particle flux in the core is nearly zero. The neoclassical particle

pinch is not large enough to balance a significant turbulent particle diffusivity, so the

active turbulent modes must provide the particle pinch necessary to have a balanced

particle flux. One way to achieve this balance in the rotation reversal region is to

only have the dominant ITG and TEM/ETG active, with the subdominant modes

inactive. The particle flux constraint is satisfied primarily within the modes of ITGb,

possibly with a small additional contribution from TEMb. This is possible because

the particle flux weight of these modes averages to nearly zero for weights in the rota-

tion reversal region. This leads to a narrower 𝑘 spectrum of ion-scale turbulence, with

electron direction turbulence quenched at ion-scales, corresponding to a “SOC-like”

regime. Note that at large enough 𝑟/𝑎, an increasingly large outward particle flux

is driven by ITG due to increasing collisionality, so it is not possible for the particle

balance constraint to be satisfied within ITGb alone. This necessitates significant

activity from TEMa/b at these radii. Another possibility is to have both dominant

and subdominant modes active. For this other solution, the subdominant ITGa is

active, so either or both of ITGc and TEMa/b must have significant activity in order

to balance the net particle flux. This leads to a broader 𝑘 spectrum, with possibly

intermixed ion- and electron-direction turbulence at ion-scales, corresponding to a

“LOC-like” regime.

Since the “SOC-like” and “LOC-like” regimes continuously connect to the higher

collisionality counter-current rotation and lower collisionality co-current rotation branches

of the turbulent bifurcation, respectively, it is inferred that the rotation physics of
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Figure 6-5: A qualitative illustration of the proposed LOC/SOC transition in the
rotation reversal region. (Top) Example of six mode family-integrated intensities
which would be consistent with the inferred transport via equation (6.2). Note the
exact ratios between families are underconstrained, so these are only illustrative so-
lutions. In SOC the subdominant families ITGa/c and TEMa are quenched in a way
which respects particle flux constraint. (Bottom) An example ion heat flux spectrum
which is consistent with the above mode families. Note the SOC spectrum in blue is
narrower than the LOC spectrum in red.

ITG dominant or TEM dominant (but possibly ITG active) turbulence continues to

be relevant closer to the transition in their respective regimes. The changes suggested

by this model are illustrated schematically in Figure 6-5, and their consequences sum-

marized in Table 6.2. One key implication is that despite heat transport being the

principal externally driven means of turbulent free energy release in the plasma, modes

which are subdominant in heat transport can play a role in determining the behavior

of transport in other channels, such as particle or momentum transport.
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Table 6.2: Summary of the consequences of the two possible turbulent states pre-
dicted by mQLTA.
Turbulent State LOC SOC

Active Mode Families
Broad ITG

Ion- and Electron-Scale TEM
ETG

Narrow ITG
Electron-Scale TEM

ETG
Particle Flux Balance ITG balances TEM Balance within ITG
Ion Heat Transport TEM giving way to ITG Primarily ITG
Electron Heat Transport Ion and Electron Scale Primarily Electron Scale
Torque Balance TEM and ITG ITG dominates
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Chapter 7

Physical Mechanisms of the

Transition

In order to fulfill the stated goal of understanding the feedback mechanisms leading

to the LOC/SOC transition, we would like to know what constraints hysteresis places

on the possible physical mechanisms underlying the observed dynamics. In the typ-

ical view of plasma turbulence, fluctuations grow due to down-gradient fluxes in the

plasma, which release thermodynamic free energy. In a quasilinear picture, the energy

of these fluctuations is located mostly in linear eigenmodes of the system, and the

total transport is determined when the energy transfered from the active modes to

dissipation by nonlinear interactions balances the pumping of the modes by the linear

growth rate for the relaxed mean profile, leading to a saturated state of turbulence.

This model was implicit in the earlier sections, particularly in the discussions of Sec.

2.4.2. These assumed that a decrease in the linear growth rate of the turbulence would

lead to a decrease in the saturation level of the turbulence, and hence a reduction

in transport. However, upon looking at this viewpoint critically, it leaves open the

possibility that changing saturation mechanisms, rather than changing linear drives,

could cause the transition. This section will describe some possibilities for changes in

saturation which could underlie the turbulent transition.

While this work does not suggest a mechanism leading to the observed bistability

of the turbulent state, it does identify constraints on the possibilities. The exper-
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imentally observed matched density and temperature profiles, both in mean value

and gradients, show that the bistability cannot be explained by changes in the linear

instability drive terms alone. Although not systematically ruled out, the robustness

of the hysteresis to perturbation from LBO injection also suggests that the cross-

ing of an undetected linear stability boundary is not responsible for the transition.

This is due to the large effect of LBO on the linear stability of the plasma[105, 106].

Additionally, while profile shear has been identified as being important to intrinsic

rotation[14, 57], these experiments suggest that changing profile shear is not respon-

sible for the transition itself. However, the experiments do not rule out profile shear

being responsible for setting the final steady-state shape of the rotation profile.

7.1 Possibilities Within Mean Field Theory

Local mean-field mechanisms for bistability are not entirely ruled out by the profiles,

as change of the mean rotation profile could feedback on the plasma turbulence. The

𝐸 ×𝐵 flow shear is not large enough to entirely quench the ion-scale turbulence, but

the shearing rate is a significant fraction of the maximum linear growth rate at ion-

scales, as shown in Figure 6-3. Thus the flow shear could play a role in the saturation

of subdominant modes, creating a situation resembling a ‘population collapse’ posited

by predator-prey models of turbulence at the L-H transition, see e.g. Diamond et

al.[29]. Here, only a portion of the ion scale spectrum collapses at the transition

due to the formation of a shear layer, instead of its entirety. Experimentally this

could be manifested in several ways: for example as a change in fluctuation intensity

spectra, fluctuation correlation lengths, or fluctuation cross-phases, all of which could

possibly be measured on present-day devices. However, nonlinear mode interactions

are important in determining the response of modes to the 𝐸×𝐵 flow shear [6, 53, 121].

Thus it is premature to conclude that changing flow shear is the primary driver

of changing turbulence on the basis of the comparison of the linear growth rate of

subdominant modes to the shear rate.
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7.2 Possibilities For Meso- or Micro-Scale Changes

Looking beyond mean field dependencies, other mechanisms for bistability could in-

volve a change in meso- or micro-scale structure leading to a change in the mode-

mode or mode-zonal flow nonlinear energy transfer. At a basic level, ITGs are

predominantly observed to saturate by coupling to zonal flows, while TEM satu-

ration is found to be insensitive to the presence of zonal flows in some parameter

regimes[79, 86, 80, 40]. 𝑇𝑒/𝑇𝑖 ≈ 1.2-1.4 and 𝜂𝑒 ≈ 2-3 in the rotation reversal region

for the presented experiments, which may be a regime of weak zonal flow damping of

TEMs. Simulations have suggested the importance of turbulent particle transport or

zonal density in the saturation of TEMs[86, 80], although it is unclear why zonal flows

become an ineffective saturation mechanism, and what relevance if any this plays in

the LOC/SOC transition. The rest of this section will discuss other possibilities for

changes in meso- or micro-scale structures relevant to the LOC/SOC transition, al-

though the suggestions are not mutually exclusive, and do not comprise an exhaustive

list.

One such change is suggested by Figure 7-1, where the perpendicular group ve-

locity in the flux surface 𝑣𝑔𝑟 = 𝜕𝜔(𝑘𝑦)

𝜕𝑘𝑦
is compared to the phase velocity in the same

direction 𝑣𝑝ℎ = 𝜔(𝑘𝑦)

𝑘𝑦
. Visually, 𝑣𝑝ℎ ≈ 𝑣𝑔𝑟 for an intermediate scale 𝑘𝑦𝜌𝑠 from 2-5, im-

plying waves in that range are weakly dispersive. The existence of this range can be

understood from the fact that the ratio of the thermal banana orbit width to the ion

sound gyroradius ∆𝑟𝑏/𝜌𝑠 ≈ 0.062 is small, so there exists a range of scales where 𝑘𝑦𝜌𝑠

is large enough that ions are largely adiabatic while 𝑘𝑦∆𝑟𝑏 is small enough that finite

banana orbit width effects have yet to become important. Thus, TEMs at ion-scales

are not expected to have this weak dispersion. Since the wave group velocity matches

the phase velocity over a wide range in 𝑘, wave packets would travel with resonant

particle trajectories in the absence of nonlinear scattering. As has been pointed out

in the past[128, 73], since trapped electron bounce centers precess toroidally and do

not decorrelate from the wave due to parallel streaming, they can remain at a fixed

phase with the wave. This is contrasted with electrons and ions in passing orbits,
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Figure 7-1: A plot of wave phase velocity 𝑣𝑝ℎ (solid lines) and group velocity 𝑣𝑔𝑟
(dashed lines), for Case I (top) and II (bottom) both at 𝑟/𝑎 = 0.6. The ITG branch
(magenta) and TEM/ETG branch (green) are shown in different colors. Note that 𝑣𝑔𝑟
follows 𝑣𝑝ℎ more closely for the TEM/ETG branch than it does for the ITG branch.
The text discusses this more quantitatively.

which rapidly decorrelate with the wave phase due to parallel streaming. This long

field-particle interaction time could lead to a large deflection of the trapped electron

bounce center from its unperturbed trajectory. Such large deflections would lead

to the breakdown of quasilinear theory, which is based on ‘small’ kicks due to the

response of particles to the perturbing fields.

This breakdown is signaled quantitatively by the Kubo number 𝒦 ≡ 𝜏𝑎𝑐/𝜏𝑆 cross-

ing unity. Here 𝜏𝑎𝑐 is the autocorrelation time of the fields (in this case, electrostatic

potential) as seen by resonant particles on unperturbed trajectories, and 𝜏𝑆 is the

‘bounce’ time of the resonant particle in the field pattern, after which the usage of

unperturbed trajectories for resonant particles will fail. See Appendix A for a more

quantitative discussion of how this condition arises. Some prototypical examples of

𝜏𝑆 are in Current Driven Ion Acoustic (CDIA) turbulence where 𝜏−1
𝑆 = 𝑘

√︁
𝑞𝜑/𝑚𝑖

is the bounce time of a particle in an electrostatic well of amplitude 𝜑 formed by

the ion acoustic wave, or in fluid 𝐸 × 𝐵 turbulence where 𝜏𝑆 = 𝑉𝐸/𝜆𝑐 is the eddy

circulation time with 𝜆𝑐 as the characteristic eddy length[108]. Here, the symbol 𝜏𝑆

is used to prevent confusion with the bounce time of particles in banana orbits 𝜏𝑏 in

the magnetic well, and emphasizes that this is an effect due to the long interaction
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time between particles and an eikonal phase 𝑆 of the wave.

With this physical picture in mind, the proximity of 𝑣𝑔𝑟 to 𝑣𝑝ℎ can now be esti-

mated. Note that these are order of magnitude estimates, as the experiments do not

tightly constrain many of the relevant values, and are presented here to inform future

work rather than to claim any particular conclusion. For ITG, there are contributions

from both parallel streaming and perpendicular particle drift motion relative to the

group velocity, which we can estimate a typical time as 𝜏𝑎𝑐,‖ ≈ 𝑞𝑅/𝑣𝑡𝑖 ≈ 5.4𝑎/𝑐𝑠 and

𝜏𝑎𝑐,⊥ ≈ |(𝑣𝑝ℎ−𝑣𝑔𝑟)∆𝑘𝑦|−1 ≈ 5𝑎/𝑐𝑠, where ∆𝑘𝑦𝜌𝑠 ≈ 1 for ITG and the phase and group

velocity of the most unstable mode were taken. Thus 𝜏𝑎𝑐 = (𝜏−1
𝑎𝑐,‖ + 𝜏−1

𝑎𝑐,⊥)−1 ≈ 2.6𝑎/𝑐𝑠

For the ITGb family, by using the values from Figure 6-4 in equation (6.2), the exper-

imental heat flux requires a saturation amplitude of
⟨⃒⃒⃒

𝑒𝜑
𝑇𝑒

⃒⃒⃒2⟩
𝑎2

𝜌2𝑠
≈ 1 in the rotation

reversal region. Using 𝑇𝑒 ≈ 1.2𝑇𝑖 and considering a peak 𝑘𝑦𝜌𝑠 ≈ 0.5, this amplitude

corresponds to a typical RMS velocity of 𝑉𝐸 ≈ 0.4𝑐𝑠𝜌𝑠/𝑎. Then for radial eddies of

size 2-10 𝜌𝑠, the ITG Kubo number will be 𝒦 ≈0.5-0.1, which marginally satisfies the

requirements for quasilinear theory to hold.

In contrast to this situation, for TEMs in the absence of collisions, the decorrela-

tion will be due to the relative difference of the bounce center toroidal precession and

the group velocity, and can be estimated as 𝜏𝑎𝑐 ≈ |(𝑣𝑝ℎ − 𝑣𝑔𝑟)∆𝑘𝑦|−1 ≈ 25𝑎/𝑐𝑠 where

the spectral width ∆𝑘𝑦𝜌𝑠 is taken to be 4, which is the spectral range over which

the phase velocity closely follows the group velocity. For the TEMb family, a mixing

length estimate constrained by the experimental fluxes suggests a saturation ampli-

tude of
⟨⃒⃒⃒

𝑒𝜑
𝑇𝑒

⃒⃒⃒2⟩
𝑎2

𝜌2𝑠
≈ 0.1 in the rotation reversal region, so 𝒦 & 1. Thus the TEMb

family, when it is active, requires additional decorrelation mechanisms to satisfy a

necessary condition for weak turbulence in LOC. Note here the effect of mean flow

shear, zonal flow shear, and other forms of radial shear on the Kubo number have not

been taken into consideration. These could contribute to an enhanced decorrelation

rate through the mechanism of shear-enhanced dispersion [6, 53, 23].

As the transition is approached, the TEM amplitude decreases, lengthening 𝜏𝑆.

Concurrently the collisionality increases, causing trapped electrons to be scattered

into passing orbits, rapidly shortening 𝜏𝑎𝑐. Finally, the magnitude of the mean flow
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shear also increases significantly in the rotation reversal region. These effects suggest

that 𝒦 decreases as the LOC/SOC transition is approached, suggesting the possi-

bility of a transition from strong TEM turbulence to weak TEM turbulence may be

involved with the transition. This transition could involve trapped electron coherent

phase space structures in LOC, which disappear in SOC due to the stronger decorre-

lation mechanisms. These structures may take the form of coherent radial streamers,

which have been observed in simulations of strong collisionless TEM turbulence[128].

However, note that 𝒦 < 1 is a necessary but not sufficient condition for weak tur-

bulence to hold, and other timescales such as the Dupree trapping time[36] need to

be considered in order to determine if this strong to weak transition would actually

occur.

An interesting meso-scale transition which could be involved in LOC/SOC is the

formation of staircases. Staircases are self-sharpening zonal 𝐸 × 𝐵 flow patterns,

named after their planetary analogue[33]. The possibility of staircases being involved

in LOC/SOC was raised by observations in Hornung et al.[58], where quasi-regularly

spaced local reductions in the radial turbulence coherence length were observed in

SOC but not in LOC. Staircases could form from inhomogeneous mixing exhibiting

bistability in the flux-gradient relationship. Staircase steps can merge to form larger

shear layers[3]. The suggestion here would be that the fate of staircases would differ

between LOC and SOC, possibly due to the stronger presence of TEM in the for-

mer. In LOC, staircases would either not form, or not merge into large-scale shear

layers, while in SOC, staircases would form and merge into the observed shear layer.

One mechanism which could lead to this situation is suggested by the strong to weak

turbulence transition mentioned earlier. In LOC, coherent trapped electron phase

space structures could form. These would act similarly to coherent vortices in at-

mospheric flows, which are known to punch through planetary staircases when the

vortex strength is large enough compared to the staircase potential vorticity step [35].
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Chapter 8

Summary, Discussion, and Future

Work

In summary, this thesis presents hysteresis experiments which provide a novel probe of

the LOC/SOC transition and rotation reversal. The two transitions are shown to be

linked to a single bifurcation of the turbulent state, showing that LOC and SOC cor-

respond to different states of turbulence, with elements of this bifurcation persisting

in auxiliary heated plasmas. Plasmas with density and temperature profiles indistin-

guishable within error bars are shown to manifest different rotation states, placing

tight constraints on possible mechanisms for the rotation reversal. The hysteresis is

observed to be robust to perturbative cold pulse injection, showing conclusively that

a change in dominant ion-scale instability from electron-directed to ion-directed alone

cannot be responsible for the LOC/SOC transition. Despite having nearly identical

drive terms, differences in measured turbulent fluctuations are observed in some cir-

cumstances across the transition. Similar phenomena are observed in auxiliary heated

L-modes, suggesting the relevance of the bifurcation to more general transport trends

in L-mode. A reduced quasilinear transport model used experimentally-inferred tur-

bulent fluxes to provide constraints on the possible modes active in the turbulence.

This analysis identified a change in the mix of mode saturation levels as a candidate

explanation for the rotation reversal, implicating a subdominant mode population

collapse as the physical mechanism underlying the observed bifurcation in turbulent
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fluctuations and momentum transport. This associates the LOC/SOC transition with

the collapse of a subdominant intermediate-scale TEM population, rather than with

a change in dominant linear instability from TEM to ITG. The relevance of physics

beyond the quasilinear approximation was also explored, noting the possibility of

a change from strong to weak TEM turbulence suggested by changes to the Kubo

number across the transition.

The hysteresis experiments presented here provide a stepping stone for future in-

quiry that could lead to a full dynamical explanation of the LOC/SOC transition and

rotation reversal. Many open questions remain, since the validity of the quasilinear

approximations is called into question in this work, and the mechanism underlying

bistability has yet to be identified. Additionally, the link between how changes in

turbulence lead to the observed changes in residual stress is still missing. The anal-

ysis hints at the nonlinear physics needed to construct reduced dynamical models to

describe the LOC/SOC transition, such as predator-prey models of the sort used to

describe the L-H transition. The experiments also suggest the possibility of numerical

hysteresis experiments in global nonlinear simulations, which could probe the residual

stress physics independent of the linear drives. The analysis also provides possible ob-

servable consequences of the bifurcation which could be seen on present-day devices,

providing interesting future experimental avenues of investigation as well.

8.1 Impacts on Reactor Design

While this work concludes that a nonlinear bifurcation underlies the LOC/SOC tran-

sition, we have yet to address the impact on reactor design. While the bulk of the

thesis was about characterizing this bifurcation from an experimental and physical

point of view, this section will now discuss its impact in the larger context of fu-

sion energy. In particular, the work showed that the nonlinear bifurcation persists

in auxiliary heated L-modes, raising the question of how or if the LOC/SOC scaling

manifests in high-performance plasmas. This section will discuss questions raised by

the conclusions of this thesis: is the transition relevant to reactor regimes? What
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does the transition say about confinement scalings outside of Ohmic scalings? And

what role does rotation play in confinement?

8.1.1 Is the Transition Reactor-Relevant?

This work established that the same nonlinear bifurcation present in Ohmic plasmas

also separates turbulent states in auxiliary heated L-modes. Note that transitions

similar to the LOC/SOC transition in energy confinement time have also been ob-

served in density ramps of plasmas heated with electron auxiliary heating [119, 88], so

this is perhaps not necessarily that surprising. However, it does further reinforce the

importance of understanding whether or not this confinement transition will occur

for reactor-relevant plasmas.

While most reactors are designed around H-mode plasmas, there has been a recent

resurgence of interest L-mode reactor concepts through the observed performance of

negative triangularity L-mode plasmas [85, 70]. Such L-mode plasmas would have

the benefit of being naturally ELM-free, less sensitive to radiative fraction at the

edge, and would not have a minimum power threshold for access to high-performance

regimes. It has been proposed that on TCV and DIII-D, the observed improvement

in confinement was due to the stabilization of TEMs by negative triangularity, even

for plasmas where 𝑇𝑒 ∼ 𝑇𝑖. However, results on TCV also showed this confinement

improvement disappearing at high collisionality [15]. Given that the LOC/SOC tran-

sition is thought to be due to increasing collisionality at higher densities, and that this

work shows this bifurcation persists in auxiliary heated L-mode plasmas, this work

suggests that a similar transport bifurcation may exist in high performance negative

triangularity regimes for high enough collisionalities. Thus, a firmer understanding of

the collisionality dependence of the LOC/SOC transition may inform extrapolation

of negative triangularity plasma performance to higher collisionality plasmas. While

this work has not provided new quantitative estimates of the scaling, it does rule out

scalings based on the growth rate of the linear instabilities alone.

The scaling of the LOC/SOC transition density with other plasma parameters is

still not well understood. Two explanations that have been proposed are that the
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transition occurs at a critical collisionality 𝜈* [103], or when electrons and ions be-

come sufficiently collisionally coupled (depending on both 𝑇𝑒/𝑇𝑖 and 𝜈𝑒𝑖) [41]. While

this work has not provided new quantitative estimates of the scaling, it does imply

that arguments based on the linear growth rates or collisional couplings alone cannot

explain the LOC/SOC transition. In Ohmic plasmas, since most of the plasma pa-

rameters of interest are correlated (such as density and temperature at fixed current,

or current and temperature at fixed density), it is difficult to probe the dependency

of the transition on the relevant plasma parameters individually. Additional exper-

iments on intrinsic rotation reversals in the presence of auxiliary heating may help

break these correlations and improve understanding of when the transition occurs.

One final note is that so far, nothing in the arguments presented in the thesis so far

suggest that the transition is limited to L-modes. It may be interesting to explore if a

subdominant mode collapse of TEMs could occur in the core of H-or I-mode plasmas

as well, and see if the consequences on transport are similar to the consequences on

L-mode transport.

8.1.2 What Does the Transition Say About Confinement Scal-

ing?

The biggest takeaway from this work is that the LOC and SOC branches of confine-

ment scaling are not continuously connected when taking paths via density control

or auxiliary heating for the parameter regimes tested here. An interesting question

is whether or not the LOC and SOC branches then represent completely completely

different states of plasma which cannot be connected by any path, or if these states

could be connected through different parameter regimes. What this means is, for

example, water with pressure and temperature below the critical point experiences a

first-order phase transition between the liquid and gas phases. However, it is possi-

ble to continuously transform from a liquid to a gas without a phase transition by

passing through a supercritical fluid state above the critical temperature or pressure.

Such a transformation is possible because the liquid and gas states have the same
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symmetry properties [47]. Such a continuous transformation is not possible for the

solid-liquid or solid-gas transition, which will always involve a phase transition due

to the change in the symmetry properties of the phase. By determining the ‘phase

diagram’ of confinement transitions, it would be possible to more productively sort

discharges into different underlying turbulent states, with more accurate scaling laws

being developed for the different classes of discharges. This is already done by the

separation of discharges into L- and H-mode states, and could be extended further to

‘LOC-like’ and ‘SOC-like’ states.

This work also brings up questions about whether or not the plasma can be tai-

lored to remain in the LOC branch or SOC branch. In the past, improved Ohmic

confinement (IOC) scalings were observed as an (approximate) extension of the LOC

scaling into much higher-collisionality plasmas, which would normally be SOC, via

controlling edge conditions or via pellet injection. It was hypothesized that this im-

proved confinement involved the stabilization of ITG modes by the increased density

gradient, although it is unclear if the peaking of the density profile is the root cause

of the improved confinement, or if it is a corollary of another transport change [119].

The observed turbulence bifurcation suggests a new interpretation of the difference

between SOC and IOC through the dynamics of the subdominant modes. In IOC

when the ITG stabilized, the formerly subdominant TEMs become dominantly re-

sponsible for transport. Noting that the net particle transport of the TEMs predicted

by the quasilinear model is inward, this suggests the TEMs alone support a steeper

density gradient than the mixed ITG/TEM state. This steeper density gradient would

not get realized in SOC because of the presence of the ITGs, and by the quenching

of subdominant TEMs at the transition.

Since auxiliary heated plasmas tend to be at lower collisionality than Ohmic plas-

mas, one might ask if it is possible to extend the SOC scaling into LOC collisionality

regimes. An interesting experiment may be to identify there is hysteresis in the re-

sponse of the energy confinement to scans of neutral beam injection (NBI) from co-

to counter-current injection. For example, experiments on ASDEX found counter-

current injection of NBI heating into L-mode discharges lead to improved confinement,
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while co-current injection of the same amount of NBI did not [46]. These experiments

could probe the impact of the mean flow shear on the subdominant modes, and sug-

gest new ways to tailor the performance of reactor plasmas that would only require

injection of momentum to the rotation reversal region, not all the way into the plasma

core.

8.1.3 What About Rotation?

This work suggests that one possibility for the LOC/SOC transition is from the self-

consistent feedback of the toroidal rotation generated via turbulent residual stress

on the saturated turbulent state. While the role of the residual stress and toroidal

rotation shear is well known in the pedestal of H- and I-mode plasmas, as well as in

internal transport barrier (ITB) plasmas, this conclusion would suggest the impor-

tance of self-consistent rotation modeling to predict transport for ‘plain’ turbulent

plasmas without ITBs. This is outside of the range of current quasilinear codes, and

suggests the need for additional work to be directed in the characterization of rotation

in global gyrokinetic simulations for the construction of improved reduced models.

8.2 Avenues for Future Exploration

This section will discuss signatures of the proposed transition that could possibly be

observed in experiment or in simulation, as well as theoretical approaches to gain-

ing more insight into the dynamics of the transition. Since the physical mechanism

underlying the transition hasn’t been determined, it is difficult to say with certainty

what the signatures of the transition would be. For example, while the use of the

word ‘collapse’ might suggest that looking for a significant drop in the power spec-

trum of electrostatic fluctuations at intermediate-k would be a sign of this transition,

there are other ways that transport from this wavenumber range could be quenched.

For example, the cross-phases could be randomized without a loss in amplitude of

electrostatic fluctuations, which would lead to a quenching of transport but no ob-

served change in the power spectrum. This would only be detectable by looking at
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fluctuation cross-phases.

8.2.1 Possibly Observable Experimental Signatures

This section will discuss what different experimental signatures, accessible through

current or near-future diagnostics, would imply about the physical mechanisms of

the LOC/SOC transition. A note of caution is that characterizing the relationship

between fluctuations measured by turbulence diagnostics, and that of the actual tur-

bulent state is non-trivial. However, performing hysteresis experiments on other toka-

maks equipped with more extensive diagnostic systems could differentiate between

the different physical mechanisms underlying the transition proposed in this thesis.

As a reminder, the changes in turbulence identified by the quasilinear modeling are

summarized in Table 6.2.

Turbulence Amplitude Diagnostics

The most direct interpretation of the subdominant mode collapse is that fluctuations

at intermediate-𝑘 scales collapse in amplitude in the SOC branch. Some diagnostics,

such as Doppler backscattering (DBS) systems, are able to directly measure fluctua-

tions localized both in real space and in wavenumber space. For example, experiments

on DIII-D observed a collapse in 𝑘𝜃𝜌𝑠 ≈ 1.5-2.0 density fluctuations in radial loca-

tions corresponding to the rotation reversal region for SOC plasmas compared to LOC

plasmas [50]. However, since these measurements were at higher density, it is not nec-

essarily clear if these reduced fluctuations were due to a change in linear stability, as

opposed to a change in the nonlinear saturation mechanisms. It may be interesting

to repeat similar measurements for hysteresis experiments.

Non-Doppler reflectometry systems, which provide spatial localization but not

wavelength localization, may also be another option for providing insight into changes

in the turbulent state. While such reflectometry data was collected for the hysteresis

experiments in this thesis, additional modeling with synthetic diagnostics would be

required to disentangle the impact of changes in turbulence in the plasma frame versus
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changes in measured spectra from a change in Doppler shift. Significant work has been

done to characterize such reflectometry spectra in LOC/SOC transition experiments

on JET and Tore Supra. A quasi-coherent feature present in LOC but not in SOC

was identified as a quasi-coherent TEM fluctuation from nonlinear simulation [24].

Futhermore, it was identified that TEM linear instability was not sufficient to create

the QC-TEMs; some unidentified nonlinear effects were necessary to reproduce the

observed quasi-coherent feature as well. WEST or KSTAR might be good testbeds

for new measurements. The question here would be, do QC-TEMs disappear on the

SOC branch and reappear on the LOC branch of hysteresis experiments? This may

provide insight into the nature of the nonlinear processes responsible for creating the

QC-TEMs.

Correlation Electron Cyclotron Emission (CECE) diagnostics are also capable

of providing turbulence amplitude measurements which are localized in space but

not in wavelength. Due to weak signal-to-noise ratio, the CECE measurements col-

lected from the experiments in this thesis did not provide strong quantitative insight

into changes in turbulence amplitude between the LOC-like and SOC-like turbulence

states within the rotation reversal region. Previous measurements on Alcator C-Mod

outside of the rotation reversal region do robustly observe a drop in electron temper-

ature fluctuations going from LOC to SOC without a change in dominant ion-scale

instability [125, 115, 114]. This is broadly consistent with the picture of a quench

of subdominant ion-scale TEMs as LOC transitions to SOC. However, this interpre-

tation comes with several caveats. The first is that the subdominant mode collapse

proposed in this thesis only describes changes within the rotation reversal region. In

the absence of turbulence spreading or other non-local effects a subdominant mode

collapse in one region of the plasma would not necessarily manifest a change in turbu-

lence in other regions of the plasma. The second is that ITG can also drive significant

electron temperature fluctuations via the trapped electron response, which will change

as a function of collisionality. Thus, changes in electron temperature fluctuations are

not necessarily purely indicative of changes in TEM amplitude, and could also reflect

changes in the collisionality profile rather than the turbulence bifurcation identified
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in this work. Experimental validation of the proposed subdominant mode collapse

would thus require synthetic diagnostic development in combination with new CECE

measurements in rotation reversal hysteresis experiments which are radially localized

to the rotation reversal region. The CECE system on AUG may be capable of such

measurements. Such experiments would not necessarily need to continuously ramp

the density up and down in order to complete a full hysteresis loop, thus leaving much

larger windows for averaging of the turbulent fluctuations.

Finally, line-integrated fluctuation measurements such as PCI may provide insight

when other diagnostics are not available. However, detailed interpretation these mea-

surements requires significant investment into synthetic diagnostics, and may leave

the radial localization difficult.

Turbulence Correlation and Cross-Phase Diagnostics

As discussed in the physical mechanisms section, another way a subdominant mode

collapse may manifest is as a dephasing of fluctuations at intermediate-𝑘 scales. In this

case, the amplitude of fluctuations in this wavelength range could still be significant,

but since the transport cross-phases have been randomized, this range of wavelengths

would not be responsible for any turbulent transport. One way of observing this in ex-

periments is through cross-phase measurements, such as done in AUG through CECE

systems which share optics with a reflectometry system. This mechanism of subdom-

inant mode collapse could be visible as a change in the measured density-temperature

cross-phases without a corresponding change in the total amplitude of fluctuations.

Another possibility is to look at fluctuation radial coherence lengths - a shortening

of the radial coherence length would increase the decorrelation rate of particles with

the wave as particles are transported radially, and hence would also correspond to a

change in the quasilinear weight. If the coherence length changed without a change

in turbulent amplitude, this would also be indicative of a subdominant mode collapse

via change in the quasilinear weights.
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8.2.2 Dynamics Visible in Simulation

In addition to experimental work, nonlinear simulation can also play a role in elucidat-

ing the physical mechanisms underlying the LOC/SOC transition. A major challenge

in studying simulation comes from experimental uncertainty. Small changes in the

profile gradients or other simulation inputs within error bars can have a significant

effect on the simulated heat fluxes and other features of the turbulent state. Addi-

tionally, it is difficult to determine if the simulations include all physics relevant to the

transition - for example, since the dynamics of the TEM/ETG branch is implicated

in the transition, one would expect that a large enough portion of the TEM/ETG

spectrum needs to be simulated in order to properly capture the possibility of energy

cascading from the intermediate scales to the electron scales. Such simulations would

need to be multiscale, and hence extremely computationally expensive. The impact

of intermediate scales on global organization of turbulence through staircases and

avalanching is also unclear.

With these caveats in mind, it is still possible to investigate individual parts of the

proposed bifurcation via targeted nonlinear simulations. Possible numerical diagnos-

tics of use in local gyrokinetic simulations would be frequency or 𝑘 power spectra of the

electrostatic potential fluctuations - similar to the experimental measurements, these

could reveal a collapse of fluctuation amplitudes at the subdominant scales. Cross-

phases and quasilinear weights are also more accessible in simulation, and could reveal

quenching of transport via departure of the cross-phases from quasilinear predictions.

Heat and particle flux spectra could also provide important clues as to which scales

are active in transport. Bicoherence [64] and other third-order statistics could also

provide insight into nonlinear energy transfer present in the system.

If the 𝐸 × 𝐵 shear were responsible for suppressing subdominant intermediate-

scale modes, this hypothesis could be explored by running nonlinear local gyrokinetic

simulations of plasmas near the transition with the same density and temperature

profiles, but differing rotation shear corresponding to LOC (weaker shear) and SOC

(stronger shear). It may be important to extend the simulation up to scales 𝑘𝑦∆𝑟𝑏 ∼ 1,
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or equivalently 𝑘𝑦𝜌𝑠 ≈ 16 since as discussed in the physical mechanisms section, the

intermediate scale TEM branch with 𝜌−1
𝑠 . 𝑘𝑦 . ∆𝑟𝑏 is weakly dispersive and could

possibly lead to strong nonlinear coupling of drift waves in this regime, leading to sig-

nificant transfer of energy from scales where 𝛾𝑘 > 𝛾𝐸 to the subdominant intermediate

scales.

Running similar numerical experiments in global gyrokinetic codes could also pro-

vide insight into the symmetry breaking mechanisms responsible for the generation

of the rotation in the first place. One could envision running “numerical hysteresis

experiments”, where a simulation is run for profiles near the transition in one rotation

state until the saturation of turbulence is reached, then switch the rotation to the

other state, then see how the saturated state of turbulence responds. Note that sim-

ulations in [50] observed the residual stress profile to be closely correlated with the

structure of the 𝐸 × 𝐵 zonal flow shearing profile, with the rotation reversal corre-

sponding to the formation of a large-scale dipolar structure in the zonal flow shearing

rate. These numerical hysteresis experiments could provide insight into how robust

this structure is at different plasma parameters, and also provide information on the

dynamics of the structure formation, such as if it forms as the result of the merger of

staircase steps.

8.2.3 Theoretical Approaches

The analogy between the L-H transition and the intrinsic rotation reversal suggests

that the LOC/SOC transition may be amenable to predator-prey modeling. This

modeling may be useful for identifying which physical mechanisms are necessary to

capture the qualitative features of the transition. Such modeling could also iden-

tify possible scalings for the LOC/SOC transition density. However, predator-prey

models of turbulence typically only have one population of drift waves, as including

additional populations requires a description of how these drift wave populations in-

teract. Using nonlinear simulation to inform how the drift waves interact, possibly

through proper orthogonal decomposition (POD) techniques to identify the the rel-

evant modes in gyrokinetic simulations [54], could help determine the importance of
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interactions between the different populations of drift waves. Dupree renormalization

[36] or more formal direct interaction approximation (DIA) techniques [74] could also

provide insight on how modes interact and on the possibility of a strong-weak TEM

transition, although these methods would be significantly more difficult to handle

analytically.
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Appendix A

Aspects of Quasilinear Theory

This appendix briefly covers aspects of quasilinear theory relevant for the thesis.

In particular, a motivation for studying the Kubo number is given. For detailed

derivations and discussions on this topic, see [108, 74, 31].

A.1 Physical Content of Quasilinear Theory

Consider abstractly the following set of equations which describes a closed nonlinear

advection equation by an incompressible flow:

𝜕

𝜕𝑡
𝑓 + u · 𝜕

𝜕z
𝑓 = 0 (A.1)

u = 𝒰 [𝑓 ] (A.2)

𝜕

𝜕z
· u = 0 (A.3)

Here z is some real space or phase space coordinate, 𝑓 = 𝑓(z, 𝑡) is an arbitrary

scalar function, u = u(z, 𝑡) is the flow velocity, and 𝒰 is a (possibly nonlinear)

functional which determines the flow pattern u(z, 𝑡) in terms of the scalar function

𝑓(z, 𝑡). The incompressibility condition (A.3) is redundant for properly defined 𝒰 ,

but it is included for emphasis. This setup encompasses two important cases of the

Vlasov-Poisson equations and the Charney-Hasegawa-Mima (CHM) equation, shown

in Table A.1.
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Abstract symbol Vlasov-Poisson equations CHM equation
𝑓 Particle distribution function 𝑓 Potential vorticity 𝑞
z Phase space coordinates (x,v) Real space coordinates (x,y)
u Phase space velocity (v, 𝑞E/𝑚) 𝐸 ×𝐵 velocity u𝐸

Table A.1: List of correspondences between the symbols in the abstract equations
(A.1-A.3) and two important systems of study.

Take equation (A.1) and split it into a Reynolds averaged and fluctuating part,

i.e. 𝑓 = ⟨𝑓⟩ + 𝑓 , which results in

𝜕

𝜕𝑡
⟨𝑓⟩ + ⟨u⟩ · 𝜕

𝜕z
⟨𝑓⟩ = −

⟨
ũ · 𝜕

𝜕z
𝑓

⟩
(A.4)

𝜕

𝜕𝑡
𝑓 + ⟨u⟩ · 𝜕

𝜕z
𝑓 + ũ · 𝜕

𝜕z
⟨𝑓⟩ =

[︂
ũ · 𝜕

𝜕z
𝑓 −

⟨
ũ · 𝜕

𝜕z
𝑓

⟩]︂
(A.5)

Formally, these equations are exact. Equation (A.4) determines the evolution of the

mean state, which depends on the fluctuations, interpreted as eddies, through the

right-hand side of the equation. Since u is incompressible, we can write the right-

hand side as the divergence of a turbulent flux,

−
⟨
ũ · 𝜕

𝜕z
𝑓

⟩
= − 𝜕

𝜕z
·
⟨
ũ𝑓
⟩

= − 𝜕

𝜕z
· F (A.6)

In order to calculate the turbulent flux, equation (A.5) is used to determine the

evolution of the eddies. The term on the right-hand side of that equation relates

to nonlinear eddy-eddy interaction. In the quasilinear approximation, we drop these

nonlinear terms, resulting in the following linear equation:

[︂
𝜕

𝜕𝑡
+ ⟨u⟩ · 𝜕

𝜕z

]︂
𝑓 = −ũ · 𝜕

𝜕z
⟨𝑓⟩ (A.7)

The operator on the left-hand side of (A.7) can be formally inverted by solving for

the Green’s function 𝐺

[︂
𝜕

𝜕𝑡
+ ⟨u⟩ · 𝜕

𝜕z

]︂
𝐺(z, 𝑡; z′, 𝑡′) = 𝛿(z− z′)𝛿(𝑡− 𝑡′) (A.8)
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This PDE can be solved for via the method of characteristics,

𝐺(z, 𝑡; z′, 𝑡′) = 𝛿(z̄𝑐(𝑡
′; z, 𝑡) − z′)𝐻(𝑡− 𝑡′) (A.9)

where 𝐻(𝑡 − 𝑡′) is the unit step function, and z̄𝑐(𝑡
′; z, 𝑡) is the time-reversed path of

a particle following a mean flow characteristic which ends up at position z at time 𝑡,

e.g. the solution to the ODE

d

d𝑠
z̄𝑐(𝑡− 𝑠; z, 𝑡) = −⟨𝑢(z̄𝑐(𝑡− 𝑠; z, 𝑡), 𝑡− 𝑠)⟩ (A.10)

z̄𝑐(𝑡; z, 𝑡) = z (A.11)

Now, we can invert equation (A.7)

𝑓(z, 𝑡) = −
∫︁

dz′ d𝑡′𝐺(z, 𝑡; z′, 𝑡′)ũ(z′, 𝑡′) · 𝜕

𝜕z′
⟨𝑓⟩ (z′, 𝑡′) (A.12)

which allows for the calculation of the turbulent flux seen in equation (A.6) as

𝐹𝑗 =
⟨
𝑢̃𝑖(z, 𝑡)𝑓(z, 𝑡)

⟩
= −

∑︁
𝑗

∫︁
dz′ d𝑡′𝐺(z, 𝑡; z′, 𝑡′) ⟨𝑢̃𝑖(z, 𝑡)𝑢̃𝑗(z′, 𝑡′)⟩

𝜕

𝜕𝑧′𝑗
⟨𝑓⟩ (z′, 𝑡′)

(A.13)

where the subscript index refers to the component of a vector in some fixed basis.

Assuming a scale separation between the time and spatial scales of ⟨𝑓⟩ (z, 𝑡) compared

to the fluctuating fields, which depend on z − z′ and 𝑡 − 𝑡′, equation (A.13) can be

written in a form reminiscent of a Fick’s law:

F(z, 𝑡) = −D(z, 𝑡)
𝜕

𝜕z
⟨𝑓⟩ (z, 𝑡) (A.14)

𝐷𝑖𝑗(z, 𝑡) =

∫︁ ∞

0

d𝑠 ⟨𝑢̃𝑖(z, 𝑡)𝑢̃𝑗(z̄𝑐(𝑡− 𝑠; z, 𝑡), 𝑡− 𝑠)⟩ (A.15)

where the integration over dz′ was performed using the Green’s function (A.9).

Equation (A.15) represents one of the principal physical underpinnings of quasi-

linear theory. Particles (or equivalently, fluid parcels) are assumed to diffuse based

on the statistics of ũ, as sampled along particle trajectories which are traveling only
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with the mean velocity ⟨u⟩. If the typical root mean square velocity is 𝑈̃ and the

typical autocorrelation time of the field as seen along the mean trajectory is 𝜏𝑎𝑐, we

see that 𝐷 ∝ 𝑈̃2𝜏𝑎𝑐. This corresponds to the physical picture of particles undergoing

independent kicks 𝑈̃/𝜏𝑎𝑐 spaced 𝜏𝑎𝑐 apart, then using to the central limit theorem to

conclude that this results in a diffusive process.

The final approximation to employ is to use the linearized version of equation

(A.2) (although it is not an approximation if 𝒰 is linear) to determine the relationship

between 𝑓 and ũ via

ũ =
𝛿𝒰
𝛿𝑓

[𝑓 ] (A.16)

which when combined with equation (A.7) and applying Fourier transforms for spa-

tially homogeneous mean states ⟨𝑓⟩ and ⟨u⟩ typically results in a dispersion relation

𝜖(𝜔,k) = 0. This states that fluctuations at each k are primarily coherent fluctu-

ations, 𝑓k = 𝛿𝑓 𝑐
k, which satisfy the dispersion relation. For most plasma and fluid

systems where quasilinear theory may conceivably apply, these coherent fluctuations

take the form of waves, possibly with non-zero growth or damping rates. Thus,

quasilinear theory can be thought of as fluctuations consisting of traveling wavepack-

ets supported by the mean state of the medium, which feeds back on the medium via

equation (A.13), plus resonant particle fluctuations.

One thing to note is that due to the wave nature of the fluctuations, the fluc-

tuations will have well-defined propagating wave phase fronts. If the mean particle

trajectories are not synchronized with these phase fronts, then the integral in equation

(A.15) will average over the phase of the wave, leading to zero diffusion. This is the

real-space version of the resonance condition requirement for irreversible transport.

This leads to a natural linkage in Hamiltonian systems between the appearance of

irreversibility in quasilinear theory and the onset of chaos due to resonance overlap.

This leads to the Chirikov island overlap criterion [31] as a necessary condition for

quasilinear theory to be valid, i.e. for chaotic flow to cover large regions of phase

space which supports particle orbit stochasticity.
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A.2 Breakdown of Quasilinear Theory via Particle

Trapping

This diffusive picture can be contrasted with the situation without approximation.

Consider the statistics of a particle or fluid element flowing in the full velocity field

u,

d

d𝑡
z𝑝(𝑡) = u(z𝑝(𝑡), 𝑡) (A.17)

d

d𝑡
⟨z𝑝(𝑡)z𝑝(𝑡)⟩ = 2

∫︁ ∞

0

d𝑠 ⟨u(z𝑝(𝑡), 𝑡)u(z𝑝(𝑡− 𝑠), 𝑡− 𝑠)⟩ (A.18)

While equation (A.18) is superficially reminiscent to diffusion suggested by equation

(A.15), notice that the integrand depends on the entire history of the full particle

path z𝑝(𝑡), not just the characteristics along the mean flow. The kicks the particle

experiences at time 𝑡 are not independent of the kicks experienced at earlier times, and

hence the central limit theorem cannot be applied without additional assumptions.

One way to quantify the departure of the true particle trajectories from the quasi-

linear estimate is via the Kubo number, 𝒦 ≡ 𝜏𝑎𝑐/𝜏𝑆. Here 𝜏𝑎𝑐 is given a precise

definition as the decay time of the integrand ⟨𝑢̃𝑖(z, 𝑡)𝑢̃𝑗(z̄𝑐(𝑡− 𝑠; z, 𝑡), 𝑡− 𝑠)⟩, and 𝜏𝑆
is the ‘bounce’ time of a resonant particle in the field pattern. This was originally

studied in the context of random modulations of an oscillator frequency [75], and

connects to the study of turbulence as a prototypical example of the impact of multi-

plicative noise on the linear response function [74]. The symbol 𝜏𝑆 is used to instead of

the usual 𝜏𝑏 to prevent confusion with the banana orbit bounce time, and emphasizes

the connection to the eikonal phase 𝑆 of the waves.

One prototypical example of 𝜏𝑆 comes from Current Driven Ion Acoustic (CDIA)

turbulence. Consider a particle in 1-D in the frame moving with the phase velocity

of an electrostatic wave. The Hamiltonian for this situation is given by

𝐻 =
𝑝2

2𝑚
− 𝑞𝜑 cos(𝑘𝑥) (A.19)

143



which is the same form as the Hamiltonian for a pendulum. Taking the harmonic

oscillator approximation for the particle motion, the time evolution of a particle

starting with 𝑝(0) = 0, 𝑥(0) = 𝑥0 (representing an initially resonant particle) is

𝑝(𝑡) = 𝑚𝑥0/𝜏𝑠 sin(𝑡/𝜏𝑆) (A.20)

where 𝜏−1
𝑆 = 𝑘

√︀
𝑞𝜑/𝑚. If 𝒦 ≪ 1, then the particle only has a chance to travel for a

time 𝑡 . 𝜏𝑎𝑐 ≪ 𝜏𝑆 before it sees a new wave phase. Then, taking 𝑥0 ∼ 𝑘−1 equation

(A.20) can be approximated using sin 𝜃 ≈ 𝜃 as

𝑝(𝑡) − 𝑝(0) ≈ 𝑚𝑥0/𝜏
2
𝑠 𝑡 ∼ 𝑞𝑘𝜑𝜏𝑎𝑐 (A.21)

so we see that the particle experiences a kick of ∆𝑝 = 𝑞𝐸̃𝜏𝑎𝑐. This matches the

diffusive scaling estimate given earlier. However, in the opposite limit, if 𝒦 ≫ 1, then

the linearized trajectory of the particle cannot be used. The kick does not scale with

𝜏𝑎𝑐. Thus 𝒦 ≪ 1 is a necessary condition for quasilinear diffusion estimates to hold.
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Appendix B

Gaussian Process Regression

This appendix will discuss what in more detail the assumptions and inputs needed

for Gaussian Process Regression (GPR), and explain more precisely what “rigorous

quantification of uncertainty” means in the context of profile fitting for transport

modeling and falsifiability. Advantages of GPR over spline fitting methods are also

discussed.

B.1 Explanation of Gaussian Process Regression

Gaussian Process Regression (GPR), originally known as kriging [83], as used in this

thesis is a method for inferring mean profiles of density, temperature, and rotation

(as differentiable functions of some flux surface label) from the discrete and noisy

measurements provided by experimental diagnostics. These profiles are then used

as inputs to the transport models used in this thesis. As the class of differentiable

functions over an interval has an infinite number of degrees of freedom, the mean

profiles are underdetermined for any finite number of measurements. Thus, some

choice has to be made on how to determine which mean profiles represent the data

‘better’ than other ones. Since measurements are necessarily noisy, this suggests a

probabilistic approach will need to be taken.

This section will introduce time-independent one-dimensional GPR, which is used

for inferring time-averaged kinetic profiles. GPR presumes that the experimental

145



measurements, denoted here as the set of measurements {𝑦𝑖} at locations {𝑥𝑖}, can be

modeled as samples drawn from a Gaussian process plus Gaussian measurement noise.

A Gaussian process is a special case of a stochastic process, which can be thought of as

a function mapping each point in space to a random variable. For Gaussian processes,

the joint probability distribution of any finite collection of those random variables

will be a multivariate Gaussian distribution. Gaussian processes can be thought of

as infinite-dimensional generalizations of multivariate Gaussian distributions. Just

like how an 𝑛-dimensional multivariate Gaussian distribution is completely specified

by an 𝑛-dimensional mean vector 𝜇 and 𝑛 × 𝑛 symmetric covariance matrix Σ, a

Gaussian process is completely specified by a mean function 𝑚(𝑥) and symmetric

covariance kernel 𝑘(𝑥, 𝑥′) = 𝑘(𝑥′, 𝑥).

The problem of evaluating mean profiles and their uncertainties given the exper-

imental measurements can now be restated in probabilistic terms as evaluating the

functions 𝑦*(𝑥*) = E[𝑦*|{𝑦𝑖}] and Σ(𝑥*, 𝑥
′
*) = Cov[𝑦*, 𝑦

′
*|{𝑦𝑖}] respectively. Here 𝑦* is

the value of the Gaussian process without measurement noise measured at location

𝑥*. We follow Chilenski [21] and set 𝑚(𝑥) = 0. Then, if we specify the covariance ker-

nel 𝑘(𝑥, 𝑥′) and the measurement noise covariance matrix Σ𝑖𝑗, these can be calculated

as

𝑦*(𝑥*) = K(𝑥*,x) [K(x,x) + Σ𝑛]−1 y (B.1)

Σ(𝑥*, 𝑥
′
*) = 𝑘(𝑥*, 𝑥

′
*) −K(𝑥*,x) [K(x,x) + Σ𝑛]−1K(x, 𝑥′*) (B.2)

The symbols in these equations are defined in Table B.1.

Symbol Definition
y 𝑛-component column vector of experimental measurements 𝑦𝑖
Σ𝑛 𝑛× 𝑛 noise covariance matrix with components Σ𝑖𝑗

K(x,x) 𝑛× 𝑛 matrix with components 𝑘(𝑥𝑖, 𝑥𝑗)
K(𝑥*,x) function mapping 𝑥* to the 𝑛-component row vector 𝑘(𝑥*, 𝑥𝑖)
K(x, 𝑥′*) function mapping 𝑥′* to the 𝑛-component column vector 𝑘(𝑥𝑖, 𝑥

′
*)

Table B.1: Definition of symbols in (B.1) and (B.2), for 𝑛 experimental measure-
ments. This entirely specifies the inputs required to calculate mean profiles and their
uncertainties given the experimental data.
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These closed-form analytic expressions for both the mean profiles and their un-

certainties represent a significant gain over nonlinear spline fitting routines in terms

of uncertainty quantification. While uncertainty in nonlinear fit routines must typi-

cally be numerically approximated using sampling routines, here the uncertainty (and

moreover the entire covariance kernel) is immediately accessible given the covariance

kernel and measurement noise covariance matrix. Additionally, the mean gradients

and their uncertainties are also immediately accessible by taking the derivatives of

equations (B.1) and (B.2). This comes from the fact that the derivative is a linear

operator, and transforms the Gaussian process in analogy to how a linear transfor-

mation B of a multivariate Gaussian transforms the mean 𝜇 ↦→ B𝜇 and covariance

Σ ↦→ BΣB𝑇 . Note this implies that the smoothness (used here in the technical sense

of the number of continuous derivatives) of the fit profile depends on the smoothness

of the covariance kernel 𝑘(𝑥, 𝑥′).

B.2 Choice and Physical Interpretation of Covari-

ance Kernel

At this point, we find that in order to complete the inference of the mean profiles and

their uncertainties, we need some method to specify the covariance kernel 𝑘(𝑥, 𝑥′) and

the measurement noise covariance Σ𝑖𝑗. While the latter can be determined through

modeling of the diagnostic, the former cannot be determined without some a priori

information about what the shape of the fit profiles should look like.

Progress can be made by considering the definition of ‘mean’ when discussing mean

profiles. Typically in transport models, this mean refers to a Reynolds averaging

operation, which as discussed in the introduction can be implemented using many

different types of averages including spatial, temporal, and ensemble averages. In

practice, because of systematic uncertainties differing between measurement channels

and limited spatial resolution, some amount of spatial averaging is required in order

to infer the shape of the mean profiles between the measurements. One method for
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achieving this spatial average is via convolution with a Gaussian filter of a given

length scale ℓ.

This averaging operation can be connected to Gaussian processes in the following

way: suppose 𝑤(𝑥) is a white noise field, i.e. a Gaussian process with zero mean and

delta-correlated covariance kernel Cov[𝑤(𝑥), 𝑤(𝑥′)] = 2𝑊𝛿(|𝑥− 𝑥′|/ℓ0). Consider

convolution of 𝑤(𝑥) with a Gaussian smoothing filter

𝑔(𝑥) =
1√
2𝜋ℓ

exp

(︂
− 𝑥2

2ℓ2

)︂
(B.3)

Note the Gaussian form of the smoothing filter is not related to the Gaussian nature

of the process. Other smoothing filters such as a double-sided exponential 𝑔(𝑥) =

1
2ℓ

exp
(︁
− |𝑥|

ℓ

)︁
could have been used, although the Gaussian filter is convenient because

it has continuous derivatives of all orders1. Since convolution is a linear operation,

this results in a new Gaussian process 𝑏(𝑥) = 𝑔(𝑥) ⋆ 𝑤(𝑥) which also has mean zero

(since 𝑔(𝑥) ⋆ 0 = 0), and covariance

Cov[𝑏(𝑥+ 𝑠), 𝑏(𝑥)] = 𝑔(𝑠) ⋆ (2𝑊𝛿(𝑠/ℓ0)) ⋆ 𝑔(−𝑠) =
𝑊√
𝜋

ℓ0
ℓ

exp

(︂
− 𝑠2

4ℓ2

)︂
(B.4)

Thus, we see that a Gaussian process with zero mean and squared exponential covari-

ance kernel (referring to the exp(−𝑠2)) can be seen as a white noise field smoothed

by a Gaussian filter. This now provides a precise physical interpretation of GPR, as

equations (B.1) and (B.2) provide a rigorous answer to the question “if I were to ran-

domly sample white noise fields then smooth them with a Gaussian filter, if I sample

from those smoothed fields by the probability that they are consistent with the ex-

perimental measurements, then what is the mean and covariance of these subsampled

fields?”

In principle all smooth functions are sampled over as the covariance kernel is

positive-definite, in analogy to how the probability density function of a multivariate

Gaussian is non-zero everywhere for a positive-definite covariance matrix. Thus, the

choice of covariance kernel does not constrain the functional form of the mean profile

1Note that diffusion tends to improve the regularity of functions
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in GPR. This is in contrast to spline fits, which constrain the functional form of the

fit by the spline basis functions. Additionally, the quantitative impacts of the fitting

parameters in GPR are more transparent than the impacts of knots and regularization

terms used in spline fitting. The scale length of the covariance kernel ℓ implies that

the typical sample profile primarily has features up to length scale ℓ, while profiles

with significant features finer than the length scale ℓ are less likely to be sampled

over.

In this thesis, a slightly more complicated covariance kernel was used, namely a

squared exponential kernel with spatially varying tanh covariance length scale func-

tion. See equations (B.73) and (B.78) in [22]. However, instead of separating the

plasma into an ‘edge’ and ‘core’ region, which was appropriate for fits of profiles with

transport barriers at the edge, in this thesis the plasma was instead separated into

‘inside sawtooth mixing radius’ and ’outside sawtooth mixing radius’ regions. This

was found to be more appropriate for Ohmic L-mode plasmas, where the sawteeth

strongly flattened the temperature, density, and velocity profiles within the sawtooth

mixing radius.

Additionally, while the discussion in this appendix focused on the case of GPR

with a specified covariance kernel, in this thesis the scale lengths and other parame-

ters determining the covariance kernel were not determined ahead of time. Instead,

the prior distribution covering a possible range for these parameters was specified,

and a Bayesian method described in [21] was used to infer the parameters from the

data. Markov Chain Monte Carlo (MCMC) sampling was then used to quantify the

additional uncertainty in the fit profiles due to the uncertainty in the parameters

describing the covariance kernel. While usage of this MCMC step was not found to

affect the uncertainty in the mean profiles much, it was found to have a significant

effect on the uncertainty of the mean gradients.
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Appendix C

Data and Figure Sources

Most of the figures and analysis in this thesis was performed in Python 2.7. GitHub

repositories are available for BSFC https://github.com/Maplenormandy/bsfc and

other codes https://github.com/Maplenormandy/psfc-misc, and are accessible

from /home/normandy/git on the PSFC workstations. Specific codes and data

sources used to generate figures are as follows:

Chapter 4

∙ Figure 4-1: C-Mod shot #1101014019, 𝑡 = 1.25s.

python /home/normandy/git/bsfc/bsfc/bsfc_run_ns.py 1101014019

∙ Figure 4-2: C-Mod shot #1160506007, 𝑡 = 0.96s.

/home/normandy/git/bsfc/bsfc/bsfc_read_nhermite_scan.py

∙ Figures 4-3, 4-4: C-Mod shot #1160506007, 𝑡 = 0.96s

/home/normandy/git/bsfc/analysis/bsfc_synthetic_profile_plot.py

∙ Figure 4-5: C-Mod shot #1101014019, 𝑡 = 1.25s

/home/normandy/git/bsfc/analysis/bsfc_synthetic_profile_plot.py

∙ Figure 4-6: C-Mod shot #1160506007, 𝑡 = 0.96s

/home/normandy/git/bsfc/analysis/bsfc_profile_plot.py
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∙ Figure 4-7: C-Mod shot #1101014019, 𝑡 = 1.25s

/home/normandy/git/bsfc/analysis/bsfc_profile_plot.py

Chapters 5, 6, 7

All plots generated by /home/normandy/git/psfc-misc/PresentationScripts/hysteresis_

pop/hysteresis_pop_draft.py, unless otherwise specified.

∙ Case I refers to C-Mod shots #1160506007, 008, and 024, or #1120216030 𝑡 =

0.95s when using the ‘matched’ case. #1160506007 𝑡 = 0.6s is SOC and 0.96s

is LOC.

∙ Case II refers to C-Mod shots #110607009, 010, or #1120216017 𝑡 = 1.25s when

using the ‘matched’ case. #1160506009 𝑡 = 0.72s is SOC and 0.92s is LOC.

∙ Case III refers to C-Mod shot #1160506015. 𝑡 = 0.68s is SOC, and 0.9s is LOC.

∙ Figure 5-1: Rotation profiles from C-Mod shot #1120216017 𝑡 = 1.21s and

1.43s.

∙ Figures 5-5, 5-6: Generated with /home/normandy/git/psfc-misc/PresentationScripts/

thesis/thesis_fluctuations.py

∙ All configurations for CGYRO can be on the engaging cluster in /home/normandy/

hys2/ or /home/normandy/1120216/.

∙ Figures 6-1, 6-2: Generated with /home/normandy/git/psfc-misc/PresentationScripts/

hysteresis_prl/hysteresis_prl_draft.py

∙ Figure 6-5: Generated with /home/normandy/git/psfc-misc/PresentationScripts/

hysteresis_pop/hysteresis_pop_cartoon_draft.py
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