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#### Abstract

Many problems in the machine learning pipeline boil down to maximizing the expectation of a function over a distribution. This is the classic problem of stochastic optimization. There are two key challenges in solving such stochastic optimization problems: 1) the function is often non-convex, making optimization difficult; 2) the distribution is not known exactly, but may be perturbed adversarially or is otherwise obscured. Each issue is individually so challenging to warrant a substantial accompanying body of work addressing it, but addressing them simultaneously remains difficult.

This thesis addresses problems at the intersection of non-convexity and data perturbations. We study the intersection of the two issues along two dual lines of inquiry: first, we build perturbation-aware algorithms with guarantees for non-convex problems; second, we seek to understand how data perturbations can be leveraged to enhance non-convex optimization algorithms. Along the way, we will study new types of data perturbations and seek to understand their connection to generalization.
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## Chapter 1

## Introduction

### 1.1 Motivation

Machine learning systems are increasingly prevalent, as are decision systems that make use of learned models of the world. Though the types of models, decisions, and application areas are manifold, one fundamental tool is key to all of them: stochastic optimization, i.e. the problem $\min _{w} \mathbb{E}_{z \sim \mathbb{P}}[f(w, z)]$. For example, in supervised learning, $\mathbb{P}$ is a distribution of pairs $z=(x, y)$ of datapoints $x$ together with labels $y$. Our goal is to choose a model $w$ that we can use to predict $y$ from $x$, e.g. $y \approx w^{T} x$. For a single sample pair $z=(x, y)$, the function $f(w, z)$ might capture the prediction error when $w$ is used to predict $y$ from $x$. It is then natural to choose a model $w$ with minimum prediction error $\mathbb{E}_{z \sim \mathbb{P}}[f(w, z)]$ on the data generating distribution $\mathbb{P}$.

Beyond statistical learning, stochastic optimization problems capture many decision problems we may need to make downstream. Indeed, the classic work of von Neumann and Morgenstern (1944) shows that, under certain assumptions, any rational actor making decisions in a stochastic environment can be thought of as optimizing $\mathbb{E}_{z \sim \mathbb{P}}[f(w, z)]$ for an appropriately chosen utility function $f$.

There are two key challenges to solving stochastic optimization problems. First, $\mathbb{P}$ is often not known exactly; instead we might only have samples from $\mathbb{P}$, or noisy parameter estimates for $\mathbb{P}$ if $\mathbb{P}$ is a parametric model. In statistical learning, one typically replaces $\mathbb{P}$ with the empirical distribution $\hat{\mathbb{P}}_{n}$, and minimizes $\mathbb{E}_{z \sim \hat{\mathbb{P}}_{n}}[f(w, z)]=$
$\frac{1}{n} \sum_{i=1}^{n} f\left(w, z_{i}\right)$. This is called empirical risk minimization (ERM). While ERM provides a good starting point, other approaches can often do better, especially in more challenging settings. For example, in extreme cases, $\mathbb{P}$ might be perturbed adversarially, and more specialized algorithms can yield substantial performance improvements (see e.g. (Madry et al., 2018)). A major challenge in machine learning, generalization, is to achieve good performance on $\mathbb{P}$ despite these difficulties.

Second, $f$ is often non-convex, making optimization challenging even if $\mathbb{P}$ were known exactly. This thesis addresses both these challenges from multiple facets.

One approach to improving generalization (despite the effect of perturbations on $\mathbb{P})$ is to explicitly encode these perturbations via an uncertainty set $\mathcal{U}$ that captures how $\mathbb{P}$ might be altered. Then we can solve the distributionally robust optimization (DRO) problem $\min _{w} \max _{\mathbb{Q} \in \mathcal{U}} \mathbb{E}_{\mathbb{Q}}[f(w)]$. We try to choose a point $w$ that works as well as possible in spite of an adversary that perturbs $\mathbb{P}$ within $\mathcal{U}$. This approach has seen success in the operations research literature and is a promising technique for machine learning. The first part of this thesis develops a new variant of DRO with particularly strong connections to generalization in machine learning. However, DRO problems can be challenging for some uncertainty sets $\mathcal{U}$, especially when $f$ is non-convex. The second part of this thesis develops new algorithms for solving DRO problems in the special case when $f$ is submodular. In the final part of this thesis, we investigate a different type of noise in $\mathbb{P}$ due to subsampling a dataset, as is common in practice when e.g. the dataset cannot fit in memory. This is the problem of stochastic non-convex optimization. We show how the noise due to subsampling, normally a hindrance to optimization, can be reshaped to yield better performance when $f$ is non-convex.

There are three fundamental questions we ask, each of which we study in one of the three parts in the thesis:

1. Precisely how are DRO and generalization linked? And how can this bond be strengthened via e.g. new DRO problems?
2. When and how is it possible to solve DRO problems when $f$ is not convex?


Figure 1-1: Block diagram showing how this thesis addresses topics at the interfaces of three main areas of study: data perturbations, generalization, and non-convex optimization algorithms.
3. How can data perturbations be leveraged to create better non-convex optimization algorithms?

### 1.2 Thesis outline

These questions and their relationship with data perturbations and non-convex optimization can be understood via Figure 1-1. The key players are generalization, perturbations, and non-convex optimization algorithms, and each part of the thesis studies the relationship between two of these.

Part I asks how perturbations (via DRO) relate to generalization. We start by giving background in Chapter 2 on the interplay of generalization and perturbations. We specifically focus on DRO, and introduce the types of DRO problems considered in the literature thus far. Then in Chapter 3, which is based on (Staib and Jegelka, 2019a), we develop a new kind of DRO problem with strong ties to generalization.

Part II asks how to construct optimization algorithms for non-convex DRO problems, specifically, submodular DRO problems. In Chapter 4 we provide background on submodular optimization. We highlight positive results in submodular maximization and minimization, and also discuss potential difficulties, such as hardness results for robust and risk-averse submodular optimization. In Chapter 5, based on (Staib et al., 2019b), we demonstrate how to solve a certain class of submodular DRO problem, with broad applications to problems such as influence maximization and facility
location. As a byproduct, we tighten results relating certain DRO problems and variance regularization. Then in Chapter 6, based on (Staib and Jegelka, 2019b), we focus on a specific combinatorial problem called Budget Allocation. We introduce a robust version of the problem, and develop new submodular optimization techniques in order to solve it.

Finally, Part III asks how perturbations can help non-convex optimization. In Chapter 7, which is based on (Staib et al., 2019a), we study a class of optimization algorithms called adaptive gradient methods (AGMs). These are poorly understood in the non-convex setting. We observe that AGMs reshape subsampling noise in a way that is useful for non-convex optimization. This insight, coupled with other new observations, allows us to give the first (non-convex) second-order convergence result for any AGM, and understand when AGMs work well compared to alternative algorithms.

### 1.3 Additional related publications

Here we list other work completed during the author's program. These also address other aspects of robustness, uncertainty, geometry, and optimization. While these papers are strongly related to the thesis, they were left out to maintain a clearer story.

- Matthew Staib, Sebastian Claici, Justin M Solomon, and Stefanie Jegelka. Parallel streaming Wasserstein barycenters. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, editors, Advances in Neural Information Processing Systems 30, pages 2644-2655. Curran Associates, Inc., 2017.
- Matthew Staib and Stefanie Jegelka. Distributionally robust deep learning as a generalization of adversarial training. In NIPS Machine Learning and Computer Security Workshop, 2017a.
- Matthew Staib and Stefanie Jegelka. Wasserstein k-means++ for cloud regime histogram clustering. In Proceedings of the Seventh International Workshop on Climate Informatics: CI 2017, 2017c.


### 1.4 Notation

As the thesis includes work in several areas with their own notational conventions, it is difficult to wholly unify the notation; we have made efforts to do so where possible. We refer to a model or function we want to learn by $h$; this is most relevant in Part I. We will refer to generic objective functions by $f$. Their arguments are context-dependent: in learning problems, considered in the background sections and in Part III, the arguments are weights $w$ to be learned. In Part I we focus specifically on problems where the objective is the loss $\ell_{h}$ incurred by our model $h$. Elsewhere, particularly in Part II, the arguments are more varied, and may be subsets $S$ or generalizations thereof $x$.

We refer to small probabilities by $\delta$. The radius of an uncertainty set we refer to by $\varepsilon$, e.g. $\{x:\|x\| \leq \varepsilon\}$, except in Part III, where $\varepsilon$ is an algorithm parameter. When presenting optimization results, $\tau$ is used to denote convergence tolerances. By $\mathbf{1}$ and $\mathbf{0}$ we mean the all-ones and all-zeros vectors, respectively. Throughout the thesis, $\delta_{x}$ is a point mass distribution at $x$. We reserve $\mathbb{P}$ and $\mathbb{Q}$ to refer to distributions, and by $\hat{\mathbb{P}}_{n}$ we mean an empirical distribution $\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$ consisting of $x_{i}$ that are sampled iid from $\mathbb{P}$.

Other notation that is more specific to individual chapters is introduced as needed.

## Part I

## Understanding the link between DRO and generalization

## Chapter 2

## Background on generalization, data perturbations, and DRO

One of the key challenges in machine learning is generalization. In the traditional statistical setup, a model trained only on samples from a distribution $\mathbb{P}$ generalizes if it performs similarly well on the samples and on $\mathbb{P}$ itself. Formally, we assume there is an underlying population distribution $\mathbb{P}$ of interest: in machine learning, for example, $\mathbb{P}$ could be a distribution of all possible images of objects, together with labels for the objects. Our goal is to learn a model $h$ that performs well on this entire distribution, e.g. $h$ can accurately predict the correct label for each object. However, we cannot possibly have access to every possible image. Instead, we have a finite dataset, called the training set, composed of $n$ samples $z_{1}, \ldots, z_{n}$ that are assumed to be drawn i.i.d. from $\mathbb{P}$. These samples form the empirical distribution $\hat{\mathbb{P}}_{n}$. In lieu of seeking good performance on $\mathbb{P}$, we seek a model $h$ that performs well on the available dataset $\hat{\mathbb{P}}_{n}$. We say the learned model $h$ statistically generalizes if its performance on the available data $\hat{\mathbb{P}}_{n}$ is similar to its performance on the population distribution $\mathbb{P}$.

The above setup is convenient for statistical analysis, but is not always realistic. Future unseen examples need not come from the same distribution as our training set. Instead, when we deploy our model and evaluate it on new examples, any number of changes may have occured. Perhaps the new example images have different lighting, or are rotated differently. Maybe the relative frequencies of different types of objects
have changed. The new images could be noisier, or even adversarially perturbed. We say generalization in the broadest sense means our learned model $h$ can perform well on new unseen examples, regardless of whether those samples come from the same distribution $\mathbb{P}$ as our test set.

We will see that data perturbations and distributionally robust optimization (DRO) give us tools to understand and improve both statistical generalization as well as generalization in the broadest sense.

### 2.1 Data perturbations and generalization

### 2.1.1 Random perturbations

Practitioners often have some prior idea of what kinds of variations occur in the population distribution $\mathbb{P}$ but may not necessarily arise in the training set. One especially clear case of this is in image classification. In curated training sets of images of objects, typically the object is centered in the image and right-side up. But while most pictures of e.g. cars have the car centered and oriented normally, a photographer could conceivably choose to take a picture off-center and at a strange angle. Such pictures, while potentially rare, may occur in the population distribution $\mathbb{P}$ even if they do not occur in the training set.

A simple way to encode such knowledge about the population distribution is to take examples from the training set, perturb them, and add them to the training set. For example, for each image in the training set, add randomly flipped, rotated and cropped versions of that image. This practice is called data augmentation, and it is extremely popular and successful in improving generalization performance.

### 2.1.2 Adversarial perturbations

Random perturbations are not the only type of perturbations that have found use in machine learning. Substantial recent work considers augmenting the training set with adversarially perturbed examples (Goodfellow et al., 2015; Szegedy et al., 2014;

Madry et al., 2018). For example, we may seek a model $w$ that performs well even when each training example $z$ is perturbed adversarially in a ball $B_{\varepsilon}(z)$ of radius $\varepsilon$ around $z$ :

$$
\begin{equation*}
\inf _{w} \underset{z \sim \hat{\mathbb{P}}_{n}}{\mathbb{E}}\left[\sup _{\tilde{z} \in B_{\varepsilon}(z)} f(w, \tilde{z})\right] . \tag{2.1}
\end{equation*}
$$

Training a model against adversarially perturbed examples is known as adversarial training. Adversarial training is actually also a specific example of robust optimization (Ben-Tal et al., 2009; Bertsimas et al., 2011), in which we want to make a decision that performs well despite errors in the objective function and even the constraints, e.g.:

$$
\begin{equation*}
\inf _{w} \sup _{u, A, b \in \mathcal{U}}\{f(w ; u) \text { s.t. } A w \leq b\} \tag{2.2}
\end{equation*}
$$

Though originally motivated due to concerns about security and robustness of learned models, adversarial training can also improve models in qualitative ways that are not captured by test performance (Tsipras et al., 2019, Section 3).

### 2.2 Distributionally Robust Optimization (DRO)

The previous section focused on the effect of perturbing individual examples from the training set, and how such perturbations can improve generalization. More generally, we could jointly perturb the entire training set, or equivalently, perturb the empirical distribution $\hat{\mathbb{P}}_{n}$ within some uncertainty set $\mathcal{U}$. This is an instance of distributionally robust optimization (DRO) (Goh and Sim, 2010; Bertsimas et al., 2018). DRO, introduced by Scarf (1958), asks to not only perform well on a fixed problem instance (parameterized by a distribution), but simultaneously for a range of problems, each determined by a distribution in an uncertainty set $\mathcal{U}$. Concretely, we want to make a decision $w$ that solves

$$
\begin{equation*}
(\mathrm{DRO}) \quad \inf _{w} \sup _{\mathbb{Q} \in \mathcal{U}} \mathbb{E}_{z \sim \mathbb{Q}}[f(w, z)] \tag{2.3}
\end{equation*}
$$

The uncertainty set plays a key role: it implicitly defines the induced notion of robustness.

As an example, Scarf (1958) is concerned with an inventory management problem that depends on the distribution of demand. Here, the decision maker knows the mean and variance of the demand distribution - perhaps she has accurate measurements of these quantitites - but wishes to avoid making further assumptions. Scarf sets up a DRO problem where the uncertainty set $\mathcal{U}$ consists of all distributions with that mean and variance, and derives a closed form solution.

Many DRO problems studied by the operations research community are similarly defined by moment constraints. More recently, Delage and Ye (2010) have shown for a wide class of problems how to allow the moments themselves to be uncertain. We refer to all of this body of work as DRO with moment-based uncertainty sets.

While moment-based DRO has a rich history, it is not well suited to many machine learning problems, where the distributions are not well captured by moments alone. One could hardly capture the distribution of natural images, for example, by its mean and variance. Instead there has been extensive study of DRO with discrepancy-based uncertainty sets. Here, the uncertainty set $\mathcal{U}$ is given as a ball centered on some nominal distribution $\mathbb{P}_{0}$, i.e. $\mathcal{U}=\left\{\mathbb{Q}: D\left(\mathbb{Q}, \mathbb{P}_{0}\right) \leq \varepsilon\right\}$, where $D$ is some discrepancy measure.

In this thesis, as in most DRO work in machine learning, we focus on data-driven $D R O$, where the nominal distribution $\mathbb{P}_{0}$ at the center of $\mathcal{U}$ is taken to be an empirical sample $\hat{\mathbb{P}}_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{z_{i}}$. In other words, we consider perturbations of our empirical distribution, e.g. our dataset of images. In data-driven DRO , the size or radius $\varepsilon$ of the uncertainty set $\mathcal{U}$ is also determined in a data-dependent way, and may depend on the number of samples $n$, how spread out the data is, and the particular choice of discrepancy $D$. The choice of discrepancy $D$ also determines how tractable the DRO problem is, and is therefore critical.

In machine learning, two choices of the discrepancy $D$ are prevalent: $\phi$-divergences (Ben-Tal et al., 2013; Duchi et al., 2016; Lam, 2016), and Wasserstein distance (Mohajerin Esfahani and Kuhn, 2018; Shafieezadeh Abadeh et al., 2015; Blanchet et al.,
2019). The first option, $\phi$-divergences, have the form $D_{\phi}(\mathbb{P} \| \mathbb{Q})=\int \phi(d \mathbb{P} / d \mathbb{Q}) d \mathbb{Q}$, and include $\chi^{2}$ divergence and Kullback-Leibler divergence. DRO with $\chi^{2}$-divergence is roughly equivalent to regularizing by variance (Maurer and Pontil, 2009; Gotoh et al., 2018; Lam, 2016; Duchi et al., 2016; Namkoong and Duchi, 2017), and, as we will see in Chapter 5 , the worst case distribution $\mathbb{Q} \in \mathcal{U}$ can be computed exactly in $O(n \log n)$.

The second option, Wasserstein distance, is defined in terms of a distance metric $g$ on the data space. The $p$-Wasserstein distance $W_{p}$ between measures $\mu, \nu$ is given by $W_{p}(\mu, \nu)=\inf \left\{\int g(x, y)^{p} d \gamma(x, y): \gamma \in \Pi(\mu, \nu)\right\}^{1 / p}$, where $\Pi(\mu, \nu)$ is the set of couplings of $\mu$ and $\nu$ (Villani, 2008). DRO with Wasserstein distance is asymptotically equivalent to certain common norm penalties (Gao et al., 2017), and the worst case $\mathbb{Q} \in \mathcal{U}$ can be computed approximately in several cases (Mohajerin Esfahani and Kuhn, 2018; Gao and Kleywegt, 2016). While most results for Wasserstein DRO focus on the case when $g$ is Euclidean, there are extensions available to e.g. Mahalanobis distances (Blanchet et al., 2017, 2018). Concentration results bounding $W_{p}\left(\mathbb{P}, \hat{\mathbb{P}}_{n}\right)$ with high probability, which are needed to determine the radius $\varepsilon$ of the uncertainty set $\mathcal{U}$, are available for many settings, e.g. (Fournier and Guillin, 2015; Lei, 2020; Singh and Póczos, 2018; Weed et al., 2019).

### 2.2.1 Far-reaching relevance to machine learning

DRO sheds light on both notions of generalization. For the broader notion of generalization, note that DRO generalizes adversarial training (Sinha et al., 2018; Staib and Jegelka, 2017a). DRO has also been applied to fairness across groups (Hu et al., 2018; Oren et al., 2019; Sagawa* et al., 2020; Hashimoto et al., 2018). Causal inference can be understood in terms of DRO, e.g. see the paper of Meinshausen (2018). In theory one could encode many other desiderata via DRO, e.g. invariance to dataset shifts. Statistical generalization also enjoys many connections to DRO, in particular via regularization. We will explore new such connections in Chapter 3.

Overall, DRO is a useful tool in machine learning now. As optimization technology improves, we expect it will become easier to encode more sophisticated desiderata
with the language of DRO. At present, however, DRO with these rich uncertainty sets remains mostly impractical. Instead, DRO with discrepancy-based uncertainty sets are the most tractable and most relevant to machine learning. As we will see in Chapter 5, even discrepancy-based DRO problems can be challenging to solve, especially for large scale problems and non-convex objectives. Hence, in this thesis, we focus on DRO with discrepancy-based uncertainty sets. Nevertheless, we remain optimistic about the future of DRO in machine learning.

## Chapter 3

## DRO, MMD, kernels, and generalization

### 3.1 Introduction

In Chapter 2 we gave background on DRO and, in particular, discrepancy-based DRO. The two prototypical cases are $\phi$-divergence and Wasserstein DRO. There has been much fruitful effort towards understanding and solving these DRO problems, and connecting them to statistical generalization. But these two classes of DRO problems are not a panacea: in this chapter we argue that there is a third type of discrepancy measure worth considering.

Our motivation comes from an extremely direct way of linking DRO and statistical generalization. One of the main objects of study in statistical generalization are generalization bounds, i.e. certified upper bounds on the population loss or error of a learned model. We propose the following straightforward path towards using DRO as a tool to prove such generalization bounds:

Principle 3.1.1 (DRO Generalization Principle). Suppose we have learned a candidate model $h$ to predict $y$ from $x$, i.e. $y \approx h(x)$. Let $\mathcal{U}$ be a set of distributions containing the empirical distribution $\hat{\mathbb{P}}_{n}$. Suppose $\mathcal{U}$ is large enough so that, with probability $1-\delta, \mathcal{U}$ contains the population $\mathbb{P}$. Then with probability $1-\delta$, the


Figure 3-1: A pictorial representation of the DRO Generalization Principle. If the population distribution is in the uncertainty set $\mathcal{U}$, then the worst case performance over all elements of $\mathcal{U}$ bounds the population performance.
population loss $\mathbb{E}_{x \sim \mathbb{P}}\left[\ell_{h}(x)\right]$ is bounded by

$$
\begin{equation*}
\mathbb{E}_{x \sim \mathbb{P}}\left[\ell_{h}(x)\right] \leq \sup _{\mathbb{Q} \in \mathcal{U}} \mathbb{E}_{x \sim \mathbb{Q}}\left[\ell_{h}(x)\right] . \tag{3.1}
\end{equation*}
$$

We focus on uncertainty sets $\mathcal{U}$ defined by $\mathcal{U}=\left\{\mathbb{Q}: D\left(\mathbb{Q}, \hat{\mathbb{P}}_{n}\right) \leq \varepsilon\right\}$ for some divergence measure $D$. Principle 3.1.1 is described pictorially in Figure 3-1. While Principle 3.1.1 is simple and intuitive, it is difficult to use with current DRO technology. This is due to drawbacks to the $\phi$-divergence and Wasserstein uncertainty sets currently used. Any $\phi$-divergence uncertainty set $\mathcal{U}$ around $\hat{\mathbb{P}}_{n}$ contains only distributions with the same (finite) support as $\hat{\mathbb{P}}_{n}$. Hence, the population $\mathbb{P}$ is typically not in $\mathcal{U}$, and so the DRO objective value cannot directly certify out of sample performance. Wasserstein uncertainty sets do not suffer from this problem. But, they are more computationally expensive, and the key results on equivalences (to regularization) and computation are typically limited to convex objectives or are only asymptotic bounds.

We introduce and develop a new class of DRO problems, where the uncertainty set $\mathcal{U}$ is defined with respect to maximum mean discrepancy (MMD) (Gretton et al., 2012), a kernel-based distance between distributions. MMD DRO complements existing approaches and avoids some of their drawbacks. In particular, with MMD DRO
we can directly apply Principle 3.1.1 because unlike $\phi$-divergences, the uncertainty set $\mathcal{U}$ will contain $\mathbb{P}$ if the radius is large enough.

First, we show that MMD DRO is roughly equivalent to regularizing by the Hilbert norm $\left\|\ell_{h}\right\|_{\mathcal{H}}$ of the loss $\ell_{h}\left(\right.$ not the model $h$ ). While, in general, $\left\|\ell_{h}\right\|_{\mathcal{H}}$ may be difficult to compute, we show settings in which it is tractable. Specifically, for kernel ridge regression with a Gaussian kernel, we prove a bound on $\left\|\ell_{h}\right\|_{\mathcal{H}}$ that, as a byproduct, yields generalization bounds that match (up to a small constant) the standard ones. Along the way, we prove bounds on the Hilbert norm of products of functions that may be of independent interest. These bounds also suggest an alternate regularizer for kernel ridge regression.

Second, beyond kernel methods, we show how MMD DRO can be efficiently approximate empirically. This approximation leads to another insight: MMD DRO generalizes variance-based regularization.

Overall, our results offer deeper insights into the landscape of regularization and robustness approaches, and a more complete picture of the effects of different divergences for defining robustness.

### 3.2 Background and related work

Background information on DRO is given in Chapter 2. Here we briefly discuss other related areas of work, namely MMD and penalization by the Hilbert norm $\|\cdot\|_{\mathcal{H}}$.

Maximum Mean Discrepancy (MMD). MMD is a distance metric between distributions that leverages kernel embeddings. Let $\mathcal{H}$ be a reproducing kernel Hilbert space (RKHS) with kernel $k$ and norm $\|\cdot\|_{\mathcal{H}}$. MMD is defined as follows:

Definition 3.2.1. The maximum mean discrepancy ( $M M D$ ) between distributions $\mathbb{P}$ and $\mathbb{Q}$ is

$$
\begin{equation*}
d_{\mathrm{MMD}}(\mathbb{P}, \mathbb{Q}):=\sup _{g \in \mathcal{H}:\|g\|_{\mathcal{H}} \leq 1} \mathbb{E}_{x \sim \mathbb{P}}[g(x)]-\mathbb{E}_{x \sim \mathbb{Q}}[g(x)] \tag{3.2}
\end{equation*}
$$

Fact 3.2.1. Define the mean embedding $\mu_{\mathbb{P}}$ of the distribution $\mathbb{P}$ by $\mu_{\mathbb{P}}=\mathbb{E}_{x \sim \mathbb{P}}[k(x, \cdot)]$. Then the MMD between distributions $\mathbb{P}$ and $\mathbb{Q}$ can be equivalently written

$$
\begin{equation*}
d_{\mathrm{MMD}}(\mathbb{P}, \mathbb{Q})=\left\|\mu_{\mathbb{P}}-\mu_{\mathbb{Q}}\right\|_{\mathcal{H}} . \tag{3.3}
\end{equation*}
$$

MMD and (more generally) kernel mean embeddings have been used in many applications, particularly in two- and one-sample tests (Gretton et al., 2012; Jitkrittum et al., 2017; Liu et al., 2016; Chwialkowski et al., 2016) and in generative modeling (Dziugaite et al., 2015; Li et al., 2015; Sutherland et al., 2017; Bikowski et al., 2018). We refer the interested reader to the monograph by Muandet et al. (2017). MMD admits efficient estimation, as well as fast convergence properties, which are of chief importance in our work.

Further related work. In Chapter 2 we discussed work in operations research that has considered DRO problems that capture uncertainty in moments of the distribution, e.g. (Delage and Ye, 2010). These approaches typically focus on firstand second-order moments; in contrast, an MMD uncertainty set allows high order moments to vary, depending on the choice of kernel.

Beyond DRO, Xu et al. (2009) study the connection between robustness and regularization in SVMs, and perturbations within a (possibly Hilbert) norm ball. Unlike our work, their results are limited to SVMs instead of general loss minimization. Moreover, they consider only perturbation of individual data points instead of shifts in the entire distribution. Bietti et al. (2019) show that many regularizers used for neural networks can also be interpreted in light of an appropriately chosen Hilbert norm (Bietti and Mairal, 2019).

### 3.3 Generalization bounds via MMD DRO

The main focus of this chapter is Distributionally Robust Optimization where the uncertainty set is defined via the MMD distance $d_{\text {MMD }}$ :

$$
\begin{equation*}
\inf _{h} \sup _{\mathbb{Q}: d_{\mathrm{MMD}}\left(\mathbb{Q}, \hat{\mathbb{P}}_{n}\right) \leq \varepsilon} \mathbb{E}_{x \sim \mathbb{Q}}\left[\ell_{h}(x)\right] . \tag{3.4}
\end{equation*}
$$

One motivation for considering MMD in this setting are its possible implications for Generalization. Recall that for the DRO Generalization Principle 3.1.1 to apply, the uncertainty set $\mathcal{U}$ must contain the population distribution with high probability. To ensure this, the radius of $\mathcal{U}$ must be large enough. But, the larger the radius, the more pessimistic is the DRO minimax problem, which may lead to over-regularization. This radius depends on how quickly $d_{\mathrm{MMD}}\left(\mathbb{P}, \hat{\mathbb{P}}_{n}\right)$ shrinks to zero, i.e., on the empirical accuracy of the divergence.

In contrast to Wasserstein distance, which converges at a rate of $O\left(n^{-1 / d}\right)$ (Fournier and Guillin, 2015), MMD between the empirical sample $\hat{\mathbb{P}}_{n}$ and population $\mathbb{P}$ shrinks as $O\left(n^{-1 / 2}\right)$ :

Lemma 3.3.1 (Modified from (Muandet et al., 2017), Theorem 3.4). Suppose that $k(x, x) \leq M$ for all $x$. Let $\hat{\mathbb{P}}_{n}$ be an $n$ sample empirical approximation to $\mathbb{P}$. Then with probability $1-\delta$,

$$
\begin{equation*}
d_{\mathrm{MMD}}\left(\mathbb{P}, \hat{\mathbb{P}}_{n}\right) \leq 2 \sqrt{\frac{M}{n}}+\sqrt{\frac{2 \log (1 / \delta)}{n}} \tag{3.5}
\end{equation*}
$$

The constant $M$ is dimension-independent for many common universal kernels, e.g. Gaussian, Laplace, and Matern kernels. With Lemma 3.3.1 in hand, we conclude a simple high probability bound on out-of-sample performance:

Corollary 3.3.1. Suppose that $k(x, x) \leq M$ for all $x$. Set the uncertainty set radius $\varepsilon$ to $\varepsilon=2 \sqrt{M / n}+\sqrt{2 \log (1 / \delta) / n}$. Then with probability $1-\delta$, we have the following
bound on population risk:

$$
\begin{equation*}
\mathbb{E}_{x \sim \mathbb{P}}\left[\ell_{h}(x)\right] \leq \sup _{\mathbb{Q}: d_{\mathrm{MMD}}\left(\mathbb{Q}, \hat{\mathbb{P}}_{n}\right) \leq \varepsilon} \mathbb{E}_{x \sim \mathbb{Q}}\left[\ell_{h}(x)\right] . \tag{3.6}
\end{equation*}
$$

We refer to the right hand side as the DRO adversary's problem. In the next section we develop results that enable us to bound its value, and consequently bound the DRO problem (3.4).

### 3.3.1 Bounding the DRO adversary's problem

The DRO adversary's problem seeks the distribution $\mathbb{Q}$ in the MMD ball so that $\mathbb{E}_{x \sim \mathbb{Q}}\left[\ell_{h}(x)\right]$ is as high as possible. Reasoning about the optimal worst-case $\mathbb{Q}$ is the main difficulty in DRO. With MMD, we take two steps for simplification. First, instead of directly optimizing over distributions, we optimize over their mean embeddings in the Hilbert space (described in Fact 3.2.1). Second, while the adversary's problem (3.6) makes sense for general $\ell_{h}$, we assume that the loss $\ell_{h}$ is in $\mathcal{H}$. In case $\ell_{h} \notin \mathcal{H}$, often $k$ is a universal kernel, meaning under mild conditions $\ell_{h}$ can be approximated arbitrarily well by a member of $\mathcal{H}$ (Muandet et al., 2017, Definition 3.3).

With the additional assumption that $\ell_{h} \in \mathcal{H}$, the risk $\mathbb{E}_{x \sim \mathbb{P}}\left[\ell_{h}(x)\right]$ can also be written as $\left\langle\ell_{h}, \mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}$. Then we obtain

$$
\begin{equation*}
\sup _{\mathbb{Q}: d_{\mathrm{MMD}}(\mathbb{Q}, \mathbb{P}) \leq \varepsilon} \mathbb{E}_{x \sim \mathbb{Q}}\left[\ell_{h}(x)\right] \leq \sup _{\mu_{\mathbb{Q}} \in \mathcal{H}:\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}} \leq \varepsilon}\left\langle\ell_{h}, \mu_{\mathbb{Q}}\right\rangle_{\mathcal{H}}, \tag{3.7}
\end{equation*}
$$

where we have an inequality because not every function in $\mathcal{H}$ is the mean embedding of some probability distribution. If $k$ is a characteristic kernel (Muandet et al., 2017, Definition 3.2), the mapping $\mathbb{P} \mapsto \mu_{\mathbb{P}}$ is injective. In this case, the only looseness in the bound is due to discarding the constraints that $\mathbb{Q}$ integrates to one and is nonnegative. However it is difficult to constrain the mean embedding $\mu_{\mathbb{Q}}$ in this way as it is a function.

The mean embedding form of the problem is simpler to work with, and leads to
further interpretations.

Theorem 3.3.1. Let $\ell_{h}, \mu_{\mathbb{P}} \in \mathcal{H}$. We have the following equality:

$$
\begin{equation*}
\sup _{\mu_{\mathbb{Q}} \in \mathcal{H}:\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}} \leq \varepsilon}\left\langle\ell_{h}, \mu_{\mathbb{Q}}\right\rangle_{\mathcal{H}}=\left\langle\ell_{h}, \mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}+\varepsilon\left\|\ell_{h}\right\|_{\mathcal{H}}=\mathbb{E}_{x \sim \mathbb{P}}\left[\ell_{h}(x)\right]+\varepsilon\left\|\ell_{h}\right\|_{\mathcal{H}} . \tag{3.8}
\end{equation*}
$$

In particular, the adversary's optimal solution is $\mu_{\mathbb{Q}}^{*}=\mu_{\mathbb{P}}+\frac{\varepsilon}{\|\ell\|_{\mathcal{H}}} \ell_{h}$.
Combining Theorem 3.3.1 with equation (3.7) yields our main result for this section:

Corollary 3.3.2. Let $\ell_{h} \in \mathcal{H}$, let $\mathbb{P}$ be a probability distribution, and fix $\varepsilon>0$. Then,

$$
\begin{align*}
& \quad \sup _{\mathbb{Q}: d_{\mathrm{MMD}}(\mathbb{P}, \mathbb{Q}) \leq \varepsilon} \mathbb{E}_{x \sim \mathbb{Q}}\left[\ell_{h}(x)\right] \leq \mathbb{E}_{x \sim \mathbb{P}}\left[\ell_{h}(x)\right]+\varepsilon\left\|\ell_{h}\right\|_{\mathcal{H}} \quad \text { and therefore }  \tag{3.9}\\
& \inf _{h} \sup _{\mathbb{Q}: d_{\mathrm{MMD}}(\mathbb{P}, \mathbb{Q}) \leq \varepsilon} \mathbb{E}_{x \sim \mathbb{Q}}\left[\ell_{h}(x)\right] \leq \inf _{h} \mathbb{E}_{x \sim \mathbb{P}}\left[\ell_{h}(x)\right]+\varepsilon\left\|\ell_{h}\right\|_{\mathcal{H}} . \tag{3.10}
\end{align*}
$$

Combining Corollary 3.3.2 with Corollary 3.3 .1 shows that minimizing the empirical risk plus a norm on $\ell_{h}$ leads to a high probability bound on out-of-sample performance. This result is similar to results that equate Wasserstein DRO to norm regularization. For example, Gao et al. (2017) show that under appropriate assumptions on $\ell_{h}$, DRO with a $p$-Wasserstein ball is asymptotically equivalent to $\mathbb{E}_{x \sim \hat{\mathbb{P}}_{n}}\left[\ell_{h}(x)\right]+\varepsilon\left\|\nabla_{x} \ell_{h}\right\|_{\hat{\mathbb{P}}_{n}, q}$, where $\left\|\nabla_{x} \ell_{h}\right\|_{\hat{\mathbb{P}}_{n}, q}=\left(\frac{1}{n} \sum_{i=1}^{n}\left\|\nabla_{x} \ell_{h}\left(x_{i}\right)\right\|_{*}^{q}\right)^{1 / q}$ measures a kind of $q$-norm average of $\left\|\nabla_{x} \ell_{h}\left(x_{i}\right)\right\|_{*}$ at each data point $x_{i}$ (here $q$ is such that $1 / p+1 / q=1$, and $\|\cdot\|_{*}$ is the dual norm of the metric defining the Wasserstein distance).

There are a few key differences between our result and that of Gao et al. (2017). First, the norms are different. Second, their result penalizes only the gradient of $\ell_{h}$, while ours penalizes $\ell_{h}$ directly. Third, except for certain special cases, the Wasserstein results cannot serve as a true upper bound; there are higher order terms that only shrink to zero as $\varepsilon \rightarrow 0$. These higher order terms may not be so small: in high dimension $d$, the radius $\varepsilon$ of the uncertainty set needed so that $\mathbb{P} \in \mathcal{U}$ shrinks very slowly, as $O\left(n^{-1 / d}\right)$ (Fournier and Guillin, 2015).

Remark 3.3.1. Theorem 3.3.1 and Corollary 3.3.2 require that $\ell_{h}$ is in the RKHS $\mathcal{H}$. Though this may seem restrictive, if the kernel $k$ is universal, as is the case for many kernels used in practice such as Gaussian and Laplace kernels, we can readily extend our results to all bounded continuous functions. Suppose $\ell_{h}$ is a bounded continuous function on a compact metric space $\mathcal{X}$. By definition (e.g. (Muandet et al., 2017), Definition 3.3), if $k$ is a universal kernel on $\mathcal{X}$, then for any $\varepsilon>0$, there is some $\ell^{\prime} \in \mathcal{H}$ with $\sup _{x \in \mathcal{X}}\left|\ell_{h}(x)-\ell^{\prime}(x)\right|<\varepsilon$. It follows that for any measure $\mathbb{P}$, we can bound the expectation of $\ell_{h}(x)$ by that of $\ell^{\prime}: \mathbb{E}_{x \sim \mathbb{P}}\left[\ell_{h}(x)\right]<\mathbb{E}_{x \sim \mathbb{P}}\left[\ell^{\prime}(x)\right]+\varepsilon$. Then, we can apply our results to $\ell^{\prime} \in \mathcal{H}$.

### 3.4 Connections to kernel ridge regression

After applying Corollary 3.3.2, we are interested in solving:

$$
\begin{equation*}
\inf _{h} \mathbb{E}_{x \sim \hat{\mathbb{P}}_{n}}\left[\ell_{h}(x)\right]+\varepsilon\left\|\ell_{h}\right\|_{\mathcal{H}} \tag{3.11}
\end{equation*}
$$

Here, we penalize our model $h$ by $\left\|\ell_{h}\right\|_{\mathcal{H}}$. This looks similar to but is very different from the usual penalty $\|h\|_{\mathcal{H}}$ in kernel methods. In fact, Hilbert norms of function compositions such as $\ell_{h}$ pose several challenges. For example, $h$ and $\ell_{h}$ may not belong to the same RKHS - it is not hard to construct counterexamples, even when $\ell$ is merely quadratic. So, the objective (3.11) is not yet computational.

Despite these challenges, we next develop tools that will allow us to bound $\left\|\ell_{h}\right\|_{\mathcal{H}}$ and use it as a regularizer. These tools may be of independent interest to bound RKHS norms of composite functions (e.g., for settings as in (Bietti et al., 2019)). Due to the difficulty of this task, we specialize to Gaussian kernels $k_{\sigma}(x, y)=\exp (-\| x-$ $\left.y \|^{2} /\left(2 \sigma^{2}\right)\right)$. In this setting, our results apply pretty generally: the norm inside the expression for $k_{\sigma}$ can be any norm that has an associated inner product; for example, it can be a Mahalanobis norm, in which case $k_{\sigma}$ can be interpreted as a Gaussian kernel with general covariance. Since we will need to take care regarding the bandwidth $\sigma$, we explicitly write it out for the inner product $\langle\cdot, \cdot\rangle_{\sigma}$ and norm $\|\cdot\|_{\sigma}$, of the corresponding

## RKHS $H_{\sigma}$.

To make the setting concrete, consider kernel ridge regression, with Gaussian kernel $k_{\sigma}$. As usual, we assume there is a simple target function $h^{*}$ that fits our data: $h^{*}\left(x_{i}\right)=y_{i}$. Then the loss $\ell_{h}$ of $h$ is $\ell_{h}(x)=\left(h(x)-h^{*}(x)\right)^{2}$, so we wish to solve

$$
\begin{equation*}
\inf _{h} \mathbb{E}_{x \sim \hat{\mathbb{P}}_{n}}\left[\left(h(x)-h^{*}(x)\right)^{2}\right]+\varepsilon\left\|\left(h-h^{*}\right)^{2}\right\|_{\sigma} \tag{3.12}
\end{equation*}
$$

### 3.4.1 Bounding norms of products

To bound $\left\|\left(h-h^{*}\right)^{2}\right\|_{\sigma}$, it will suffice to bound RKHS norms of products. The key result for this subsection is the following deceptively simple-looking bound:

Theorem 3.4.1. Let $f, g \in \mathcal{H}_{\sigma}$, that is, the RKHS corresponding to the Gaussian kernel $k_{\sigma}$ of bandwidth $\sigma$. Then, $\|f g\|_{\sigma / \sqrt{2}} \leq\|f\|_{\sigma}\|g\|_{\sigma}$.

Indeed, there are already subtleties: if $f, g \in \mathcal{H}_{\sigma}$, then, to discuss the norm of the product $f g$, we need to decrease the bandwidth from $\sigma$ to $\sigma / \sqrt{2}$.

We prove Theorem 3.4.1 via two steps. First, we represent the functions $f, g$, and $f g$ exactly in terms of traces of certain matrices. This step is highly dependent on the specific structure of the Gaussian kernel. Then, we can apply standard trace inequalities. Proofs of both results are given in Appendix A.2.

Proposition 3.4.1. Let $f, g \in \mathcal{H}_{\sigma}$ have expansions $f=\sum_{i} a_{i} k_{\sigma}\left(x_{i}, \cdot\right)$ and $g=$ $\sum_{j} b_{j} k_{\sigma}\left(x_{j}, \cdot\right)$. For shorthand denote by $z_{i}=\phi_{\sqrt{2} \sigma}\left(x_{i}\right)$ the (possibly infinite) feature expansion of $x_{i}$ in $\mathcal{H}_{\sqrt{2} \sigma}$. Then,

$$
\|f g\|_{\sigma / \sqrt{2}}^{2}=\operatorname{tr}\left(A^{2} B^{2}\right), \quad\|f\|_{\sigma}^{2}=\operatorname{tr}\left(A^{2}\right), \quad \text { and } \quad\|g\|_{\sigma}^{2}=\operatorname{tr}\left(B^{2}\right)
$$

where $A=\sum_{i} a_{i} z_{i} z_{i}^{T}$ and $B=\sum_{j} a_{j} z_{j} z_{j}^{T}$.
Lemma 3.4.1. Let $X, Y$ be symmetric and positive semidefinite. Then $\operatorname{tr}(X Y) \leq$ $\operatorname{tr}(X) \operatorname{tr}(Y)$.

With these intermediate results in hand, we can prove the main bound of interest:

Proof of Theorem 3.4.1. By Proposition 3.4.1, we may write

$$
\|f g\|_{\sigma / \sqrt{2}}^{2}=\operatorname{tr}\left(A^{2} B^{2}\right), \quad\|f\|_{\sigma}^{2}=\operatorname{tr}\left(A^{2}\right), \quad \text { and } \quad\|g\|_{\sigma}^{2}=\operatorname{tr}\left(B^{2}\right)
$$

where $A=\sum_{i} a_{i} z_{i} z_{i}^{T}$ and $B=\sum_{j} b_{j} z_{j} z_{j}^{T}$ are chosen as described in Proposition 3.4.1. Since $A$ and $B$ are each symmetric, it follows that $A^{2}$ and $B^{2}$ are each symmetric and positive semidefinite. Then we can apply Lemma 3.4.1 to conclude that

$$
\|f g\|_{\sigma / \sqrt{2}}^{2}=\operatorname{tr}\left(A^{2} B^{2}\right) \leq \operatorname{tr}\left(A^{2}\right) \operatorname{tr}\left(B^{2}\right)=\|f\|_{\sigma}^{2}\|g\|_{\sigma}^{2} .
$$

### 3.4.2 Implications: kernel ridge regression

With the help of Theorem 3.4.1, we can develop DRO-based bounds for actual learning problems. In this section we develop such bounds for Gaussian kernel ridge regression, i.e. problem (3.12).

For shorthand, we write $R_{\mathbb{Q}}(h)=\mathbb{E}_{x \sim \mathbb{Q}}\left[\ell_{h}(x)\right]=\mathbb{E}_{x \sim \mathbb{Q}}\left[\left(h(x)-h^{*}(x)\right)^{2}\right]$ for the risk of $h$ on a distribution $\mathbb{Q}$. Generalization amounts to proving that the population risk $R_{\mathbb{P}}(h)$ is not too different than the empirical risk $R_{\hat{\mathbb{P}}_{n}}(h)$.

Theorem 3.4.2. Assume the target function $h^{*}$ satisfies $\left\|\left(h^{*}\right)^{2}\right\|_{\sigma / \sqrt{2}} \leq \Lambda_{\left(h^{*}\right)^{2}}$ and $\left\|h^{*}\right\|_{\sigma} \leq \Lambda_{h^{*}}$. Then, for any $\delta>0$, with probability $1-\delta$, the following holds for all functions $h$ satisfying $\left\|h^{2}\right\|_{\sigma / \sqrt{2}} \leq \Lambda_{h^{2}}$ and $\|h\|_{\sigma} \leq \Lambda_{h}$ :

$$
\begin{equation*}
R_{\mathbb{P}}(h) \leq R_{\widehat{\mathbb{P}}_{n}}(h)+\frac{2}{\sqrt{n}}\left(1+\sqrt{\frac{\log (1 / \delta)}{2}}\right)\left(\Lambda_{h^{2}}+\Lambda_{\left(h^{*}\right)^{2}}+2 \Lambda_{h} \Lambda_{h^{*}}\right) . \tag{3.13}
\end{equation*}
$$

Proof. We utilize the DRO Generalization Principle 3.1.1. By Lemma 3.3.1 we know that with probability $1-\delta, d_{\mathrm{MMD}}\left(\hat{\mathbb{P}}_{n}, \mathbb{P}\right) \leq \varepsilon$ for $\varepsilon=(2+\sqrt{2 \log (1 / \delta)}) / \sqrt{n}$, since $k_{\sigma}(x, x) \leq M=1$. Note the bandwidth $\sigma$ does not affect the convergence result. As
a result of Lemma 3.3.1, with probability $1-\delta$ :

$$
\begin{align*}
R_{\mathbb{P}}(h) & =\mathbb{E}_{x \sim \mathbb{P}}\left[\left(h(x)-h^{*}(x)\right)^{2}\right]  \tag{3.14}\\
& \stackrel{(a)}{\leq} \mathbb{E}_{x \sim \hat{\mathbb{P}}_{n}}\left[\left(h(x)-h^{*}(x)\right)^{2}\right]+\varepsilon\left\|\left(h-h^{*}\right)^{2}\right\|_{\sigma / \sqrt{2}}  \tag{3.15}\\
& \stackrel{(b)}{\leq} R_{\hat{\mathbb{P}}_{n}}(h)+\varepsilon\left(\left\|h^{2}\right\|_{\sigma / \sqrt{2}}+\left\|\left(h^{*}\right)^{2}\right\|_{\sigma / \sqrt{2}}+2\left\|h h^{*}\right\|_{\sigma / \sqrt{2}}\right)  \tag{3.16}\\
& \stackrel{(c)}{\leq} R_{\hat{\mathbb{P}}_{n}}(h)+\varepsilon\left(\Lambda_{h^{2}}+\Lambda_{\left(h^{*}\right)^{2}}+2 \Lambda_{h} \Lambda_{h^{*}}\right), \tag{3.17}
\end{align*}
$$

where (a) is by Corollary 3.3.2, (b) is by the triangle inequality, and (c) follows from Theorem 3.4.1 and our assumptions on $h$ and $h^{*}$. Plugging in the bound on $\varepsilon$ yields the result.

We placed different bounds on each of $h, h^{*}, h^{2},\left(h^{*}\right)^{2}$ to emphasize the dependence on each. Since each is bounded separately, the DRO based bound in Theorem 3.4.2 allows finer control of the complexity of the function class than is typical. Since, by Theorem 3.4.1, the norms of $h^{2},\left(h^{*}\right)^{2}$ and $h h^{*}$ are bounded by those of $h$ and $h^{*}$, we may also state Theorem 3.4.2 just with $\|h\|_{\sigma}$ and $\left\|h^{*}\right\|_{\sigma}$.

Corollary 3.4.1. Assume the target function $h^{*}$ satisfies $\left\|h^{*}\right\|_{\sigma} \leq \Lambda$. Then, for any $\delta>0$, with probability $1-\delta$, the following holds for all functions $h$ satisfying $\|h\|_{\sigma} \leq \Lambda:$

$$
\begin{equation*}
R_{\mathbb{P}}(h) \leq R_{\hat{\mathbb{P}}_{n}}(h)+\frac{8 \Lambda^{2}}{\sqrt{n}}\left(1+\sqrt{\frac{\log (1 / \delta)}{2}}\right) . \tag{3.18}
\end{equation*}
$$

Proof. We reduce to Theorem 3.4.2. By Theorem 3.4.1, we know that $\left\|h^{2}\right\|_{\sigma / \sqrt{2}} \leq$ $\|h\|_{\sigma}^{2}$, which may be bounded above by $\Lambda^{2}$ (and similarly for $h^{*}$ ). Therefore we can take $\Lambda_{h^{2}}=\Lambda_{h}^{2}=\Lambda$ and $\Lambda_{\left(h^{*}\right)^{2}}=\Lambda_{h^{*}}^{2}=\Lambda$ in Theorem 3.4.2. The result follows by bounding

$$
\Lambda_{h^{2}}+\Lambda_{\left(h^{*}\right)^{2}}+2 \Lambda_{h} \Lambda_{h^{*}} \leq \Lambda^{2}+\Lambda^{2}+2 \Lambda \cdot \Lambda=4 \Lambda^{2}
$$

Generalization bounds for kernel ridge regression are of course not new; we emphasize that the DRO viewpoint provides an intuitive approach that also grants finer control over the function complexity. Moreover, our results take essentially the same
form as the typical generalization bounds for kernel ridge regression, reproduced below:

Theorem 3.4.3 (Specialized from (Mohri et al., 2018), Theorem 10.7). Assume the target function $h^{*}$ satisfies $\left\|h^{*}\right\|_{\sigma} \leq \Lambda$. Then, for any $\delta>0$, with probability $1-\delta$, it holds for all functions $h$ satisfying $\|h\|_{\sigma} \leq \Lambda$ that

$$
\begin{equation*}
R_{\mathbb{P}}(h) \leq R_{\hat{\mathbb{P}}_{n}}(h)+\frac{8 \Lambda^{2}}{\sqrt{n}}\left(1+\frac{1}{2} \sqrt{\frac{\log (1 / \delta)}{2}}\right) . \tag{3.19}
\end{equation*}
$$

Hence, our DRO-based Theorem 3.4.2 evidently recovers standard results up to a universal constant.

### 3.4.3 Algorithmic implications

The generalization result in Theorem 3.4.3 is often used to justify penalizing by the norm $\|h\|_{\sigma}$, since it is the only part of the bound (other than the risk $R_{\hat{\mathbb{P}}_{n}}(h)$ ) that depends on $h$. In contrast, our DRO-based generalization bound in Theorem 3.4.2 is of the form

$$
\begin{equation*}
R_{\mathbb{P}}(h)-R_{\hat{\mathbb{P}}_{n}}(h) \leq \varepsilon\left(\left\|h^{2}\right\|_{\sigma / \sqrt{2}}+\left\|\left(h^{*}\right)^{2}\right\|_{\sigma / \sqrt{2}}+2\|h\|_{\sigma}\left\|h^{*}\right\|_{\sigma}\right), \tag{3.20}
\end{equation*}
$$

which depends on $h$ through both norms $\|h\|_{\sigma}$ and $\left\|h^{2}\right\|_{\sigma / \sqrt{2}}$. This bound motivates the use of both norms as regularizers in kernel regression, i.e. we would instead solve

$$
\begin{equation*}
\inf _{h \in \mathcal{H}_{\sigma}} \mathbb{E}_{(x, y) \sim \hat{\mathbb{P}}_{n}}\left[(h(x)-y)^{2}\right]+\lambda_{1}\|h\|_{\sigma}+\lambda_{2}\left\|h^{2}\right\|_{\sigma / \sqrt{2}} \tag{3.21}
\end{equation*}
$$

Given data $\left(x_{i}, y_{i}\right)_{i=1}^{n}$, for kernel ridge regression, the Representer Theorem implies that it is sufficient to consider only $h$ of the form $h=\sum_{i=1}^{n} a_{i} k_{\sigma}\left(x_{i}, \cdot\right)$. Here this is not in general possible due to the norm of $h^{2}$. However, it is possible to evaluate and compute gradients of $\left\|h^{2}\right\|_{\sigma / \sqrt{2}}^{2}$ : let $K$ be the matrix with $K_{i j}=k_{\sqrt{2} \sigma}\left(x_{i}, x_{j}\right)$, and let $D=\operatorname{diag}(a)$. Using Proposition 3.4.1, we can prove $\left\|h^{2}\right\|_{\sigma / \sqrt{2}}^{2}=\operatorname{tr}\left((D K)^{4}\right) \mathrm{A}$ complete proof is given in Corollary A.2.1 in the appendix.

### 3.5 Approximation and connections to variance regularization

In the previous section we studied bounding the MMD DRO problem (3.4) via Hilbert norm penalization. Going beyond kernel methods where we search over $h \in \mathcal{H}$, it is even less clear how to evaluate the Hilbert norm $\left\|\ell_{h}\right\|_{\mathcal{H}}$. To circumvent this issue, next we approach the DRO problem from a different angle: we directly search for the adversarial distribution $\mathbb{Q}$. Along the way, we will build connections to variance regularization (Maurer and Pontil, 2009; Gotoh et al., 2018; Lam, 2016; Namkoong and Duchi, 2017), where the empirical risk is regularized by the empirical variance of $\ell_{h}$ : $\operatorname{Var}_{\hat{\mathbb{P}}_{n}}\left(\ell_{h}\right)=\mathbb{E}_{x \sim \hat{\mathbb{P}}_{n}}\left[\ell_{h}(x)^{2}\right]-\mathbb{E}_{x \sim \hat{\mathbb{P}}_{n}}\left[\ell_{h}(x)\right]^{2}$. In particular, we show in Theorem 3.5.1 that MMD DRO yields stronger regularization than variance.

Searching over all distributions $\mathbb{Q}$ in the MMD ball is intractable, so we restrict our attention to those with the same support $\left\{x_{i}\right\}_{i=1}^{n}$ as the empirical sample $\hat{\mathbb{P}}_{n}$. All such distributions $\mathbb{Q}$ can be written as $\mathbb{Q}=\sum_{i=1}^{n} w_{i} \delta_{x_{i}}$, where $w$ is in the $n$ dimensional simplex. By restricting the set of candidate distributions $\mathbb{Q}$, we make the adversary weaker:

$$
\begin{array}{llll} 
& & \sup _{w} & \sum_{i=1}^{n} w_{i} \ell_{h}\left(x_{i}\right) \\
\sup _{\mathbb{Q}} & \mathbb{E}_{x \sim \mathbb{Q}}\left[\ell_{h}(x)\right] \\
\text { s.t. } & d_{\mathrm{MMD}}\left(\mathbb{Q}, \hat{\mathbb{P}}_{n}\right) \leq \varepsilon & \text { s.t. } & d_{\mathrm{MMD}}\left(\sum_{i=1}^{n} w_{i} \delta_{x_{i}}, \hat{\mathbb{P}}_{n}\right) \leq \varepsilon  \tag{3.22}\\
& & \sum_{i=1}^{n} w_{i}=1 \\
& w_{i} \geq 0 \forall i=1, \ldots, n .
\end{array}
$$

By restricting the support of $\mathbb{Q}$, it is no longer possible to guarantee out of sample performance, since it typically will have different support. Yet, as we will see, problem (3.22) has nice connections.

The $d_{\text {MMD }}$ constraint is a quadratic penalty on $v=w-\frac{1}{n} \mathbf{1}$, as one may see via
the mean embedding definition of MMD:

$$
\begin{equation*}
d_{\mathrm{MMD}}\left(\sum_{i=1}^{n} w_{i} \delta_{x_{i}}, \hat{\mathbb{P}}_{n}\right)^{2}=\left\|\sum_{i=1}^{n} w_{i} k\left(x_{i}, \cdot\right)-\frac{1}{n} \sum_{i=1}^{n} k\left(x_{i}, \cdot\right)\right\|_{\mathcal{H}}^{2}=\left\|\sum_{i=1}^{n} v_{i} k\left(x_{i}, \cdot\right)\right\|_{\mathcal{H}}^{2} . \tag{3.23}
\end{equation*}
$$

The last term is $v^{T} K v=\left(w-\frac{1}{n} \mathbf{1}\right)^{T} K\left(w-\frac{1}{n} \mathbf{1}\right)$, where $K$ is the kernel matrix with $K_{i j}=k\left(x_{i}, x_{j}\right)$. If the radius $\varepsilon$ of the uncertainty set is small enough, the constraints $w_{i} \geq 0$ are inactive, and can be ignored. By dropping these constraints, we can solve the adversary's problem in closed form:

Lemma 3.5.1. Let $\vec{\ell}$ be the vector with $i$-th element $\ell_{h}\left(x_{i}\right)$. If $\varepsilon$ is small enough that the constraints $w_{i}$ are not active, then the optimal value of problem (3.22) is given by

$$
\begin{equation*}
\mathbb{E}_{x \sim \hat{\mathbb{P}}_{n}}\left[\ell_{h}(x)\right]+\varepsilon \sqrt{\vec{\ell}^{T} K^{-1} \vec{\ell}-\frac{\left(\vec{\ell}^{T} K^{-1} \mathbf{1}\right)^{2}}{\mathbf{1}^{T} K^{-1} \mathbf{1}}} . \tag{3.24}
\end{equation*}
$$

In other words, fitting a model to minimize the support-constrained approximation of MMD DRO is equivalent to penalizing by the nonconvex regularizer in Lemma 3.5.1. To better understand this regularizer, consider, for instance, the case that the kernel matrix $K$ equals the identity $I$. This will happen e.g. for a Gaussian kernel as the bandwidth $\sigma$ approaches zero. Then, the regularizer equals

$$
\begin{equation*}
\varepsilon \sqrt{\vec{\ell}^{T} K^{-1} \vec{\ell}-\frac{\left(\vec{\ell}^{T} K^{-1} 1\right)^{2}}{\mathbf{1}^{T} K^{-1} \mathbf{1}}}=\varepsilon \sqrt{\vec{\ell}^{T} \vec{\ell}-\frac{\left(\vec{\ell}^{T} 1\right)^{2}}{\mathbf{1}^{T} 1}}=\varepsilon \sqrt{n} \sqrt{\operatorname{Var}_{\hat{\mathbb{P}}_{n}}\left(\ell_{h}\right)} . \tag{3.25}
\end{equation*}
$$

In fact, this equivalence holds a bit more generally:

Lemma 3.5.2. Let $K=a I+b 1^{T}$, so that $K_{i j}$ equals a if $i=j$, and $b+a$ otherwise. Then,

$$
\begin{equation*}
\sqrt{\left.\vec{\ell}^{T} K^{-1} \vec{\ell}-\frac{(\vec{\ell} T}{} K^{-1} \mathbf{1}\right)^{2}} \frac{\mathbf{1}^{T} K^{-1} \mathbf{1}}{}=a^{-1 / 2} \sqrt{n} \sqrt{\operatorname{Var}_{\hat{\mathbb{P}}_{n}}\left(\ell_{h}\right)} \tag{3.26}
\end{equation*}
$$

As a consequence, we conclude that with the right choice of kernel $k$, MMD DRO is a stronger regularizer than variance:


Figure 3-2: Comparison of the two regularizers $\|h\|_{\sigma}^{2}$ and $\left\|h^{2}\right\|_{\sigma / \sqrt{2}}$ in both the easy (left) and hard (right) settings, across a parameter sweep of $\lambda$. The $x$-axis is shifted to make comparison easier.

Theorem 3.5.1. There exists a kernel $k$ so that $M M D$ DRO bounds the variance regularized problem:

$$
\begin{equation*}
\mathbb{E}_{x \sim \hat{\mathbb{P}}_{n}}\left[\ell_{h}(x)\right] \leq \mathbb{E}_{x \sim \hat{\mathbb{P}}_{n}}\left[\ell_{h}(x)\right]+\varepsilon \sqrt{n} \sqrt{\operatorname{Var}_{\hat{\mathbb{P}}_{n}}\left(\ell_{h}\right)} \leq \sup _{\mathbb{Q}: d_{\mathrm{MMD}}\left(\mathbb{Q}, \hat{\mathbb{P}}_{n}\right) \leq \varepsilon}\left[\ell_{h}(x)\right] . \tag{3.27}
\end{equation*}
$$

### 3.6 Experiments

### 3.6.1 Alternate regularizer

In subsection 3.4.3 we proposed an alternate regularizer for kernel ridge regression, specifically, penalizing $\left\|h^{2}\right\|_{\sigma / \sqrt{2}}$ instead of $\|h\|_{\sigma}^{2}$. Here we probe the new regularizer on a synthetic problem where we can precisely compute the population risk $R_{\mathbb{P}}(h)$. Consider the Gaussian kernel $k_{\sigma}$ with $\sigma=1$. Fix the ground truth $h=k_{\sigma}(1, \cdot)-$ $k_{\sigma}(-1, \cdot) \in \mathcal{H}_{\sigma}$. Sample $10^{4}$ points from a standard one dimensional Gaussian, and set this as the population $\mathbb{P}$. Then subsample $n$ points $x_{i}=h\left(x_{i}\right)+\varepsilon_{i}$, where $\varepsilon_{i}$ are Gaussian. We consider both an easy regime, where $n=10^{3}$ and $\operatorname{Var}\left(\varepsilon_{i}\right)=10^{-2}$, and a hard regime where $n=10^{2}$ and $\operatorname{Var}\left(\varepsilon_{i}\right)=1$. On the empirical data, we fit $h \in \mathcal{H}_{\sigma}$ by minimizing square loss plus either $\lambda\|h\|_{\sigma}^{2}$ (as is typical) or $\lambda\left\|h^{2}\right\|_{\sigma / \sqrt{2}}$ (our proposal). We average over $10^{2}$ resampling trials for the easy case and $10^{3}$ for the hard
case, and report $95 \%$ confidence intervals. Figure 3-2 shows the result in each case for a parameter sweep over $\lambda$. If $\lambda$ is tuned properly, the tighter regularizer $\left\|h^{2}\right\|_{\sigma / \sqrt{2}}$ yields better performance in both cases. It also appears the regularizer $\left\|h^{2}\right\|_{\sigma / \sqrt{2}}$ is less sensitive to the choice of $\lambda$ : performance decays slowly when $\lambda$ is too low.

### 3.6.2 Conjecture: generalizing beyond Gaussian kernels

One limitation of our DRO-based kernel ridge regression bounds is that they apply only for Gaussian kernels. Our proof relies on the fact that, for any bandwidth $\sigma$, we can find a smaller bandwidth $\sigma^{\prime}$ so that $\left\|h^{2}\right\|_{\sigma^{\prime}} \leq\|h\|_{\sigma}^{2}$. For Gaussian kernels, Theorem 3.4.1 implies we can choose $\sigma^{\prime}=\sigma / \sqrt{2}$, but at present, we lack similar theoretical results for other kernels.

In this subsection we give empirical evidence that such results may hold for popular kernels. In particular, we study the Laplace and Matérn kernels. The Laplace kernel is defined by $k_{\sigma}(x, y)=\exp (-\|x-y\| / \sigma)$; the Matérn kernel is defined by $k_{\sigma}(x, y)=$ $\frac{2^{1-\nu}}{\Gamma(\nu)}\left(\sqrt{2 \nu} \frac{\|x-y\|}{\sigma}\right)^{\nu} K_{\nu}\left(\sqrt{2 \nu} \frac{\|x-y\|}{\sigma}\right)$, where $K_{\nu}$ is a modified Bessel function, and $\nu \geq 0$ is a parameter most commonly set to 1.5 or 2.5 .

One major difficulty in proving such a bound is computing the norm $\left\|h^{2}\right\|_{\sigma^{\prime}}$. Computing the RKHS norm $\|f\|_{\mathcal{H}}$ of a function $f$ is easiest when we are given the expansion $f=\sum_{i} a_{i} k\left(x_{i}, \cdot\right)$, in which case we can compute the norm in closed form. But for $f=h^{2}$ we do not in general have such an expansion. Instead, we numerically estimate the norm $\left\|h^{2}\right\|_{\sigma^{\prime}}{ }^{1}$ and empirically validate the bound.

## Scaling the bandwidth, and functions with two term expansions

We focus on one-dimensional functions defined on $\mathbb{R}$. First, for each kernel (Laplace; Matérn with $\nu=1.5,2.5$ ), we numerically compute the scaling factor $C=\sigma^{\prime} / \sigma$ so that $\left\|k_{\sigma}(0, \cdot)^{2}\right\|_{\sigma^{\prime}} \leq\left\|k_{\sigma}(0, \cdot)\right\|_{\sigma}^{2}$; these results are summarized in Figure 3-3. For Matérn kernels, we suspect that, as $\nu$ increases, the required scaling factor should

[^0]Figure 3-3: Estimates of the ratio $\sigma^{\prime} / \sigma$ needed so that $\left\|k_{\sigma}(0, \cdot)^{2}\right\|_{\sigma^{\prime}} \leq\left\|k_{\sigma}(0, \cdot)\right\|_{\sigma}^{2}$.

|  | Laplace | Matérn, $\nu=1.5$ | Matérn, $\nu=2.5$ |
| :--- | :--- | :--- | :--- |
| Bandwidth scale factor | 0.5 | $\approx 0.648$ | $\approx 0.678$ |



Figure 3-4: Study of the ratio $\left\|h^{2}\right\|_{\sigma^{\prime}} /\|h\|_{\sigma}^{2}$ across different kernels and bandwidths $\sigma$, for functions of the form $h=\cos \theta k_{\sigma}(0, \cdot)+\sin \theta k_{\sigma}(1, \cdot)$. The ratio never exceeds 1 , implying $\left\|h^{2}\right\|_{\sigma^{\prime}} \leq\|h\|_{\sigma}^{2}$ for all functions of this form.
approach $1 / \sqrt{2} \approx 0.707$; this is because as $\nu$ increases, the Matérn kernel approaches the Gaussian kernel, for which we already proved that $1 / \sqrt{2}$ suffices. Through the rest of this section, we fix the scaling factor for each kernel in accordance with Figure 3-3, e.g. $\sigma^{\prime}=\sigma / 2$ for the Laplace kernel.

Then, we study the inequality $\left\|h^{2}\right\|_{\sigma^{\prime}} \leq\|h\|_{\sigma}^{2}$ for all functions $h$ with two terms in their expansion: $h=a_{1} k_{\sigma}\left(x_{1}, \cdot\right)+a_{2} k_{\sigma}\left(x_{2}, \cdot\right)$. By shift-invariance, instead of varying $x_{1}$ and $x_{2}$, we can set $x_{1}=0$ and $x_{2}=1$ and vary the bandwidth $\sigma$. And because norms are positively homogeneous, it suffices to study weights $a=\left(a_{1}, a_{2}\right)$ with $\|a\|_{2}=1$. We parameterize such functions in terms of an angle $\theta: h=\cos \theta k_{\sigma}(0, \cdot)+\sin \theta k_{\sigma}(1, \cdot)$. In Figure 3-4 we plot the ratio $\left\|h^{2}\right\|_{\sigma^{\prime}} /\|h\|_{\sigma}^{2}$ as a function of $\theta$. The numerical estimates of this ratio never exceed 1 for any of the three kernels, meaning the inequality empirically holds for all.

## Random functions with ten term expansions

The next logical step is to study functions $h$ with more terms in their expansion. As the number of terms increases, it becomes more difficult to systematically check every such function (as we did for the two term case). Instead, we randomly sample functions. Specifically, here we study functions with ten terms centered at $\{1, \ldots, 10\}$ : $h=\sum_{i=1}^{10} a_{i} k_{\sigma}(i, \cdot)$. For each kernel, we randomly sample $10^{4}$ such functions by


Figure 3-5: Distribution of ratio $\left\|h^{2}\right\|_{\sigma^{\prime}} /\|h\|_{\sigma}^{2}$ for randomly sampled functions $h$, for Laplace kernels with different bandwidths $\sigma \in\{1,2,4,8\}$.
sampling each coefficient $a_{i}$ from a standard Gaussian. We repeat for several different bandwidths $\sigma$, and plot histograms of the ratio $\left\|h^{2}\right\|_{\sigma^{\prime}} /\|h\|_{\sigma}^{2}$.

Our histograms for the Laplace kernel are displayed in Figure 3-5, and those for the Matérn kernels are in Figure 3-6. For the Laplace kernel, the maximum value of the ratio observed was about 0.99 , meaning that the inequality always held. Between the two Matérn kernels, we observe a maximum ratio value of about 1.006. While this ratio is slightly greater than 1 , the discrepancy could be attributed to error in our numerical estimate either of $\left\|h^{2}\right\|_{\sigma^{\prime}}$ or of the scaling factor $\sigma^{\prime} / \sigma$.

One notable trend present in Figures 3-5 and 3-6 is that, as the bandwidth $\sigma$ increases, the distribution of the ratio $\left\|h^{2}\right\|_{\sigma^{\prime}} /\|h\|_{\sigma}^{2}$ skews higher towards 1 . In other words, $\left\|h^{2}\right\|_{\sigma^{\prime}}$ and $\|h\|_{\sigma}^{2}$ tend to be more similar when the bandwidth $\sigma$ is larger. This pattern suggests that using the new regularizer $\left\|h^{2}\right\|_{\sigma^{\prime}}$ should result in more different behavior when $\sigma$ is small. However, in practice, when data is limited and better regularization would matter most, large bandwidths $\sigma$ tend to work better due to their regularizing effect. The interplay between the new regularizer and the bandwidth is an interesting direction for future study.


Figure 3-6: Distribution of ratio $\left\|h^{2}\right\|_{\sigma^{\prime}} /\|h\|_{\sigma}^{2}$ for randomly sampled functions $h$, for Matérn kernels with different bandwidths $\sigma \in\{1,2,4,8\}$. Top and bottom are plots for Matérn kernels with $\nu$ set to 1.5 and 2.5, respectively.

### 3.7 Discussion and future work

In this chapter we introduce MMD DRO, distributionally robust optimization with maximum mean discrepancy uncertainty sets. We prove fundamental structural results and upper bounds for MMD DRO, and unearth deep connections, in particular to Gaussian kernel ridge regression and variance regularization.

Several open questions remain. In terms of theory, our MMD DRO approach to generalization bounds leaves much new ground to explore. In particular, we conjecture that our approach might also work for ridge regression with non-Gaussian kernels; this conjecture is supported by our experiments in Section 3.6.2. Practically, there is also much left to do to make MMD DRO a general purpose tool. We have presented two approximations of MMD DRO, each with strengths and drawbacks: the upper bound in Corollary 3.3.2 enables our kernel ridge regression generalization bound, but is potentially loose, and is difficult to use more generally because the Hilbert norm is tricky to compute; the discrete approximation in Section 3.5 is more practical, and in fact has already seen application in Bayesian Optimization (Kirschner et al., 2020), but is not an upper bound on the MMD DRO problem. Future work could address these drawbacks, or potentially develop a tractable exact reformulation of the DRO problem.

## Part II

## Algorithms for distributionally robust subset selection

## Chapter 4

## Submodularity background

In work described in Part I we strengthen the bond between DRO and generalization in machine learning. Now, we take this bond as motivation to build algorithms for solving DRO problems. For convex objectives, there are classic convex reformulations available for many robust optimization problems; see e.g. (Bertsimas et al., 2011). DRO problems are more challenging because often the adversary searches over the infinite dimensional space of distributions; still, for convex objectives, there are tractable finite reformulations (Shafieezadeh Abadeh et al., 2015; Blanchet et al., 2019; Mohajerin Esfahani and Kuhn, 2018). But for non-convex problems, even when there is a tractable reformulation available e.g. (Sinha et al., 2018), it is not possible to guarantee solution quality due to non-convexity.

Instead of trying to tackle general non-convex DRO, we will focus on a special, promising subcase: DRO problems involving submodular objective functions.

### 4.1 Submodular set functions

Submodular set functions have natural applications in many facets of machine learning and related areas, e.g. dictionary learning (Das and Kempe, 2011), influence maximization (Kempe et al., 2003; Domingos and Richardson, 2001), data summarization (Lin and Bilmes, 2011), probabilistic modeling (Djolonga and Krause, 2014) and diversity (Kulesza and Taskar, 2012).

### 4.1.1 Definitions

Submodular set functions in particular are the most studied. Given a ground set of items $V$, we say a set function is a function $f$ defined on the powerset $2^{V}$ of $V$. For set functions, submodularity can be captured by two equivalent definitions:

Definition 4.1.1 (Submodular set functions). A set function $f: 2^{V} \rightarrow \mathbb{R}$ is submodular if, for all $S, T \subseteq V$, it holds that

$$
\begin{equation*}
f(S)+f(T) \geq f(S \cap T)+f(S \cup T) \tag{4.1}
\end{equation*}
$$

Equivalently, $f$ is submodular if, for all $S$ and $T$ satisfying $S \subseteq T \subseteq V$, and for all $i \in V \backslash T$, it holds that

$$
\begin{equation*}
f(S \cup\{i\})-f(S) \geq f(T \cup\{i\})-f(T) \tag{4.2}
\end{equation*}
$$

Equation (4.2) is known as the diminishing returns ( $D R$ ) property. As the set $S$ grows, the marginal gain of adding a new item $i$ decreases, i.e. there are diminishing returns. Additionally, if $-f$ is submodular, we say that $f$ is supermodular.

### 4.1.2 Optimization

Many optimization problems involving submodular set functions admit efficient algorithms with theoretical guarantees on performance. Here, we briefly highlight some such guarantees, for submodular set function maximization and minimization.

## Maximization

Perhaps the most common example of a submodular maximization problem is monotone submodular maximization under a cardinality constraint, i.e. $\max _{S:|S| \leq k} f(S)$. Here, $f$ is monotone, i.e. $f(S) \leq f(T)$ whenever $S \subset T$. The greedy algorithm admits a $(1-1 / e)$ approximation ratio, shown in classic work by Nemhauser et al. (1978). Much work has gone into speeding up the greedy algorithm in practice, e.g.
accelerated variants (Minoux, 1978), stochastic approximations (Mirzasoleiman et al., 2015) and distributed variants (Mirzasoleiman et al., 2016).

The same ( $1-1 / e$ ) approximation ratio can also be attained with more general matroid constraints (Vondrak, 2008), by using a continuous version of the greedy algorithm (Calinescu et al., 2011). This continuous algorithm is more expensive but can also be accelerated, as we will review in Chapter 5. Many other submodular maximization problems also admit guarantees. For example, Feige et al. (2011) gave a deterministic $1 / 3$ approximation for non-monotone unconstrained submodular maximization, while Buchbinder et al. (2015) gave a randomized $1 / 2$ approximation for the same problem.

## Minimization

Submodular minimization has rich connections to convex optimization. Given a set function $f: 2^{V} \rightarrow \mathbb{R}$, one can define an extension $\hat{f}: \mathbb{R}^{|V|} \rightarrow \mathbb{R}$, known as the Lovász extension, so that $f$ is submodular if and only if $\hat{f}$ is convex (Lovász, 1983, Proposition 4.1). Among other foundational contributions, Edmonds (1970) showed how to efficiently compute subgradients of the Lovász extension. Grötschel et al. (1981) gave the first polynomial time algorithm for submodular set function minimization, based on applying the ellipsoid method to the Lovász extension. Combinatorial algorithms with polynomial time guarantees came later (Schrijver, 2000; Iwata et al., 2001). Recent work (Lee et al., 2015; Chakrabarty et al., 2017; Axelrod et al., 2020) has pushed the theoretical time complexity down even further.

In practice, the Fujishige-Wolfe algorithm (Wolfe, 1976; Fujishige, 2005) is a popular choice despite worse guarantees, though these have been improved recently (Chakrabarty et al., 2014). Much work has sought faster practical performance for special cases, e.g. separable problems (Jegelka et al., 2013). For further background, we recommend the monograph by Bach (2013).

### 4.2 General submodular functions

While submodular set functions are the best studied, the concepts of submodularity and diminishing returns (DR) can also be generalized beyond set functions. These concepts extend readily to functions on the integer lattice, and even to continuous domains. We will introduce two generalizations, namely (general) submodular and DR-submodular functions.

These generalizations are actually of great practical relevance for set function optimization. Many algorithms for submodular set function maximization actually depend on DR-submodular maximization. And many algorithms for submodular set function minimization readily extend to more general domains.

### 4.2.1 Definitions: submodular functions and DR functions

When we generalize beyond sets, the situation becomes more complicated, because there are multiple ways to generalize submodularity. Recall that there are two equivalent ways of defining submodular set functions: submodularity, i.e. Equation (4.1); and diminishing returns (DR), i.e. Equation (4.2). Though these coincide for set functions, for more general domains, DR is actually more restrictive than submodularity. Some optimization results apply for all (general) submodular functions, but some only hold for DR functions. We must therefore give two separate definitions.

First, we generalize submodularity, i.e. Equation (4.1). To do this, we need a suitable generalization of union and intersection. Distributive lattices are structures that admit such generalizations, where union $(\cup)$ is replaced by join $(V)$, and intersection $(\cap)$ is replaced by meet $(\wedge)$. For this thesis, we restrict our attention to domains that are subsets of the integer lattice or of $\mathbb{R}^{d}$, and where $x \vee y$ denotes the coordinate-wise maximum and $x \wedge y$ the coordinate-wise minimum:

Definition 4.2.1 (Submodular functions). A function $f: \mathcal{X} \rightarrow \mathbb{R}$ is submodular if for all $x, y \in \mathcal{X}$, it holds that

$$
\begin{equation*}
f(x)+f(y) \geq f(x \vee y)+f(x \wedge y) \tag{4.3}
\end{equation*}
$$

Note that set functions are a special case: set $\mathcal{X}=\{0,1\}^{|V|}$ and encode sets $S$ by their indicator vectors $\mathbf{1}_{S} \in \mathcal{X}$. If $f$ is defined on a subset of $\mathbb{R}^{d}$ and is twicedifferentiable, the property of submodularity means that all off-diagonal entries of the Hessian are nonpositive, i.e., $\frac{\partial f(x)}{\partial x_{i} \partial x_{j}} \leq 0$ for all $i \neq j$ (Topkis, 1978, Theorem 3.2). These functions may be convex, concave, or neither. We will return in Chapter 6 to general submodular functions.

Second, we consider functions which instead satisfy a general version of the DR property. These are called DR-submodular functions:

Definition 4.2.2 (DR-submodular functions). A function $f: \mathcal{X} \rightarrow \mathbb{R}$ is DR-submodular if, for all $x \leq y \in \mathcal{X}, i \in[n]$, and $\gamma>0$ so that $x+\gamma e_{i}$ and $y+\gamma e_{i}$ are still in $\mathcal{X}$, we have $f\left(x+\gamma e_{i}\right)-f(x) \geq f\left(y+\gamma e_{i}\right)-f(y)$.

Note that DR-submodularity implies submodularity, so DR-submodular functions are a subclass of submodular functions. If $f$ is twice-differentiable, DR-submodularity implies that all entries of the Hessian are nonpositive, i.e. $\frac{\partial f(x)}{\partial x_{i} \partial x_{j}} \leq 0$ for all $i$ and $j$. DR-submodularity will be crucial to the optimization results in Chapter 5.

There are a number of other connections and alternate characterizations of submodular and DR-submodular functions; we recommend the thesis of Bian (2019) for more detail.

### 4.2.2 Optimization

Submodular functions on lattices can be minimized by a reduction to set functions, more precisely, ring families (Birkhoff, 1937). Combinatorial algorithms for submodular optimization on lattices are discussed in (Khachaturov et al., 2012). More recently, Bach (2019) extended results based on the convex Lovász extension, by building on connections to optimal transport, in order to give a continuous algorithm for general submodular minimization. Based on the connections made by Bach (2019), Axelrod et al. (2020) recently gave a faster continuous algorithm for general submodular minimization. The subclass of $L^{\natural}$-convex functions admits strongly polynomial time minimization (Murota, 2003; Kolmogorov and Shioura, 2009; Murota and Shioura,
2014), but does not apply to the problems discussed in this thesis.

Similarly, results for submodular maximization extend to integer lattices, e.g. (Gottschalk and Peis, 2015). Stronger results are possible for DR-submodular functions: many approximation results for the set function case extend (Bian et al., 2017; Soma and Yoshida, 2015; Soma et al., 2014). Ene and Nguyen (2016) show how to reduce DR-submodular optimization to set function optimization, for certain constraint sets.

### 4.3 Submodular DRO

As detailed above, submodular functions can be efficiently optimized in many cases, despite their potential non-convexity. We take this as inspiration towards studying DRO problems with submodular objectives as a first step towards general non-convex DRO. Accordingly, we present below a prototypical distributionally robust submodular optimization problem:

$$
\begin{equation*}
\text { (Submodular DRO) } \quad \sup _{S} \inf _{\mathbb{Q} \in \mathcal{U}} \mathbb{E}_{z \sim \mathbb{Q}}[f(S, z)] \text {. } \tag{4.4}
\end{equation*}
$$

Problem (4.4) is just one possible variation: as there are many tractable submodular optimization problems, so too are there many submodular DRO problems worthy of study. We might focus on discrete or continuous domains, or maximization or minimization. The problems we study in Chapters 5 and 6 represent just a small fraction of these.

However, it is worth emphasizing that, while many submodular optimization problems are tractable, it need not follow that submodular DRO problems are too. Submodular DRO problems can be substantially more challenging. One way to understand why is that, unlike convexity, submodularity is not in general preserved under pointwise maximum or minimum. Moreover, submodular DRO is a special case of robust submodular optimization, which in some cases is known to be hard to approximate (Krause et al., 2008a). In spite of these challenges, many positive results exist
for robust and risk-averse submodular optimization; we review some of these below.

### 4.3.1 Robust and risk-averse submodular optimization

## Robust submodular optimization

Most work on robust submodular optimization has focused on maximization, where we seek a set $S$, perhaps subject to some constraints, that solves:

$$
\begin{equation*}
\max _{S} \min _{f \in \mathcal{F}} f(S) \tag{4.5}
\end{equation*}
$$

An adversary chooses a submodular objective function $f$ from a set $\mathcal{F}$, which is typically finite. Though this problem is hard to approximate to any polynomial factor of $|V|$ (Krause et al., 2008a), positive results are possible with appropriate relaxations. In particular, there are many algorithms for choosing a near-optimal distribution of subsets $S$ (Krause et al., 2011; Chen et al., 2017; Anari et al., 2019; Wilder, 2018a).

Moreover, the above worst-case results due to Krause et al. (2008a) may not apply when there is more structure in the adversary's set $\mathcal{F}$ of candidate functions. One example is deletion-robust submodular maximization, where we wish to solve:

$$
\begin{equation*}
\max _{S:|S| \leq k} \min _{T \subset S:|T| \leq t} f(S \backslash T) . \tag{4.6}
\end{equation*}
$$

Here the adversary can only delete elements from the chosen set $S$. Studying this special case separately is crucial, as it actually admits efficient algorithms with constant factor approximation guarantees (Orlin et al., 2016; Bogunovic et al., 2017; Mirzasoleiman et al., 2016; Kazemi et al., 2018). Another specific problem that has attracted attention is robust influence maximization (Chen et al., 2016; He and Kempe, 2016; Lowalekar et al., 2016; Kalimeris et al., 2019).

## Risk-averse submodular optimization

Besides robust optimization, there are other approaches to encourage risk-aversion in stochastic decision making. For example, instead of optimizing an expectation, one might optimize value-at-risk (VaR) or conditional value-at-risk (CVaR) (Rockafellar and Uryasev, 2000, 2002), which capture tail performance. While risk-averse versions of modular (linear) set function optimization admit tractable optimization, in particular for robust (Bertsimas and Sim, 2003) and CVaR (Nikolova, 2010) variants, submodular objectives do not in general admit such optimization (Maehara, 2015). However, variants and relaxations of submodular CVaR problems admit approximations (Ohsaka and Yoshida, 2017; Wilder, 2018b).

### 4.3.2 Submodular optimization with errors

Beyond robust and risk-averse formulations of submodular problems, other work has focused on the sensitivity of submodular optimization algorithms to noise and errors. Hassidim and Singer (2017) give positive results for submodular maximization with stochastic errors, but also prove hardness in the case of adversarial errors. Balkanski et al. (2017) prove hardness results for general submodular maximization in a more difficult setting, where we see the function value only on randomly sampled subsets. Conversely, Balkanski et al. (2016) give positive results for this problem for functions with bounded curvature. There is also work studying submodular minimization with errors (Halabi and Jegelka, 2019; Ito, 2019).

## Chapter 5

## Distributionally robust submodular maximization

### 5.1 Introduction

In Chapter 4 we have seen that submodular functions have wide application and have good properties for optimization. Most of these results are for generic submodular functions that admit an evaluation oracle. However, in many settings the submodular function we wish to optimize has additional structure, which may present both challenges and an opportunity to do better.

In particular, we focus on the problem of stochastic submodular optimization (SSO), which has recently gained much attention. In SSO, we wish to choose a set $S$, subject to e.g. a cardinality constraint $|S| \leq k$, in order to maximize $f_{\mathbb{P}}(S):=$ $\mathbb{E}_{f \sim \mathbb{P}}[f(S)]$ for some distribution $\mathbb{P}$. Note that SSO is a particular instantiation of the fundamental problem of stochastic optimization discussed in Chapter 1. Stochastic submodular optimization encompasses many problems, e.g. influence maximization and facility location. Much recent work has focused on more computationally efficient gradient-based algorithms for SSO (Karimi et al., 2017; Mokhtari et al., 2018a; Hassani et al., 2017; Karbasi et al., 2019; Zhang et al., 2019). However, none of this work accounts for uncertainty in the distribution $\mathbb{P}$. We typically lack direct access to $\mathbb{P}$, and instead may have only a fixed set of samples $f_{1}, \ldots, f_{n}$ from $\mathbb{P}$ that form
an empirical distribution $\hat{\mathbb{P}}_{n}$. Prior work on SSO does not address this gap.
The problem we consider is: how can we, given only $\hat{\mathbb{P}}_{n}$, efficiently select a subset $S$ that has good performance on $\mathbb{P}$ ? Or, more generally, how can we solve SSO problems given obscured or perturbed access to $\mathbb{P}$ ? This challenge strongly resembles statistical learning, as studied e.g. in Chapter 3. Work on SSO so far has largely ignored this aspect of SSO, and instead focused on optimizing the empirical estimate $f_{\hat{\mathbb{P}}_{n}}=\frac{1}{n} \sum_{i=1}^{n} f_{i}$, akin to empirical risk minimization. While this works well when $n$ is large and $f_{\hat{\mathbb{P}}_{n}} \approx f_{\mathbb{P}}$, for small $n$, it may be possible to do better. In statistical learning, when $n$ is small, one can often achieve better performance on the population $\mathbb{P}$ by regularizing the model (analagous in this setting to the decision $S$ ). However, it is not obvious how to select a regularizer in this setting. In statistical learning, norm penalties (e.g. the norm of the weights of a linear model) are perhaps the most common regularizer. But it is not clear how to port those over to our SSO setting, since our decision $S$ is already constrained: $|S| \leq k$.

The astute reader may already (correctly) suspect that we will propose to use DRO to protect against this gap between $\mathbb{P}$ and $\hat{\mathbb{P}}_{n}$. For generic stochastic optimization, we have strongly advocated in Chapters 2 and 3 for DRO as a way of dealing with such perturbations. It especially makes sense for SSO , since it is not clear how otherwise to regularize the problem. Of the DRO options available, DRO with $\chi^{2}$ uncertainty sets seems the most sensible. The other alternatives, namely Wasserstein and MMD, would force us to develop geometry on the space of submodular functions $f$; this may be fruitful for special cases, but our focus here is general SSO.

DRO with $\chi^{2}$ uncertainty sets is especially popular due to its connection with variance regularization (per section 2.2). By variance regularization, we mean that we use the variance of $f(S)$ on $\hat{\mathbb{P}}_{n}$ as a data-dependent regularizer, and optimize $f_{\hat{\mathbb{P}}_{n}}(S)-C_{1} \sqrt{\operatorname{Var}_{\hat{\mathbb{P}}_{n}}(f(S)) / n}$. In studying SSO, both the DRO viewpoint and the variance regularization viewpoint will be crucial, because both are intuitive but also challenging. Variance regularization is easy to motivate: when the variance is high, it dominates a standard high-probability lower bound on the population performance $f_{\mathbb{P}}(S)$, which is the quantity we actually want to optimize. However, it seems difficult
to give optimization guarantees for the variance regularized problem, since even if all $f_{i}$ are submodular, their variance need not be (see Fact 5.2.1; Fact 6.2.1 in the next chapter is also related). On the other hand, for DRO, we have provided substantial motivation in the preceding chapters. However, a priori, the DRO reformulation of variance regularization could also be difficult, due to the hardness of robust submodular maximization discussed in Section 4.3.1.

In this chapter we show, perhaps surprisingly, that variance-regularized submodular maximization is both tractable and scalable. We give a theoretically-backed algorithm for distributionally robust submodular optimization with $\chi^{2}$ uncertainty sets. Our algorithm substantially improves over a naive application of previous approaches for robust submodular problems. Along the way, we develop improved technical results for general (non-submodular) DRO problems, including both improved algorithmic tools and more refined structural characterizations of the problem. For instance, we give a more complete characterization of the relationship between $\chi^{2}$ DRO and variance regularization. We verify empirically that in many real-world settings, variance regularization enables better generalization from fixed samples of a stochastic submodular function, particularly when the variance is high.

### 5.1.1 Related work

We build on and significantly extend a recent line of research in statistical learning and optimization that develops a relationship between distributional robustness and variance-based regularization (Maurer and Pontil, 2009; Gotoh et al., 2018; Lam, 2016; Duchi et al., 2016; Namkoong and Duchi, 2017). While previous work has uniformly focused on the continuous (and typically convex) case, here we address combinatorial problems with submodular structure, requiring further technical developments. As a byproduct, we better characterize the behavior of the DRO problem under low sample variance (which was left open in previous work), show conditions under which the DRO problem becomes smooth, and provide improved algorithmic tools which apply to general DRO problems.

Another related area is robust submodular optimization, which we discuss in Sec-
tion 4.3.1. Existing work aims to maximize the minimum of a set of submodular functions, but does not address the distributionally robust optimization problem where an adversary perturbs the empirical distribution. We develop scalable algorithms, accompanied by approximation guarantees, for this case. Our algorithms improve both theoretically and empirically over naive application of previous robust submodular optimization algorithms to DRO. Further, our work is motivated by the connection between distributional robustness and generalization in learning, which has not previously been studied for submodular functions. Stan et al. (2017) study generalization in a related combinatorial problem, but they do not explicitly balance bias and variance, and the goal is different: they seek a smaller ground set which still contains a good subset for each user in the population.

A complementary line of work concerns stochastic submodular optimization (Karimi et al., 2017; Mokhtari et al., 2018a; Hassani et al., 2017; Karbasi et al., 2019; Zhang et al., 2019) that, as opposed to our setting, requires a sampling oracle for the underlying function. We draw from stochastic optimization tools, but assume only a fixed dataset is available.

Our motivation also relates to optimization from samples, where we have access to values of a fixed unknown function on inputs sampled from a distribution. Balkanski et al. $(2017,2016)$ prove hardness results for general submodular maximization from samples, with positive results for functions with bounded curvature. We address a different model where the underlying function itself is stochastic and we observe realizations of it. Hence, it is possible to well-approximate the optimization problem from polynomially many samples. The challenge is to construct algorithms that make more effective use of data.

### 5.2 Stochastic submodular functions and distributional robustness

Refer to Chapter 4 for background on submodular functions and optimization. We call a set function $f: 2^{V} \rightarrow \mathbb{R}$ monotone if $S \subseteq T$ implies $f(S) \leq f(T)$. Let $\mathbb{P}$ be a distribution over monotone submodular functions $f$. We assume that each function is normalized and bounded, i.e., $f(\emptyset)=0$ and $f(S) \in[0, B]$ almost surely for all subsets $S$. We seek a subset $S$ that maximizes

$$
\begin{equation*}
f_{\mathbb{P}}(S):=\mathbb{E}_{f \sim \mathbb{P}}[f(S)] \tag{5.1}
\end{equation*}
$$

subject to some constraints, e.g., $|S| \leq k$. We call the function $f_{\mathbb{P}}(S)$ a stochastic submodular function. Such functions arise in many domains; we begin with two specific motivating examples.

### 5.2.1 Stochastic submodular functions

Influence Maximization. Consider a graph $G=(V, E)$ on which influence propagates. We seek to choose an initial seed set $S \subseteq V$ of influenced nodes to maximize the expected number subsequently reached. Each edge can be either active, meaning that it can propagate influence, or inactive. A node is influenced if it is reachable from $S$ via active edges. Common diffusion models specify a distribution of active edges, e.g., the Independent Cascade Model (ICM), the Linear Threshold Model (LTM), and generalizations thereof. Regardless of the specific model, each can be described by the distribution of "live-edge graphs" induced by the active edges $\mathcal{E}$ (Kempe et al., 2003). Hence, the expected number of influenced nodes $f(S)$ can be written as an expectation over live-edge graphs: $f_{\mathrm{IM}}(S)=\mathbb{E}_{\mathcal{E}}[f(S ; \mathcal{E})]$. The distribution over live-edge graphs induces a distribution $\mathbb{P}$ over functions $f$ as in equation (5.1).

Facility Location. Fix a ground set $V$ of possibile facility locations $j$. Suppose we have a (possibly infinite as in (Stan et al., 2017)) number of demand points $i$
drawn from a distribution $\mathcal{D}$. For example, each $i$ may correspond to a user sampled from a population $\mathcal{D}$. The goal of facility location is to choose a subset $S \subset V$ that covers the demand points as well as possible. Each demand point $i$ is equipped with a vector $r^{i} \in \mathbb{R}^{|V|}$ describing how well point $i$ is covered by each facility $j$. We wish to maximize: $f_{\text {facloc }}(S)=\mathbb{E}_{i \sim \mathcal{D}}\left[\max _{j \in S} r_{j}^{i}\right]$. Each $f(S)=\max _{j \in S} r_{j}$ is submodular, and $\mathcal{D}$ induces a distribution $P$ over the functions $f(S)$ as in equation (5.1).

### 5.2.2 Optimization and empirical approximation

Two main issues arise with stochastic submodular functions. First, simple techniques such as the greedy algorithm become impractical since we must accurately compute marginal gains. Recent alternative algorithms (Karimi et al., 2017; Mokhtari et al., 2018a; Hassani et al., 2017) make use of additional, specific information about the function, such as efficient gradient oracles for the multilinear extension. A second issue has so far been neglected: the degree of access we have to the underlying function (and its gradients). In many settings, we only have access to a limited, fixed number of samples, either because these samples are given as observed data or because sampling the true model is computationally prohibitive.

Formally, instead of the full distribution $\mathbb{P}$, we have access to an empirical distribution $\hat{\mathbb{P}}_{n}$ composed of $n$ samples $f_{1}, \ldots, f_{n} \sim \mathbb{P}$. One approach is to optimize

$$
\begin{equation*}
f_{\hat{\mathbb{P}}_{n}}=\mathbb{E}_{f \sim \hat{\mathbb{P}}_{n}}[f(S)]=\frac{1}{n} \sum_{i=1}^{n} f_{i}(S), \tag{5.2}
\end{equation*}
$$

and hope that $f_{\hat{\mathbb{P}}_{n}}$ adequately approximates $f_{\mathbb{P}}$. This is guaranteed when $n$ is sufficiently large. E.g., in influence maximization, for $f_{\hat{\mathbb{P}}_{n}}(S)$ to approximate $f_{\mathbb{P}}(S)$ within error $\varepsilon$ with probability $1-\delta$, Kempe et al. (2015) show that $O\left(\frac{|V|^{2}}{\varepsilon^{2}} \log \frac{1}{\delta}\right)$ samples suffice. To our knowledge, this is the tightest general bound available. Still, it easily amounts to thousands of samples even for small graphs; in many applications we would not have so much data.

The problem of maximizing $f_{\mathbb{P}}(S)$ from samples greatly resembles statistical learn-
ing. Namely, if the $f_{i}$ are drawn iid from $\mathbb{P}$, then we can write

$$
\begin{equation*}
f_{\mathbb{P}}(S) \geq f_{\hat{\mathbb{P}}_{n}}(S)-C_{1} \sqrt{\frac{\operatorname{Var}_{\mathbb{P}}(f(S))}{n}}-\frac{C_{2}}{n} \tag{5.3}
\end{equation*}
$$

for each $S$ with high probability, where $C_{1}$ and $C_{2}$ are constants that depend on the problem. For instance, if we want this bound to hold with probability $1-\delta$, then applying the Bernstein bound (see Appendix B.1) yields $C_{1} \leq \sqrt{2 \log \frac{1}{\delta}}$ and $C_{2} \leq \frac{2 B}{3} \log \frac{1}{\delta}$ (recall $B$ is an upper bound on $f(S)$ ). Given that we have only finite samples, it would then be logical to directly optimize

$$
\begin{equation*}
f_{\hat{\mathbb{P}}_{n}}(S)-C_{1} \sqrt{\operatorname{Var}_{\hat{\mathbb{P}}_{n}}(f(S)) / n} \tag{5.4}
\end{equation*}
$$

where $\operatorname{Var}_{\hat{\mathbb{P}}_{n}}$ refers to the empirical variance over the sample. This would allow us to directly optimize the tradeoff between bias and variance. However, even when each $f$ is submodular, the variance-regularized objective (5.4) need not be:

Fact 5.2.1. There exists a distribution $\mathbb{P}$ of functions $f$ so that each $f \sim \mathbb{P}$ is submodular, but neither $-\operatorname{Var}_{\mathbb{P}}(f(S))$ nor $-\sqrt{\operatorname{Var}_{\mathbb{P}}(f(S))}$ are submodular.

Proof. Our counterexample uses a uniform distribution over two such functions $g, h$ : $2^{V} \rightarrow \mathbb{R}$. In particular, we choose $h=0$. Then the variance of the uniform distribution over $g$ and $h$ is given by:

$$
\begin{aligned}
\operatorname{Var}_{\mathbb{P}}(f(S)) & =\mathbb{E}_{f \sim \mathbb{P}}\left[f(S)^{2}\right]-\mathbb{E}_{f \sim \mathbb{P}}[f(S)]^{2} \\
& =\frac{1}{2} g(S)^{2}+\frac{1}{2} \cdot 0^{2}-\left(\frac{1}{2} g(S)+\frac{1}{2} \cdot 0\right)^{2} \\
& =\frac{1}{4} g(S)^{2} .
\end{aligned}
$$

Since submodularity is invariant to positive rescaling, it suffices to study $g^{2}$ in lieu of $\operatorname{Var}_{\mathbb{P}}(f)$ and $|g|$ in lieu of $\sqrt{\operatorname{Var}_{\mathbb{P}}(f)}$. In other words, it suffices to find a submodular function $g$ so that neither $-g^{2}$ nor $-|g|$ are submodular. For $w=(1,-1)$, the modular function $g(S)=\sum_{i \in S} w_{i}$ will do the trick, defined on the ground set $V=\{0,1\}$. The function $g$ is modular and therefore also submodular. However, $|g|$ is not submodular,
because

$$
\begin{equation*}
-|g(\{0,1\})|+|g(\{0\})|=1 \not \leq-1=-|g(\{1\})|+|g(\emptyset)| . \tag{5.5}
\end{equation*}
$$

Moreover, since the range of $g(S)$ is $\{-1,0,1\}$, we have $g(S)^{2}=|g(S)|$, so $-g^{2}$ is not submodular either.

### 5.2.3 Variance regularization via distributionally robust optimization

While the optimization problem (5.4) is not directly solvable via submodular optimization, we will see next that distributionally robust optimization (DRO) can help provide a tractable reformulation. In DRO, we seek to optimize our function in the face of an adversary who perturbs the empirical distribution within an uncertainty set $\mathcal{P}$ :

$$
\begin{equation*}
\max _{S} \min _{\mathbb{Q} \in \mathcal{P}} \mathbb{E}_{f \sim \mathbb{Q}}[f(S)] \tag{5.6}
\end{equation*}
$$

We focus on the case when the adversary set $\mathcal{P}$ is a $\chi^{2}$ ball around the empirical distribution:

Definition 5.2.1. The $\chi^{2}$ divergence between distributions $\mathbb{P}$ and $\tilde{\mathbb{P}}$ is $D_{\phi}(\mathbb{P}| | \tilde{\mathbb{P}})=$ $\frac{1}{2} \int(d \mathbb{P} / d \tilde{\mathbb{P}}-1)^{2} d \tilde{\mathbb{P}}$. The $\chi^{2}$ uncertainty set around an empirical distribution $\hat{\mathbb{P}}_{n}$ is $\mathcal{P}_{\rho, n}=\left\{\mathbb{Q}: D_{\phi}\left(\mathbb{Q}| | \hat{\mathbb{P}}_{n}\right) \leq \rho / n\right\}$. When $\hat{\mathbb{P}}_{n}$ corresponds to an empirical sample $Z_{1}, \ldots, Z_{n}$, we encode $\mathbb{Q}$ by a vector $p$ in the simplex $\Delta_{n}$ and equivalently write $\mathcal{P}_{\rho, n}=\left\{p \in \Delta_{n}: \frac{1}{2}\|n p-\mathbf{1}\|_{2}^{2} \leq \rho\right\}$.

In particular, maximizing the variance-regularized objective (5.4) is equivalent to solving a distributionally robust problem when the sample variance is high enough. The intuition behind this equivalence is that the $\chi^{2}$ ball is a quadratic ball in the simplex, and the variance penalty is also quadratic. More formally:

Theorem 5.2.1 (modified from (Namkoong and Duchi, 2017)). Fix $\rho \geq 0$, and let $Z \in[0, B]$ be a random variable (i.e. $Z=f(S)$ ). Write $s_{n}^{2}=\operatorname{Var}_{\hat{\mathbb{P}}_{n}}(Z)$ and let
$O P T=\inf _{\mathbb{Q} \in \mathcal{P}_{\rho, n}} \mathbb{E}_{\mathbb{Q}}[Z]$. Then

$$
\max \left\{0, \sqrt{\frac{2 \rho}{n} s_{n}^{2}}-\frac{2 B \rho}{n}\right\} \leq \mathbb{E}_{\hat{\mathbb{P}}_{n}}[Z]-O P T \leq \sqrt{\frac{2 \rho}{n} s_{n}^{2}}
$$

Moreover, if $s_{n}^{2} \geq 2 \rho\left(\max _{i} z_{i}-\bar{z}_{n}\right)^{2} / n$, then $O P T=\mathbb{E}_{\hat{\mathbb{P}}_{n}}[Z]-\sqrt{2 \rho s_{n}^{2} / n}$, i.e., $\chi^{2}-D R O$ is exactly equivalent to variance regularization.

In several settings, Namkoong and Duchi (2017) show this holds with high probability, by requiring high population variance $\operatorname{Var}_{\mathbb{P}}(Z)$ and applying concentration results to show the empirical variance $\operatorname{Var}_{\hat{\mathbb{P}}_{n}}(Z)$ is high enough. While Theorem 5.2.1 is a direct port from the convex setting, the corresponding high probability result for submodular functions is more involved:

Lemma 5.2.1. Fix parameters $\delta, \rho,|V|$ and $k \geq 1$, and define the constant $M$ by:

$$
M=\max \{\sqrt{32 \rho / 7}, \sqrt{36(\log (1 / \delta)+|V| \log (1+24 k))}\}
$$

For all $S$ with $|S| \leq k$ and $\operatorname{Var}_{\mathbb{P}}\left(f_{\mathbb{P}}(S)\right) \geq \frac{B}{\sqrt{n}} M, \chi^{2}-D R O$ is exactly equivalent to variance regularization with combined probability at least $1-\delta$.

This result is obtained as a byproduct of a more general argument that applies to all points in a fractional relaxation of the submodular problem (see Appendix B.2) and shows equivalence of the two problems when the population variance is sufficiently high. However, it is not clear what the DRO problem yields when the sample variance is too small. We give a more precise characterization of how the DRO problem behaves under arbitrary variance:

Lemma 5.2.2. Let $\rho<n(n-1) / 2$. Suppose all $z_{1}, \ldots, z_{n}$ are distinct, with $z_{1}<$ $\cdots<z_{n}$. Define $\alpha(m, n, \rho)=2 \rho m / n^{2}+m / n-1$, and let $\mathcal{I}=\{m \in\{1, \ldots, n\}$ :
$\alpha(m, n, \rho)>0\}$. Then, $\inf _{\mathbb{Q} \in \mathcal{P}_{\rho, n}} \mathbb{E}_{\mathbb{Q}}[Z]$ is equal to

$$
\begin{array}{r}
\min _{m \in \mathcal{I}}\left\{\bar{z}_{m}-\min \left\{\sqrt{\alpha(m, n, \rho) s_{m}^{2}}, \frac{s_{m}^{2}}{z_{m}-\bar{z}_{m}}\right\}\right\} \\
\leq \mathbb{E}_{\hat{\mathbb{P}}_{n}}[Z]-\min \left\{\sqrt{\frac{2 \rho s_{n}^{2}}{n}}, \frac{s_{n}^{2}}{z_{n}-\bar{z}_{n}}\right\},
\end{array}
$$

where $\hat{\mathbb{P}}_{m}$ denotes the uniform distribution on $z_{1}, \ldots, z_{m}, \bar{z}_{m}=\mathbb{E}_{\hat{\mathbb{P}}_{m}}[Z]$, and $s_{m}^{2}=$ $\operatorname{Var}_{\hat{\mathbb{P}}_{m}}(Z)$.

The inequality holds since $n$ is always in $\mathcal{I}$ and $\alpha(n, n, \rho)=2 \rho / n$. As in Theorem 5.2.1, when the variance $s_{n}^{2} \geq 2 \rho / n \cdot\left(z_{n}-\bar{z}_{n}\right)^{2}$, we recover the exact variance expansion. We show Lemma 5.2.2 by developing an exact algorithm for linear optimization over the $\chi^{2}$ ball, which we overview in the next section.

Finally, we apply the equivalence of DRO and variance regularization to obtain a surrogate optimization problem. Fix the set $S$, and let $Z$ be the random variable induced by $f(S)$ with $f \sim \mathbb{P}$. Theorem 5.2.1 in this setting suggests that instead of directly optimizing equation (5.4), we can instead solve

$$
\begin{equation*}
\max _{S} \min _{\mathbb{Q} \in \mathcal{P}_{\rho, n}} \mathbb{E}_{f \sim \mathbb{Q}}[f(S)]=\max _{S} \min _{p \in \mathcal{P}_{\rho, n}} \sum_{i=1}^{n} p_{i} f_{i}(S) . \tag{5.7}
\end{equation*}
$$

We will return to this problem in Section 5.4. First, though, we discuss how to solve the DRO adversary's problem efficiently and exactly.

### 5.3 Exact algorithm for $\chi^{2}$-DRO

In this section we show how to construct an $O(n \log n)$ time exact oracle for linear optimization in the $\chi^{2}$ ball:

$$
\begin{array}{ll}
\min _{p} & \langle z, p\rangle \\
\text { s.t. } & \frac{1}{2}\|n p-\mathbf{1}\|_{2}^{2} \leq \rho  \tag{5.8}\\
& \mathbf{1}^{T} p=1 \\
& p_{i} \geq 0, i=1, \ldots, n .
\end{array}
$$

Without loss of generality, assume $z_{1} \leq z_{2} \leq \cdots \leq z_{n}$. This can be done by sorting in $O(n \log n)$ time.

First, we wish to discard the case where the $\chi^{2}$ constraint is not tight:

Lemma 5.3.1. Let $\ell$ be the largest integer so that $z_{1}=z_{\ell}$, i.e. $z_{1}=\cdots=z_{\ell}<z_{\ell+1}$. If $\rho \geq n(n-\ell) /(2 \ell)$, then problem (5.8) is solved by $p_{i}^{\star}=1 / \ell$ for $i=1, \ldots, \ell$. Otherwise, the $\chi^{2}$ (quadratic) constraint must be tight.

The proof for Lemma 5.3.1 and all other Lemmas in this section can be found in section B. 3 in the appendix. Before proceeding, we define several auxiliary variables which can all be computed from the problem data in $O(n)$ time:

$$
\begin{align*}
\bar{z}_{j} & =\sum_{i=1}^{j} z_{i}, j=1, \ldots, n  \tag{5.9}\\
b_{j} & =\sum_{i=1}^{j} z_{i}^{2}, j=1, \ldots, n  \tag{5.10}\\
s_{j}^{2} & =\frac{b_{j}}{j}-\left(\bar{z}_{j}\right)^{2}, j=1, \ldots, n . \tag{5.11}
\end{align*}
$$

Note that $\bar{z}_{j}$ and $s_{j}^{2}$ are the mean and variance of $\left\{z_{1}, \ldots, z_{j}\right\}$. Now, we begin by writing down the Lagrangian of problem (5.8):

$$
\begin{equation*}
\mathcal{L}(p, \lambda, \theta, \eta)=\langle z, p\rangle+\lambda\left(\frac{1}{2}\|n p-\mathbf{1}\|_{2}^{2}-\rho\right)+\theta\left(\sum_{i=1}^{n} p_{i}-1\right)-\langle\eta, p\rangle, \tag{5.12}
\end{equation*}
$$

with dual variables $\lambda \in \mathbb{R}_{+}, \theta \in \mathbb{R}$, and $\eta \in \mathbb{R}_{+}^{n}$. By the KKT conditions, an optimal assignment $p^{\star}, \lambda^{\star}, \theta^{\star}, \eta^{\star}$ must satisfy

$$
\begin{equation*}
0=\nabla_{p} \mathcal{L}\left(p^{\star}, \lambda^{\star}, \theta^{\star}, \eta^{\star}\right)=z+\lambda^{\star} n\left(n p^{\star}-\mathbf{1}\right)+\theta^{\star} \mathbf{1}-\eta^{\star}, \tag{5.13}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\lambda^{\star} n^{2} p_{i}^{\star}=\lambda^{\star} n-z_{i}-\theta^{\star}+\eta_{i}^{\star} . \tag{5.14}
\end{equation*}
$$

By complementary slackness, either $\eta_{i}^{\star}>0$, in which case $p_{i}^{\star}=0$, or $\eta_{i}^{\star}=0$ and

$$
\begin{equation*}
\lambda^{\star} n^{2} p_{i}^{\star}=\lambda^{\star} n-z_{i}-\theta^{\star} . \tag{5.15}
\end{equation*}
$$

Since $z_{1} \leq \cdots \leq z_{n}$, it follows that $p_{i}^{\star}$ decreases as $i$ increases until eventually $p_{i}^{\star}=0$. Hence there exists $m$ so that for $i=1, \ldots, m$ we have $p_{i}^{\star}>0$ and thereafter $p_{i}^{\star}=0$. Combining this observation with equation (5.15), we can solve for $p^{\star}$ :

$$
\begin{equation*}
p_{i}^{\star}=\left(1-\frac{\left(z_{i}+\theta^{\star}\right)}{\lambda^{\star} n}\right) \cdot \frac{1}{n} \text { for } i=1, \ldots, m \tag{5.16}
\end{equation*}
$$

and $p_{i}^{\star}=0$ otherwise.

Note we can divide by $\lambda^{\star}$ as we have already determined via Lemma 5.3.1 that the corresponding constraint is tight (and therefore $\lambda^{\star}>0$ ).

It is challenging to compute the value of $m$ in closed form, but fortunately we do not need to. We can instead search for the best choice of $m$. For each guess of $m$, we can compute in closed form the corresponding optimal values of $p^{\star}, \lambda^{\star}, \theta^{\star}$ and $\eta^{\star}$. There are only $n$ possible choices for $m$, and each can be checked in constant time; at the end, we can simply pick the best one. As such, for the rest of the results in this section, we can fix $m$ and assume it is optimal.

Our first step is to solve for $\theta^{\star}$ as a function of $\lambda^{\star}$ :

Lemma 5.3.2. Suppose that $\lambda^{\star}$ is optimal. Then the optimal value of $\theta^{\star}$ is:

$$
\begin{equation*}
\theta^{\star}=\left(1-\frac{n}{m}\right) \lambda^{\star} n-\bar{z}_{m} \tag{5.18}
\end{equation*}
$$

Since we have solved for $\theta^{\star}$ as a function of the other variables, we can eliminate it and express $p^{\star}$ purely as a function of $\lambda^{\star}$. As a consequence, we can derive the objective value in terms of $\lambda^{\star}$ :

Lemma 5.3.3. Let $\lambda^{\star}$ be optimal. The optimal solution $p^{\star}$ obtains the objective value

$$
\left\langle z, p^{\star}\right\rangle=\bar{z}_{m}-\frac{m s_{m}^{2}}{\lambda^{\star} n^{2}} .
$$

```
Algorithm 1 Linear optimization in \(\chi^{2}\) ball
    Input: pre-sorted vector \(z\) with \(z_{1} \leq \cdots \leq z_{n}\)
    Output: optimal vector \(p\)
    \(\triangleright\) Check if \(\chi^{2}\) constraint is tight
    Compute maximum \(\ell\) s.t. \(z_{1}=z_{\ell}\)
    if \(n(n-\ell) /(2 \ell) \leq \rho\) then
            return \(p\) with \(p_{i}=1 / \ell\) for \(i \leq \ell\) and \(p_{i}=0\) otherwise
    end if
    \(\triangleright\) Since \(\chi^{2}\) constraint is tight, now we search for optimal \(m\)
    \(\bar{z}_{j} \leftarrow \frac{1}{j} \sum_{i=1}^{j} z_{i}, j=1, \ldots, n\)
    \(b_{j} \leftarrow \sum_{i=1}^{j} z_{i}^{2}, j=1, \ldots, n\)
    \(s_{j}^{2} \leftarrow b_{j} / j-\left(\bar{z}_{j}\right)^{2}, j=1, \ldots, n\)
    \(m_{\text {min }} \leftarrow \min \{m \in\{1, \ldots, n\}: \alpha(m, n, \rho)>0\}\)
    \(\lambda_{m}=\frac{1}{n^{2}} \cdot \max \left\{\sqrt{\frac{m^{2} s_{m}^{2}}{\alpha(m, n, \rho)}},\left(z_{m}-\bar{z}_{m}\right) m\right\}, m=m_{\min }, \ldots, n\)
    \(v_{m} \leftarrow \bar{z}_{m}-m s_{m}^{2} /\left(\lambda_{m} n^{2}\right), m=m_{\text {min }}, \ldots, n\)
    \(m_{\text {opt }} \leftarrow \operatorname{argmin}_{m}\left\{v_{m}: m=m_{\text {min }}, \ldots, n\right\}\)
    \(\theta \leftarrow\left(1-\frac{n}{m_{\mathrm{opt}}}\right) \lambda_{m_{\mathrm{opt}}} n-\bar{z}_{m_{\mathrm{opt}}}\)
    return \(p=\frac{1}{n} \max \left(0,1-\frac{z_{m_{\mathrm{opt}}}+\theta}{\lambda_{m_{\mathrm{opt}}} n}\right)\)
```

Since $m s_{m}^{2} \geq 0, \lambda^{\star}$ will be the minimum value of $\lambda$ such that the induced $p$ is still feasible. Since the $\mathbf{1}^{T} p=1$ constraint is guaranteed by the choice of $\theta^{\star}$, to compute $\lambda^{\star}$ we need only check the $\chi^{2}$ and nonnegativity constraints. As a byproduct, we derive a simple check to help prune out suboptimal $m$ :

Lemma 5.3.4. If $\alpha(m, n, p)>0$, the optimal feasible $\lambda^{\star}$ for this value of $m$ is given by

$$
\begin{equation*}
\lambda^{\star}=\frac{1}{n^{2}} \cdot \max \left\{\sqrt{\frac{m^{2} s_{m}^{2}}{\alpha(m, n, \rho)}}, m\left(z_{m}-\bar{z}_{m}\right)\right\} . \tag{5.19}
\end{equation*}
$$

Otherwise, if $\alpha(m, n, p) \leq 0$, then $m$ cannot be optimal.

With Lemmas 5.3.3 and 5.3.4 in hand, our strategy is clear: for each $m$ with $\alpha(m, n, \rho)>0$, we compute the optimal dual variables, and then use them to compute the objective value. At the end, we choose the best value of $m$, and compute $p^{\star}$ via equation (5.16). Our algorithm is given more formally in Algorithm 1.

### 5.4 Algorithmic approach

Even though each $f_{i}(\cdot)$ is submodular, it is not obvious how to solve Problem (5.7): robust submodular maximization is in general inapproximable, i.e. no polynomialtime algorithm can guarantee a positive fraction of the optimal value unless $\mathrm{P}=$ NP (Krause et al., 2008b). Recent work has sought tractable relaxations (Staib and Jegelka, 2017b; Krause et al., 2008b; Wilder, 2018a; Anari et al., 2019; Orlin et al., 2016; Bogunovic et al., 2017), but these either do not apply or yield much weaker results in our setting. We consider a relaxation of robust submodular maximization that returns a near-optimal distribution over subsets $S$ (as in (Chen et al., 2017; Wilder, 2018a)). That is, we solve the robust problem $\max _{\mathcal{D}} \min _{i \in[m]} \mathbb{E}_{S \sim \mathcal{D}}\left[f_{i}(S)\right]$ where $\mathcal{D}$ is a distribution over sets $S$. It is not immediately clear how to represent a distribution over exponentially many subsets. We will later see that optimizing a product distribution (i.e. via the multilinear extension) is enough. Our strategy, based on "continuous greedy" ideas, extends the set function $f$ to a continuous function $F$, then maximizes a robust problem involving $F$ via continuous optimization.

Multilinear extension. One canonical extension of a submodular function $f$ to the continuous domain is the multilinear extension. The multilinear extension $F$ : $[0,1]^{|V|} \rightarrow \mathbb{R}$ of $f$ is defined as $F(x)=\sum_{S \subseteq V} f(S) \prod_{i \in S} x_{i} \prod_{j \notin S}\left(1-x_{j}\right)$. That is, $F(x)$ is the expected value of $f(S)$ when each item $i$ in the ground set is included in $S$ independently with probability $x_{i}$. A crucial property of $F$ (that we later return to) is that it is a continuous $D R$-submodular function, in the sense of Definition 4.2.2.

Efficient algorithms are available for maximizing DR-submodular functions over convex sets (Calinescu et al., 2011; Feldman et al., 2011; Bian et al., 2017). Specifically, we take $\mathcal{X}$ to be the convex hull of the indicator vectors of feasible sets. The robust continuous optimization problem we wish to solve is then

$$
\begin{equation*}
\max _{x \in \mathcal{X}} \min _{p \in \mathcal{P}_{\rho, n}} \sum_{i=1}^{n} p_{i} F_{i}(x) . \tag{5.20}
\end{equation*}
$$

It remains to address two questions: (1) how to efficiently solve Problem (5.20) -
existing algorithms only apply to the max, not the maximin version - and (2) how to then obtain a solution for Problem (5.7).

We address the former question in the next section. For the latter question, given a maximizing distribution $\mathcal{D}$ over subsets, existing techniques (e.g., swap rounding) can be used to round $\mathcal{D}$ to a deterministic subset $S$ with no loss in solution quality (Chekuri et al., 2010). But our variable $x$ in Problem (5.20) can only express a limited class of distributions with independent marginals $\operatorname{Pr}(i \in S)$, not all distributions $\mathcal{D}$. Fortunately, this discrepancy does not cost us much:

Lemma 5.4.1. Suppose $x$ is an $\alpha$-optimal solution to Problem (5.20). Then $x$ induces a distribution $\mathcal{D}$ over subsets so that $\mathcal{D}$ is $(1-1 / e) \alpha$-optimal for Problem (5.7).

Our proof involves the correlation gap (Agrawal et al., 2010). It is also possible to eliminate the $(1-1 / e)$ gap altogether by using multiple copies of the decision variables to optimize over a more expressive class of distributions (Wilder, 2018a), but empirically we find this unnecessary.

Next, we address algorithms for solving Problem (5.20). Since a convex combination of submodular functions is still submodular, we can see each $p$ as inducing a submodular function, so Problem (5.20) asks to maximize the minimum of a set of continuous submodular functions.

Frank-Wolfe algorithm and complications. In the remainder of this section, we show how Problem (5.20) can be solved with optimal approximation ratio (as in Lemma 5.4.1) by Algorithm 2, which is based on Frank-Wolfe (FW) (Frank and Wolfe, 1956; Jaggi, 2013). FW algorithms iteratively move toward the feasible point that maximizes the inner product with the gradient. Instead of a projection step, each iteration uses a single linear optimization over the feasible set $\mathcal{X}$; this is very cheap for the feasible sets we are interested in (e.g., a simple greedy algorithm for matroid polytopes). Indeed, FW is currently the best approach for maximizing DRsubmodular functions in many settings. While there are FW algorithms designed for convex-concave games (Gidel et al., 2017), it is not possible to directly apply these to the submodular setting while maintaining approximation guarantees.

```
Algorithm 2 Momentum Frank-Wolfe (MFW) for DRO
    Input: functions \(F_{i}\), time \(T\), batch size \(c\), parameter \(\rho\), stepsizes \(\rho_{t}>0\)
    \(x^{(0)} \leftarrow \mathbf{0}\)
    for \(t=1, \ldots, T\) do
        \(p^{(t)} \leftarrow \underset{p \in \mathcal{P}_{\rho, n}}{\operatorname{argmin}} \sum_{i=1}^{n} p_{i} F_{i}\left(x^{(t-1)}\right)\)
        Draw \(i_{1}, \ldots, i_{c}\) from \(\{1, \ldots, n\}\)
        \(\tilde{\nabla}^{(t)} \leftarrow \frac{1}{c} \sum_{\ell=1}^{c} p_{i_{\ell}}^{(t)} \nabla F_{i_{\ell}}\left(x^{(t-1)}\right)\)
        \(d^{(t)} \leftarrow\left(1-\rho_{t}\right) d^{(t-1)}+\rho_{t} \tilde{\nabla}^{(t)}\)
        \(v^{(t)} \leftarrow \operatorname{argmax}_{v \in \mathcal{X}}\left\langle d^{(t)}, v\right\rangle\)
        \(x^{(t)} \leftarrow x^{(t-1)}+v^{(t)} / T\)
    end for
    return \(x^{(T)}\)
```

Instead, observe that, since the pointwise minimum of concave functions is concave, the robust objective $G(x)=\min _{p \in \mathcal{P}_{\rho, n}} \sum_{i=1}^{n} p_{i} F_{i}(x)$ is also DR-submodular. However, a naive application of FW to $G(x)$ faces several difficulties. First, to evaluate and differentiate $G(x)$, we require an exact oracle for the inner minimization problem over $p$, whereas past work (Namkoong and Duchi, 2017) gave only an approximate oracle. In comparison, our submodular setting is more delicate, so an inexact oracle does not suffice: the issue is that two solutions to the inner problem can have arbitrarily close solution value while also providing arbitrarily different gradients. Hence, gradient steps with respect to an approximate minimizer may not actually improve the solution value. To resolve this issue, we provide an exact $O(n \log n)$ time subroutine in Appendix B.3. Compared to previous techniques, our algorithm rests on a more precise characterization of solutions to linear optimization over the $\chi^{2}$ ball, which is often helpful in deriving structural results for general DRO problems (e.g., Lemmas 5.2.2 and 5.4.2).

Second, especially when the amount of data is large, we would like to use stochastic gradient estimates instead of requiring a full gradient computation at every iteration. This introduces additional noise and standard Frank-Wolfe algorithms will require $O\left(1 / \tau^{2}\right)$ gradient samples per iteration to cope. Accordingly, we build on a recent algorithm of Mokhtari et al. (2018a) that accelerates Frank-Wolfe by re-using old gradient information; we refer to their algorithm as Momentum Frank-Wolfe (MFW).

For smooth DR-submodular functions, MFW achieves a ( $1-1 / e$ )-optimal solution with additive error $\tau$ in $O\left(1 / \tau^{3}\right)$ time. Building off MFW is advantageous versus other stochastic first-order algorithms for DR-submodular maximization, e.g. Hassani et al. (2017) achieve suboptimal approximation ratio, and Karimi et al. (2017) focus only on a subclass of problems. Accordingly, we focus on MFW, and generalize MFW to the DRO problem by solving the next challenge.

Third, Frank-Wolfe (and MFW) require a smooth objective with Lipschitz-continuous gradients; this does not hold in general for pointwise minima. Wilder (2018a) gets around this issue in the context of other robust submodular optimization problems by replacing $G(x)$ with the stochastically smoothed function $G_{\mu}(x)=\mathbb{E}_{z \sim \mu}[G(x+z)]$ as in (Duchi et al., 2012; Lan, 2013), where $\mu$ is a uniform distribution over a ball of size $u$. Combined with our exact inner minimization oracle, this yields a ( $1-1$ /e) optimal solution to Problem (5.20) with $\tau$ error using $O\left(1 / \tau^{4}\right)$ stochastic gradient samples. However, this approach results in poor empirical performance for the DRO problem (as we demonstrate later). We obtain faster convergence, in both theory and practice, through a better characterization of the DRO problem: we show that in many cases, we actually obtain a smooth problem,

Smoothness of the robust problem. While general theoretical bounds rely on smoothing $G(x)$, in practice, MFW without any smoothing performs the best. This behavior suggests that for real-world problems, the robust objective $G(x)$ may actually be smooth with Lipschitz-continuous gradient. Via our exact characterization of the worst-case distribution, we can make this intuition rigorous:

Lemma 5.4.2. Define $h(z)=\min _{p \in \mathcal{P}_{\rho, n}}\langle z, p\rangle$, for $z \in[0, B]^{n}$, and let $s_{n}^{2}$ be the sample variance of $z$. On the subset of $z$ 's satisfying the high sample variance condition $s_{n}^{2} \geq$ $\left(2 \rho B^{2}\right) / n, h(z)$ is smooth and has L-Lipschitz gradient with constant $L \leq \frac{2 \sqrt{2 \rho}}{n^{3 / 2}}+\frac{2}{B n}$.

Combined with the smoothness of each $F_{i}$, this yields smoothness of $G$.

Corollary 5.4.1. Suppose each $F_{i}$ is $L_{F}$-Lipschitz. Under the high sample variance condition, $\nabla G$ is $L_{G}$-Lipschitz for $L_{G}=L_{F}+\frac{2 b \sqrt{2 \rho|V|}}{n}+\frac{2 b \sqrt{|V|}}{B \sqrt{n}}$.

For submodular functions, $L_{F} \leq b \sqrt{k}$, where $b$ is the largest value of a single item (Mokhtari et al., 2018a). However, Corollary 5.4.1 is a general property of DRO (not specific to the submodular case), with broader implications. For instance, in the convex case, we immediately obtain a $O(1 / \tau)$ convergence rate for the gradient descent algorithm proposed by Namkoong and Duchi (2017) (previously, the best possible bound would be $O\left(1 / \tau^{2}\right)$ via nonsmooth techniques). Our result follows from more general properties that guarantee smoothness with fewer assumptions (see Appendices B.3.1, B.3.2). For example:

Fact 5.4.1. For $\rho \leq \frac{1}{2}$, the robust objective $h(z)=\min _{p \in \mathcal{P}_{\rho, n}}\langle z, p\rangle$ is smooth when $\left\{z_{i}\right\}$ are not all equal.

Combined with reasonable assumptions on the distribution of $F_{i}$, this means $G(x)$ is nearly always smooth. Native smoothness of the robust problem yields a significant runtime improvement over the general minimum-of-submodular case. In particular, instead of $O\left(1 / \tau^{4}\right)$, we achieve the $O\left(1 / \tau^{3}\right)$ rate of the simpler, non-robust submodular maximization:

Theorem 5.4.1. When the high sample variance condition holds, MFW with no smoothing satisfies

$$
\mathbb{E}\left[G\left(x^{(T)}\right)\right] \geq(1-1 / e) O P T-\frac{2 \sqrt{k Q}}{T^{1 / 3}}-\frac{L k}{T}
$$

where $Q=\max \left\{9^{2 / 3}\left\|\nabla G\left(x^{0}\right)-d^{0}\right\|, 16 \sigma^{2}+3 L_{G}^{2} k\right\} ; \sigma$ is the variance of the stochastic gradients.

This convergence rate for DRO is almost the same as for a single submodular function (the non-robust case) (Mokhtari et al., 2018a); only the Lipschitz constant is different, but this gap vanishes as $n$ grows. It is perhaps surprising that we can obtain this rate for the robust problem, especially using an algorithm like MFW which was originally intended for the nonrobust setting. Indeed, previous work on robust submodular optimization has relied on different techniques; MFW is not an obvious candidate for DRO. However, as surveyed below, our better characterization
of the DRO problem and subsequent ability to leverage MFW yields theoretical and empirical benefits.

Comparison with previous algorithms Two recently proposed algorithms for robust submodular maximization could also be used in DRO, but have drawbacks compared to MFW. Here, we compare their theoretical performance with MFW (we also show how MFW improves empirically in Section 5.5).

First, Chen et al. (2017) view robust optimization as a zero-sum game and apply no-regret learning to compute an approximate equilibrium. Their algorithm applies online gradient descent from the perspective of the adversary, adjusting the distributional parameters $p$. At each iteration, an $\alpha$-approximate oracle for submodular optimization (e.g., the greedy algorithm or a Frank-Wolfe algorithm) is used to compute a best response for the maximizing player. In order to achieve an $\alpha$-approximation up to additive loss $\tau$, the no-regret algorithm requires $O\left(1 / \tau^{2}\right)$ iterations. However, each iteration requires a full invocation of an algorithm for submodular maximization. Our MFW algorithm requires runtime close to a single submodular maximization call. This results in substantially faster runtime to achieve the same solution solution quality, as we demonstrate experimentally.

Second, Wilder (2018a) proposes the EQUATOR algorithm, which also applies a Frank-Wolfe approach to the multilinear extension but uses randomized smoothing. Our analysis shows smoothing is unnecessary for the DRO problem, allowing our algorithm to converge using $O\left(1 / \tau^{3}\right)$ stochastic gradients, while EQUATOR requires $O\left(1 / \tau^{4}\right)$. This theoretical gap is reflected in empirical performance: EQUATOR converges much more slowly, and to lower solution quality, than MFW.

### 5.5 Experiments

To probe the strength and practicality of our methods, we empirically study the two motivating problems from Section 5.2: influence maximization and facility location. We first report performance of distributions $x^{*}$ that optimize the multilinear extension
or its DRO variant (5.20), and later demonstrate high performance is maintained even after rounding. DRO improves test performance in all cases. All error bars are $95 \%$ confidence intervals.

### 5.5.1 Facility Location

Similar to (Mokhtari et al., 2018a) we consider a facility location problem motivated by recommender systems. We use a music dataset from last.fm (las) with roughly 360000 users, 160000 bands, and over 17 million total records. For each user $i$, record $r_{j}^{i}$ indicates how many times they listened to a song by band $j$. We seek a subset of bands so that the average user likes at least one of the bands, as measured by the playcounts. More specifically, we fix a collection of bands, and observe a sample of users; we seek a subset of bands that performs well on the entire population of users. Here, we randomly sample a subset of 1000 "train" users from the dataset, solve the DRO and ERM problems for $k$ bands, and evaluate performance on the remaining $\approx 360000$ "test" users from the dataset.

Optimization. We first compare MFW to previously proposed robust optimization algorithms, applied to the DRO problem with $k=3$. Figure 5-1a compares 1. MFW, 2. Frank-Wolfe (FW) with no momentum and 3. EQUATOR (Wilder, 2018a). Naive FW handles noisy gradients poorly (especially with small batches), while EQUATOR underperforms since its randomized smoothing is not necessary for our natively smooth problem. We also compared to the online gradient descent (OGD) algorithm of Chen et al. (2017). OGD achieved slightly worse objective value than MFW with an order of magnitude greater runtime: OGD required 53.23 minutes on average, compared to 4.81 for MFW. EQUATOR and FW had equivalent runtime to MFW since all used the same batch size and number of iterations. MFW dominates the alternatives in both runtime and solution quality.

Generalization. Next, we evaluate the effect of DRO on test set performance across varying set sizes $k$. Results are averaged over 64 trials for $\rho=10$ (corresponding to probability of failure $\delta=e^{-10}$ of the high probability bound). In Figure $5-1 \mathrm{~b}$ we plot the mean percent improvement in test objective of DRO versus optimizing the


Figure 5-1: Algorithm comparison and generalization performance on last.fm dataset.
average. DRO achieves clear gains, especially when the set size $k$ is small. In Figure 51c we show the variance of test performance achieved by each method. DRO achieves lower variance, meaning that overall DRO achieves better test performance, and with better consistency.

### 5.5.2 Influence maximization

As described in Section 5.2, we study an influence maximization problem where we observe samples of live-edge graphs $\mathcal{E}_{1}, \ldots, \mathcal{E}_{n} \sim \mathbb{P}$. Our setting is challenging for learning: the number of samples is small and $P$ has high variance. Specifically, $\mathbb{P}$ is a mixture of two different independent cascade models (ICM). In the ICM, each edge $e$ is (independently) live with probability $p_{e}$. In our mixture, each edge has $p_{e}=0.025$ with probability $q$ and $p_{e}=0.1$ with probability $1-q$, mixing between settings of low and high influence spread. This models the realistic case where some messages are shared more widely than others. The mixture is not an ICM, as observing the state of one edge gives information about the propagation probability for other edges. Handling such cases is an advantage of our DRO approach over ICM-specific robust influence maximization methods (Chen et al., 2016).

We use the political blogs dataset, a network with 1490 nodes representing links between blogs related to politics (Adamic and Glance, 2005). Figure 5-2 compares the performance of DRO and ERM. Figure 5-2a shows that DRO generalizes better, achieving higher performance on the test set. Each algorithm was given $n=20$ training samples, $k=10$ seeds, and we set $q$ (the frequency of low influence) to be 0.1. Test influence was evaluated via a held-out set of 3000 samples from $P$.


Figure 5-2: Influence maximization on political blogs dataset.

Figure 5-2b shows that DRO's improved generalization stems from greatly improved performance on the rare class in the mixture (low propagation probabilities). For these instances, DRO obtains a greater than $40 \%$ improvement over ERM in heldout performance for $q=0.1$. As $q$ increases (i.e., the rare class becomes less rare), ERM's performance on these instances converges towards DRO. A similar pattern is reflected in Figure 5-2c, which shows the variance in each algorithm's influence spread on the test set as a function of the number of training samples. DRO's variance is lower by 25-40\%. As expected, DRO's advantage is greatest for small $n$, the most challenging setting for learning.

### 5.5.3 Rounding

Above, we report results achieved by the optimal distribution $x^{*}$ on the multilinear extension $F\left(x^{*}\right)$ of the relevant stochastic submodular function. But to use our methods in practice, we eventually need to round $x^{*}$ to a single subset $S$. One might worry that variabilty from the rounding procedure could erase DRO's gains. This is not the case: DRO still performs better empirically, even after rounding.

On the earlier Facility Location problem for $k=4$, we compared the optimal distributions $x_{\mathrm{ERM}}^{*}$ and $x_{\mathrm{DRO}}^{*}$ for ERM and DRO. For each, we rounded 500 times to deterministic sets via swap rounding (Chekuri et al., 2010) and compared the resulting distributions of test objective values $\mathbb{E}_{f \sim \mathbb{P}}[f(S)]$ (on a large subsample from the test set $P$ ). Over 64 trials (the stochasticity of MFW leads to different $x_{\mathrm{ERM}}^{*}, x_{\mathrm{DRO}}^{*}$ ), we observed that: 1. DRO always achieved better mean performance, on average by $9.3 \%$; 2. DRO achieved lower variance in $88 \%$ of trials; 3. for every quantile, DRO
was better on at least $73 \%$ of trials. We conclude DRO leads to better performance on the test set, both on $F\left(x^{*}\right)$ and on the original problem after rounding.

### 5.6 Discussion and future work

In this chapter we address stochastic submodular optimization (SSO), where we wish to optimize $f_{\mathbb{P}}(S)=\mathbb{E}_{f \sim \mathbb{P}}[f(S)]$. Unlike prior work, we focus on the setting where only a finite number of samples $f_{1}, \ldots, f_{n} \sim \mathbb{P}$ is available. Instead of simply maximizing the empirical mean $\frac{1}{n} \sum_{i} f_{i}$, we directly optimize a variance-regularized version which 1. gives a high probability lower bound for $f_{\mathbb{P}}(S)$ (generalization) and 2. allows us to trade off bias and variance in estimating $f_{\mathbb{P}}$. We accomplish this via an equivalent reformulation as a distributionally robust submodular optimization problem. Along the way, we show new results for the relation between distributionally robust optimization ( DRO ) and variance regularization. We further give conditions for the uniqueness of the DRO solution: these are broadly useful for guaranteeing that DRO problems are smooth. Even though robust submodular maximization is hard in general, as discussed in Chapter 4, we are able to give efficient approximation algorithms for our reformulation. Empirically, our approach yields notable improvements for influence maximization and facility location problems.

The intersection of DRO and submodular optimization is ripe with possibility, and there are many interesting directions to pursue, one of which we will explore in Chapter 6. Other types of DRO problems, such as those discussed in Chapters 2 and 3 , may also prove tractable and effective in the SSO setting. Other submodular problems, such as submodular minimization, may admit useful and tractable DRO reformulations or algorithms. Weaker versions of submodularity, that retain good optimization properties, may also admit tractable DRO algorithms with guarantees. We are hopeful that the notion of submodularity will enable the field to further expand the set of non-convex functions that are amenable to DRO.

## Chapter 6

## Robust Budget Allocation

### 6.1 Introduction

In Chapter 5 we studied a relatively general class of problems, namely stochastic submodular optimization, and we showed how to improve performance via DRO. While those results apply to many submodular objectives, in this chapter, we instead focus on a specific problem, (Robust) Budget Allocation, which is of interest to the machine learning and data mining communities. While the problem itself is more narrow, in solving it, we develop techniques in section 6.4 that have wide applicabilty in constrained submodular minimization.

Our motivation stems from the optimal allocation of resources for maximizing influence, or spread of information or coverage. These problems have gained attention in the past few years (Domingos and Richardson, 2001; Kempe et al., 2003; Chen et al., 2009; Gomez Rodriguez et al., 2012; Borgs et al., 2014). Formally, in the Budget Allocation Problem, one is given a bipartite influence graph between channels $S$ and people $T$, and the task is to assign a budget $y(s)$ to each channel $s$ in $S$ with the goal of maximizing the expected number of influenced people $\mathcal{I}(y)$. We illustrate the setup in Figure 6-1. Each edge $(s, t) \in E$ between channel $s$ and person $t$ is weighted with a probability $p_{s t}$ that, e.g., an advertisement on radio station $s$ will influence person $t$ to buy some product. The budget $y(s)$ controls how many independent attempts are made via the channel $s$ to influence the people in $T$. The probability


Figure 6-1: Bipartite graph demonstrating the setup of the (Robust) Budget Allocation problem. Each individual on the right can be influenced via any of the channels on the left. Each edge is weighted with a probability $p_{s t}$ representing how susceptible person $t \in T$ is to channel $s \in S$.
that a customer $t$ is influenced when the advertising budget is $y$ is

$$
\begin{equation*}
I_{t}(y)=1-\prod_{(s, t) \in E}\left[1-p_{s t}\right]^{y(s)} \tag{6.1}
\end{equation*}
$$

and hence the expected number of influenced people is $\mathcal{I}(y)=\sum_{t \in T} I_{t}(y)$. We write $\mathcal{I}(y ; p)=\mathcal{I}(y)$ to make the dependence on the probabilities $p_{s t}$ explicit. The total budget $y$ must remain within some feasible set $\mathcal{Y}$ which may encode e.g. a total budget limit $\sum_{s \in S} y(s) \leq C$. We allow the budgets $y$ to be continuous, as in (Bian et al., 2017).

Since its introduction by Alon et al. (2012), several works have extended the formulation of Budget Allocation and provided algorithms (Bian et al., 2017; Hatano et al., 2015; Maehara et al., 2015; Soma et al., 2014; Soma and Yoshida, 2015). Budget Allocation may also be viewed as influence maximization on a bipartite graph, where information spreads as in the Independent Cascade model. For integer $y$, Budget Allocation and Influence Maximization are NP-hard. Yet, constant-factor approximations are possible, and build on the fact that the influence function is submodular in the binary case, and DR-submodular in the integer case (Soma et al., 2014; Hatano et al., 2015). If $y$ is continuous, the problem is a concave maximization
problem.
The formulation of Budget Allocation assumes that the transmission probabilities are known exactly. But this is rarely true in practice. Typically, the probabilities $p_{s t}$, and possibly the graph itself, must be inferred from observations (Gomez Rodriguez et al., 2010; Du et al., 2013; Narasimhan et al., 2015; Du et al., 2014; Netrapalli and Sanghavi, 2012). In Section 6.6 we will see that a misspecification or point estimate of parameters $p_{s t}$ can lead to much reduced outcomes. A more realistic assumption is to know confidence intervals for the $p_{\text {st }}$. Realizing this severe deficiency, recent work studied robust versions of Influence Maximization, where a budget $y$ must be chosen that maximizes the worst-case approximation ratio over a set of possible influence functions (He and Kempe, 2016; Chen et al., 2016; Lowalekar et al., 2016). The resulting optimization problem is hard but admits bicriteria approximations.

In this work, we revisit Budget Allocation under uncertainty from the perspective of robust optimization (Bertsimas et al., 2011; Ben-Tal et al., 2009). We maximize the worst-case influence - not approximation ratio - for $p$ in a confidence set centered around the "best guess" (e.g., posterior mean). This avoids pitfalls of the approximation ratio formulation (which can be misled to return poor worst-case budgets, as demonstrated in Appendix C.1), while also allowing us to formulate the problem as a max-min game:

$$
\begin{equation*}
\max _{y \in \mathcal{Y}} \min _{p \in \mathcal{P}} \mathcal{I}(y ; p), \tag{6.2}
\end{equation*}
$$

where an "adversary" can arbitrarily manipulate $p$ within the confidence set $\mathcal{P}$. With $p$ fixed, $\mathcal{I}(y ; p)$ is concave in $y$. However, the influence function $\mathcal{I}(y ; p)$ is not convex, and not even quasiconvex, in the adversary's variables $p_{s t}$.

The new, key insight we exploit in this work is that $\mathcal{I}(y ; p)$ has the property of continuous submodularity in $p$ - in contrast to previously exploited submodular maximization in $y$ - and can hence be minimized by generalizing techniques from discrete submodular optimization (Bach, 2019). The techniques in (Bach, 2019), however, are restricted to box constraints, and do not directly apply to our confidence sets. In fact, general constrained submodular minimization is hard (Svitkina and

Fleischer, 2011; Goel et al., 2009; Iwata and Nagano, 2009). We make the following contributions:

1. We provide the first results for continuous submodular minimization with box constraints and one more "nice" constraint, and checkable conditions under which the algorithm is guaranteed to return a global optimum. In other words, we have a provable algorithm for a new class of constrained nonconvex minimization problems that should be of interest more broadly.
2. Leveraging the above result, we present an algorithm with optimality bounds for Robust Budget Allocation in the nonconvex adversarial scenario (6.2).

### 6.1.1 Background and related work

For background on submodularity and diminishing returns, refer to Chapter 4. Particularly relevant are section 4.1.2 on submodular minimization, section 4.2 on general submodular functions, and section 4.3 .1 on risk-averse submodular optimization. We will draw on all of these in both our approach to the problem, as well as in our algorithmic solution. In the rest of this background section we focus on discussing problems most related to Budget Allocation.

A sister problem of Budget Allocation is Influence Maximization on general graphs, where a set of seed nodes is selected to start a propagation process. The influence function is still monotone submodular and amenable to the greedy algorithm (Kempe et al., 2003), but it cannot be evaluated explicitly and requires approximation (Chen et al., 2010).

Stochastic Coverage (Goemans and Vondrák, 2006) is a version of Set Cover where the covering sets $S_{i} \subset V$ are random. A variant of Budget Allocation can be written as stochastic coverage with multiplicity. Stochastic Coverage has mainly been studied in the online or adaptive setting, where logarithmic approximation factors can be achieved (Golovin and Krause, 2011; Deshpande et al., 2016; Adamczyk et al., 2016).

Our objective function (6.2) is a signomial in $p$, i.e., a linear combination of monomials of the form $\prod_{i} x_{i}^{c_{i}}$. General signomial optimization is NP-hard (Chiang, 2005),
but certain subclasses are tractable: posynomials with all nonnegative coefficients can be minimized via Geometric Programming (Boyd et al., 2007), and signomials with a single negative coefficient admit sum of squares-like relaxations (Chandrasekaran and Shah, 2016). Our problem, a constrained posynomial maximization, is not in general a geometric program. Some work addresses this setting via monomial approximation (Pascual and Ben-Israel, 1970; Ecker, 1980), but, to our knowledge, our algorithm is the first that solves this problem to arbitrary accuracy.

### 6.2 Robust and stochastic Budget Allocation

The unknown parameters in Budget Allocation are the transmission probabilities $p_{s t}$ or edge weights in a graph. If these are estimated from data, we may have posterior distributions or, a weaker assumption, confidence sets for the parameters. For ease of notation, we will work with the failure probabilities $x_{s t}=1-p_{s t}$ instead of the $p_{s t}$ directly, and write $\mathcal{I}(y ; x)$ instead of $\mathcal{I}(y ; p)$.

### 6.2.1 Stochastic optimization

If a (posterior) distribution of the parameters is known, a simple strategy is to use expectations. For example, we can place a uniform prior on $x_{s t}$, and observe $n_{s t}$ independent observations drawn from $\operatorname{Ber}\left(x_{s t}\right)$. If we observe $\alpha_{s t}$ failures and $\beta_{s t}$ successes, the resulting posterior distribution on the variable $X_{s t}$ is $\operatorname{Beta}\left(1+\alpha_{s t}, 1+\right.$ $\beta_{s t}$ ). Given such a posterior, we may optimize

$$
\begin{equation*}
\max _{y \in \mathcal{Y}} \mathcal{I}(y ; \mathbb{E}[X]) \quad(6.3) \quad \text { or } \quad \max _{y \in \mathcal{Y}} \mathbb{E}[\mathcal{I}(y ; X)] \tag{6.3}
\end{equation*}
$$

Proposition 6.2.1. Problems (6.3) and (6.4) are concave maximization problems over the (convex) set $\mathcal{Y}$ and can be solved exactly.

Concavity of (6.4) follows since it is an expectation over concave functions, and it can be solved by stochastic gradient ascent or by explicitly computing gradients.

Merely maximizing expectation does not explicitly account for volatility and hence risk. One option is to penalize variance (Ben-Tal and Nemirovski, 2000; Bertsimas
et al., 2011; Atamtürk and Narayanan, 2008):

$$
\begin{equation*}
\min _{y \in \mathcal{Y}}-\mathbb{E}[\mathcal{I}(y ; X)]+\varepsilon \sqrt{\operatorname{Var}(\mathcal{I}(y ; X))} \tag{6.5}
\end{equation*}
$$

This approach is strongly related to optimizing CVaR, discussed in section 4.3.1. However, for submodular objectives, these approaches to risk-aversion can be challenging, and our case is no exception:

Fact 6.2.1. For $y$ in the nonnegative orthant, the term $\sqrt{\operatorname{Var}(\mathcal{I}(y ; X))}$ need not be convex or concave, and need not be submodular or supermodular.

This observation does not rule out a solution, but the apparent difficulties further motivate a robust formulation that, as we will see, is amenable to optimization.

### 6.2.2 Robust optimization

The focus of this work is the robust version of Budget Allocation, where we allow an adversary to arbitrarily set the parameters $x$ within an uncertainty set $\mathcal{X}$. This uncertainty set may result, for instance, from a known distribution, or simply from assumed bounds. Formally, we solve

$$
\begin{equation*}
\max _{y \in \mathcal{Y}} \min _{x \in \mathcal{X}} \mathcal{I}(y ; x) \tag{6.6}
\end{equation*}
$$

where $\mathcal{Y} \subset \mathbb{R}_{+}^{S}$ is a convex set with an efficient projection oracle, and $\mathcal{X}$ is an uncertainty set containing an estimate $\hat{x}$. In the sequel, we use uncertainty sets $\mathcal{X}=\{x \in \operatorname{Box}(l, u): R(x) \leq B\}$, where $R$ is a distance (or divergence) from the estimate $\hat{x}$, and $\operatorname{Box}(l, u)$ is the box $\prod_{(s, t) \in E}\left[l_{s t}, u_{s t}\right]$. The intervals $\left[l_{s t}, u_{s t}\right]$ can be thought of as either confidence intervals around $\hat{x}$, or, if $\left[l_{s t}, u_{s t}\right]=[0,1]$, they enforce that each $x_{s t}$ is a valid probability.

Common examples of uncertainty sets used in robust optimization are Ellipsoidal and D-norm uncertainty sets (Bertsimas et al., 2011). Our algorithm in Section 6.4 applies to both.

Ellipsoidal uncertainty. The ellipsoidal or quadratic uncertainty set is defined by

$$
\mathcal{X}^{Q}(\gamma)=\left\{x \in \operatorname{Box}(0,1):(x-\hat{x})^{T} \Sigma^{-1}(x-\hat{x}) \leq \gamma\right\}
$$

where $\Sigma$ is the covariance of the random vector $X$ of probabilities distributed according to our Beta posteriors. In our case, since the distributions on each $x_{s t}$ are independent, $\Sigma^{-1}$ is actually diagonal. Writing $\Sigma=\operatorname{diag}\left(\sigma^{2}\right)$, we have

$$
\mathcal{X}^{Q}(\gamma)=\left\{x \in \operatorname{Box}(0,1): \sum_{(s, t) \in E} R_{s t}\left(x_{s t}\right) \leq \gamma\right\}
$$

where $R_{s t}(x)=\left(x_{s t}-\hat{x}_{s t}\right)^{2} \sigma_{s t}^{-2}$.

D-norm uncertainty. The D-norm uncertainty set is similar to an $\ell_{1}$-ball around $\hat{x}$, and is defined as

$$
\mathcal{X}^{D}(\gamma)=\left\{x: \exists c \in \operatorname{Box}(0,1) \text { s.t. } x_{s t}=\hat{x}_{s t}+\left(u_{s t}-\hat{x}_{s t}\right) c_{s t}, \sum_{(s, t) \in E} c_{s t} \leq \gamma\right\} .
$$

Essentially, we allow an adversary to increase $\hat{x}_{s t}$ up to some upper bound $u_{s t}$, subject to some total budget $\gamma$ across all terms $x_{s t}$. The set $\mathcal{X}^{D}(\gamma)$ can be rewritten as

$$
\mathcal{X}^{D}(\gamma)=\left\{x \in \operatorname{Box}(\hat{x}, u): \sum_{(s, t) \in E} R_{s t}\left(x_{s t}\right) \leq \gamma\right\}
$$

where $R_{s t}\left(x_{s t}\right)=\left(x_{s t}-\hat{x}_{s t}\right) /\left(u_{s t}-\hat{x}_{s t}\right)$ is the fraction of the interval $\left[\hat{x}_{s t}, u_{s t}\right]$ we have used when increasing $x_{s t}$.

Comparison to DRO. In the context of the preceding chapters, it is important to note that, in our approach to Robust Budget Allocation, we technically depart from DRO. This is because the uncertainty we allow in the probabilities $x$ (or $p$ ) affects both the distribution as well as the objective function - whereas in DRO, only the distribution changes. This technicality manifests because the decision maker in Budget Allocation actually alters the relevant distribution: by changing $y$, the
decision maker changes the distribution of which edges $(s, t)$ are active. Nevertheless, the spirit of Robust Budget Allocation is the same: we want to do well in expectation, namely to maximize expected influence, even when the underlying distribution is perturbed.

Overall, the min-max formulation $\max _{y \in \mathcal{Y}} \min _{x \in \mathcal{X}} \mathcal{I}(y ; x)$ has several benefits: the model is not tied to a specific learning algorithm for the probabilities $x$ as long as we can choose a suitable confidence set. Moreover, this formulation allows to fully hedge against a worst-case scenario.

### 6.3 Robust Budget Allocation: main ideas

Next, we address in two main steps how to solve Problem (6.6), first the outer and then the inner optimization problem. As noted above, the function $\mathcal{I}(y ; x)$ is concave as a function of $y$ for fixed $x$. As a pointwise minimum of concave functions, $F(y):=$ $\min _{x \in \mathcal{X}} \mathcal{I}(y ; x)$ is concave. Hence, if we can compute subgradients of $F(y)$, we can solve our max-min-problem via the subgradient method, as outlined in Algorithm 3.

A subgradient $g_{y} \in \partial F(y)$ at $y$ is given by the gradient of $\mathcal{I}\left(y ; x^{*}\right)$ for the min$\operatorname{imizing} x^{*} \in \arg \min _{x \in \mathcal{X}} \mathcal{I}(y ; x)$, i.e., $g_{y}=\nabla_{y} \mathcal{I}\left(y ; x^{*}\right)$. Hence, we must be able to compute $x^{*}$ for any $y$. We also obtain a duality gap: for any $x^{\prime}, y^{\prime}$ we have

$$
\begin{equation*}
\min _{x \in \mathcal{X}} \mathcal{I}\left(y^{\prime} ; x\right) \leq \max _{y \in \mathcal{Y}} \min _{x \in \mathcal{X}} \mathcal{I}(y ; x) \leq \max _{y \in \mathcal{Y}} \mathcal{I}\left(y ; x^{\prime}\right) \tag{6.7}
\end{equation*}
$$

This means we can estimate the optimal value $\mathcal{I}^{*}$ and use it in Polyak's stepsize rule for the subgradient method (Polyak, 1987).

What remains to be addressed is how to compute $x^{*} . \mathcal{I}(y ; x)$ is not convex in $x$, and not even quasiconvex. For example, standard methods (Wainwright and Chiang, 2004, Chapter 12) imply that $f\left(x_{1}, x_{2}, x_{3}\right)=1-x_{1} x_{2}-\sqrt{x_{3}}$ is not quasiconvex on $\mathbb{R}_{+}^{3}$. Moreover, the above-mentioned signomial optimization techniques do not apply for an exact solution either. So, it is not immediately clear that we can solve the inner optimization problem.

```
Algorithm 3 Subgradient Ascent
    Input: suboptimality tolerance \(\tau>0\), initial feasible budget \(y^{(0)} \in \mathcal{Y}\)
    Output: \(\tau\)-optimal budget \(y\) for Problem (6.6)
    repeat
        \(x^{(k)} \leftarrow \arg \min _{x \in \mathcal{X}} \mathcal{I}\left(y^{(k)} ; x\right) \quad \triangleright\) Find worst-case \(x\) for \(y^{(k)}\)
        \(g^{(k)} \leftarrow \nabla_{y} \mathcal{I}\left(y^{(k)} ; x^{(k)}\right) \quad \triangleright\) Gradient with respect to \(y\) of \(\min _{x \in \mathcal{X}} \mathcal{I}(y ; x)\) at
    \(y=y^{(k)}\)
        \(L^{(k)} \leftarrow \mathcal{I}\left(y^{(k)} ; x^{(k)}\right) \quad \triangleright\) Lower bound on optimal value
        \(U^{(k)} \leftarrow \max _{y \in \mathcal{Y}} \mathcal{I}\left(y ; x^{(k)}\right) \quad \triangleright\) Upper bound on optimal value
        \(\gamma^{(k)} \leftarrow\left(U^{(k)}-L^{(k)}\right) /\left\|g^{(k)}\right\|_{2}^{2} \quad \triangleright\) Polyak's stepsize rule
        \(y^{(k+1)} \leftarrow \operatorname{proj}_{\mathcal{Y}}\left(y^{(k)}+\gamma^{(k)} g^{(k)}\right)\)
        \(k \leftarrow k+1\)
    until \(U^{(k)}-L^{(k)} \leq \tau\)
```

The key insight we will be using is that $\mathcal{I}(y ; x)$ has a different beneficial property: while not convex, $\mathcal{I}(y ; x)$ as a function of $x$ is continuous submodular.

Lemma 6.3.1. Suppose we have $n \geq 1$ differentiable functions $f_{i}: \mathbb{R} \rightarrow \mathbb{R}_{+}$, for $i=1, \ldots, n$, either all nonincreasing or all nondecreasing. Then, $f(x)=\prod_{i=1}^{n} f_{i}\left(x_{i}\right)$ is a continuous supermodular function from $\mathbb{R}^{n}$ to $\mathbb{R}_{+}$.

Proof. For $n=1$, the resulting function is modular and therefore supermodular. In the case $n \geq 2$, we simply need to compute derivatives. The mixed derivatives are

$$
\begin{equation*}
\frac{\partial f}{\partial x_{i} \partial x_{j}}=f_{i}^{\prime}\left(x_{i}\right) f_{j}^{\prime}\left(x_{j}\right) \cdot \prod_{k \neq i, j} f_{k}\left(x_{k}\right) \tag{6.8}
\end{equation*}
$$

By monotonicity, $f_{i}^{\prime}$ and $f_{j}^{\prime}$ have the same sign, so their product is nonnegative, and since each $f_{k}$ is nonnegative, the entire expression is nonnegative. Hence, $f(x)$ is continuous supermodular by Theorem 3.2 of Topkis (1978).

Corollary 6.3.1. The influence function $\mathcal{I}(y ; x)$ defined in Section 6.2 is continuous submodular in $x$ over the nonnegative orthant, for each $y \geq 0$.

Proof. Since submodularity is preserved under summation, it suffices to show that each function $I_{t}(y)$ is continuous submodular. By Lemma 6.3.1, since $f_{s}(z)=z^{y(s)}$ is nonnegative and monotone nondecreasing for $y(s) \geq 0$, the product $\prod_{(s, t) \in E} x_{s t}^{y(s)}$ is
continuous supermodular in $x$. Flipping the sign and adding a constant term yields $I_{t}(y)$, which is hence continuous submodular.

We further conjecture that the functions $\mathcal{I}(y ; x)$ enjoy another beneficial property, beyond submodularity:

Conjecture 6.3.1. Strong duality holds, i.e.,

$$
\begin{equation*}
\max _{y \in \mathcal{Y}} \min _{x \in \mathcal{X}} \mathcal{I}(y ; x)=\min _{x \in \mathcal{X}} \max _{y \in \mathcal{Y}} \mathcal{I}(y ; x) . \tag{6.9}
\end{equation*}
$$

If strong duality holds, then the duality gap $\max _{y \in \mathcal{Y}} \mathcal{I}\left(y ; x^{*}\right)-\min _{x \in \mathcal{X}} \mathcal{I}\left(y^{*} ; x\right)$ in Equation (6.7) is zero at optimality. If $\mathcal{I}(y ; x)$ were quasiconvex in $x$, strong duality would hold by Sion's min-max theorem, but this is not the case. In practice, we observe that the duality gap always converges to zero.

We have seen the functions $\mathcal{I}(y ; x)$ enjoy nice structural properties, but it is still not clear how to solve the inner problem. Bach (2019) demonstrates how to minimize a continuous submodular function $H(x)$ subject to box constraints $x \in \operatorname{Box}(l, u)$, up to an arbitrary suboptimality gap $\tau>0$. The constraint set $\mathcal{X}$ in our Robust Budget Allocation problem, however, has box constraints with an additional constraint $R(x) \leq B$. This case is not addressed in any previous work. Fortunately, for a large class of functions $R$, there is still an efficient algorithm for continuous submodular minimization, which we present in the next section.

### 6.4 Constrained continuous submodular function minimization

The previous section shows that, to solve Robust Budget Allocation, we need an algorithm for minimizing a monotone continuous submodular function $H(x)$ subject
to box constraints $x \in \operatorname{Box}(l, u)$ and a constraint $R(x) \leq B$ :

$$
\begin{array}{ll}
\operatorname{minimize} & H(x) \\
\text { s.t. } & R(x) \leq B  \tag{6.10}\\
& x \in \operatorname{Box}(l, u) .
\end{array}
$$

If $H$ and $R$ were convex, the constrained problem would be equivalent to solving, with the right Lagrange multipler $\lambda^{*} \geq 0$ :

$$
\begin{array}{ll}
\operatorname{minimize} & H(x)+\lambda^{*} R(x)  \tag{6.11}\\
\text { s.t. } & x \in \operatorname{Box}(l, u) .
\end{array}
$$

Although $H$ and $R$ are not necessarily convex here, it turns out that a similar approach indeed applies. The property of submodularity then enables a special relaxation that allows one to obtain a solution for all possible values of $\lambda$ via a single convex optimization problem. The main idea of our approach bears similarity with (Nagano et al., 2011) for the set function case, but our setting with continuous functions and various uncertainty sets is more general, and requires more argumentation. We present our theoretical results here, and defer implementation details to the appendix.

### 6.4.1 Forming an equivalent convex problem

Following Bach (2019), we discretize the problem; for a sufficiently fine discretization, we will achieve arbitrary accuracy. This discretization will in turn lead to a convex relaxation. Let $A$ be an interpolation mapping that maps the discrete set $\prod_{i=1}^{n}\left[k_{i}\right]$ into $\operatorname{Box}(l, u)=\prod_{i=1}^{n}\left[l_{i}, u_{i}\right]$ via the componentwise interpolation functions $A_{i}:\left[k_{i}\right] \rightarrow$ $\left[l_{i}, u_{i}\right]$. We say $A_{i}$ is $\delta$-fine if $A_{i}\left(x_{i}+1\right)-A_{i}\left(x_{i}\right) \leq \delta$ for all $x_{i} \in\left\{0,1, \ldots, k_{i}-2\right\}$. We will further say the full interpolation function $A$ is $\delta$-fine if each $A_{i}$ is $\delta$-fine.

This mapping yields functions $H^{\delta}: \prod_{i=1}^{n}\left[k_{i}\right] \rightarrow \mathbb{R}$ and $R^{\delta}: \prod_{i=1}^{n}\left[k_{i}\right] \rightarrow \mathbb{R}$ via $H^{\delta}(x)=H(A(x))$ and $R^{\delta}(x)=R(A(x)) . H^{\delta}$ is submodular on the integer lattice. This construction reduces Problem (6.11) to a submodular minimization problem over
the integer lattice:

$$
\begin{array}{ll}
\operatorname{minimize} & H^{\delta}(x)+\lambda R^{\delta}(x)  \tag{6.12}\\
\text { s.t. } & x \in \prod_{i=1}^{n}\left[k_{i}\right] .
\end{array}
$$

Motivated by convex optimization, one may hope that there exists a $\lambda$ whose associated minimizer $x(\lambda)$ yields a nearly optimal solution for the corresponding constrained Problem (6.10) in the lattice case, where $H^{\delta}$ and $R^{\delta}$ replace $H$ and $R$. Theorem 6.4.2 below states that, under a condition, this is indeed the case. Moreover, a second benefit of submodularity is that we can find the entire solution path for Problem (6.12) by solving a single optimization problem.

Lemma 6.4.1. Suppose $H$ is continuous submodular, and suppose the regularizer $R$ is strictly increasing and separable: $R(x)=\sum_{i=1}^{n} R_{i}\left(x_{i}\right)$. Then we can recover $a$ minimizer $x(\lambda)$ for the induced discrete Problem (6.12) for any $\lambda \in \mathbb{R}$ by solving $a$ single convex optimization problem.

To formally prove Lemma 6.4.1, we need to go into more detail. The convex optimization problem arises from a relaxation $h_{\downarrow}$ that is an analogue of the Lovász extension of set functions to continuous submodular functions (Bach, 2019). The basic idea for the extension $h_{\downarrow}$ is: instead of fixing a value for each coordinate of $x$, we give a distribution over values, and $h_{\downarrow}$ is the expected function value under that distribution. As a corollary, $h_{\downarrow}$ coincides with $H^{\delta}$ on lattice points.

Instead of specifying a full joint distribution over all coordinates, we will only need to give coordinatewise marginals $\mu_{i}$. It is also convenient to represent the distributions $\mu_{i}$ via their (reversed) cumulative distributions functions $\rho_{i}$. The best joint distribution follows directly from these marginals: it is the solution to a multimarginal optimal transport problem between the marginals, where the transport cost is the original submodular function $H$ or $H^{\delta}$. Formally $h_{\downarrow}$ can be defined as:

Definition 6.4.1 (Bach (2019)). Write $\mathcal{X}=\prod_{i=1}^{n} \mathcal{X}_{i}$, and let $H: \mathcal{X} \rightarrow \mathbb{R}$ be a submodular function (discrete or continuous). We define the generalized Lovász extension
of $H$ by:

$$
\begin{equation*}
h_{\downarrow}\left(\rho_{1}, \ldots, \rho_{n}\right)=h_{\downarrow}\left(\mu_{1}, \ldots, \mu_{n}\right):=\inf _{\gamma \in \mathcal{P}\left(\mathcal{X},\left\{\mu_{i}\right\}\right)} \int_{\mathcal{X}} H(x) d \gamma(x) \tag{6.13}
\end{equation*}
$$

where $\mathcal{P}\left(\mathcal{X},\left\{\mu_{i}\right\}\right)$ is the set of measures $\gamma$ whose marginals match the $\mu_{i}$, for all coordinates $i$.

Importantly, $h_{\downarrow}$ is convex if and only if $H$ is submodular (Bach, 2019, Theorem 1). This makes optimizing $h_{\downarrow}$ tractable. To prove Lemma 6.4 .1 we will use a specific correspondence between a discrete submodular function $H^{\delta}$ and its extension $h_{\downarrow}$ :

Theorem 6.4.1 (Theorem 4 from Bach (2019)). Let $H^{\delta}: \prod_{i=1}^{n}\left[k_{i}\right] \rightarrow \mathbb{R}$ be a submodular function with generalized Lovász extension $h_{\downarrow}$. Also let $a_{i y_{i}}$ be strictly convex functions for all $i=1, \ldots, n$ and each $y_{i} \in\left[k_{i}\right]$. The set $\mathbb{R}_{\downarrow}^{k}$ refers to the set of ordered vectors $z \in \mathbb{R}^{k}$ that satisfy $z_{1} \geq z_{2} \geq \cdots \geq z_{k}$, and the notation $\rho_{i}\left(x_{i}\right)$ denotes the $x_{i}$-th coordinate of the vector $\rho_{i}$. The vector $\rho_{i}$ should still be understood as a discrete reverse cumulative distribution function, as stated earlier. For convenience we also write $\rho=\rho_{1}, \ldots, \rho_{n}$. Then the two problems

$$
\begin{array}{ll}
\operatorname{minimize} & H^{\delta}(x)+\sum_{i=1}^{n} \sum_{y_{i}=1}^{x_{i}} a_{i y_{i}}^{\prime}(\lambda)  \tag{6.14}\\
\text { s.t. } & x \in \prod_{i=1}^{n}\left[k_{i}\right]
\end{array}
$$

and

$$
\begin{array}{ll}
\operatorname{minimize} & h_{\downarrow}(\rho)+\sum_{i=1}^{n} \sum_{x_{i}=1}^{k_{i}-1} a_{i x_{i}}\left[\rho_{i}\left(x_{i}\right)\right]  \tag{6.15}\\
\text { s.t. } & \rho \in \prod_{i=1}^{n} \mathbb{R}_{\downarrow}^{k_{i}-1}
\end{array}
$$

are equivalent. Specifically, one recovers a solution to Problem (6.14) for any $\lambda$ : find $\rho^{*}$ which solves Problem (6.15) and, for each component $i$, choose $x_{i}$ to be the maximal value for which $\rho_{i}^{*}\left(x_{i}\right) \geq \lambda$.

With Theorem 6.4.1 in hand, we are finally ready to prove Lemma 6.4.1. Our high-level strategy is to convert Problem (6.12) into the form of Problem (6.14). Per Theorem 6.4.1, we can solve Problem (6.14) and hence Problem (6.12) simultaneously for all $\lambda$, simply by solving the single convex Problem (6.15).

Lemma 6.4.1. The discretized form of the regularizer $R^{\delta}$ is also separable and can be written $R^{\delta}(x)=\sum_{i=1}^{n} R_{i}^{\delta}(x)$. For each $i=1, \ldots, n$ and each $y_{i} \in\left[k_{i}\right]$ with $y_{i} \geq 1$, define $a_{i y_{i}}(t)=\frac{1}{2} t^{2} \cdot\left[R_{i}^{\delta}\left(y_{i}\right)-R_{i}^{\delta}\left(y_{i}-1\right)\right]$, so that $a_{i y_{i}}^{\prime}(t)=t \cdot\left[R_{i}^{\delta}\left(y_{i}\right)-R_{i}^{\delta}\left(y_{i}-1\right)\right]$. Since we assumed $R(x)$ is strictly increasing, the coefficient of $t^{2}$ in each $a_{i y_{i}}(t)$ is strictly positive, so that each $a_{i y_{i}}(t)$ is strictly convex. Then,

$$
\begin{align*}
\lambda R_{i}^{\delta}\left(x_{i}\right) & =\lambda \cdot\left[R_{i}^{\delta}(0)+\sum_{y_{i}=1}^{x_{i}}\left(R_{i}^{\delta}\left(y_{i}\right)-R_{i}^{\delta}\left(y_{i}-1\right)\right)\right]  \tag{6.16}\\
& =\lambda R_{i}^{\delta}(0)+\sum_{y_{i}=1}^{x_{i}} a_{i y_{i}}^{\prime}(\lambda) \tag{6.17}
\end{align*}
$$

so that the discretized version of the minimization problem (6.12) can be written as

$$
\begin{array}{ll}
\operatorname{minimize} & H^{\delta}(x)+\lambda R^{\delta}(0)+\sum_{i=1}^{n} \sum_{y_{i}=1}^{x_{i}} a_{i y_{i}}^{\prime}(\lambda)  \tag{6.18}\\
\text { s.t. } & x \in \prod_{i=1}^{n}\left[k_{i}\right] .
\end{array}
$$

Since the term $R^{\delta}(0)$ does not depend on the variable $x$, this minimization is equivalent to

$$
\begin{array}{ll}
\operatorname{minimize} & H^{\delta}(x)+\sum_{i=1}^{n} \sum_{y_{i}=1}^{x_{i}} a_{i y_{i}}^{\prime}(\lambda)  \tag{6.19}\\
\text { s.t. } & x \in \prod_{i=1}^{n}\left[k_{i}\right] .
\end{array}
$$

This problem is in the precise form where we can apply Theorem 6.4.1 to show equivalence between Problems (6.14) and (6.15), so we are done.

Problem (6.15) can be solved by Frank-Wolfe methods (Frank and Wolfe, 1956; Dunn and Harshbarger, 1978; Lacoste-Julien, 2016; Jaggi, 2013). This is because the greedy algorithm for computing subgradients of the Lovász extension can be generalized, and yields a linear optimization oracle for the dual of Problem (6.15). We detail the relationship between Problems (6.12) and (6.15), as well as how to implement the Frank-Wolfe methods, in Appendix C.3.1.

### 6.4.2 Bounding solution quality for the constrained problem

We now have a tractable convex formulation, Equation (6.15), of the regularized problem. But it is not yet clear if we can also recover a good solution to the original constrained problem.

Let $\rho^{*}$ be the optimal solution for Problem (6.15). For any $\lambda$, we obtain a rounded solution $x(\lambda)$ for Problem (6.12) by thresholding: we set $x(\lambda)_{i}=\max \{j \mid 1 \leq j \leq$ $\left.k_{i}-1, \rho_{i}^{*}(j) \geq \lambda\right\}$, or zero if $\rho_{i}^{*}(j)<\lambda$ for all $j$. Each $x\left(\lambda^{\prime}\right)$ is the optimal solution for Problem (6.12) with $\lambda=\lambda^{\prime}$. We use the largest parameterized solution $x(\lambda)$ that is still feasible, i.e. the solution $x\left(\lambda^{*}\right)$ where $\lambda^{*}$ solves

$$
\begin{array}{ll}
\min & H^{\delta}(x(\lambda)) \\
\text { s.t. } & \lambda \geq 0  \tag{6.20}\\
& R^{\delta}(x(\lambda)) \leq B
\end{array}
$$

This $\lambda^{*}$ can be found efficiently via binary search or a linear scan.

Theorem 6.4.2. Let $H$ be continuous submodular and monotone decreasing, with $\ell_{\infty}-$ Lipschitz constant $G$, and let $R$ be strictly increasing and separable. Assume all entries $\rho_{i}^{*}(j)$ of the optimal solution $\rho^{*}$ of Problem (6.15) are distinct. Let $x^{\prime}=A\left(x\left(\lambda^{*}\right)\right)$ be the thresholding corresponding to the optimal solution $\lambda^{*}$ of Problem (6.20), mapped back into the original continuous domain $\mathcal{X}$. Then $x^{\prime}$ is feasible for the continuous Problem (6.10), and is a $2 G \delta$-approximate solution:

$$
H\left(x^{\prime}\right) \leq 2 G \delta+\min _{x \in \operatorname{Box}(l, u), R(x) \leq B} H(x) .
$$

Theorem 6.4.2 implies an algorithm for solving Problem (6.10) to $\tau$-optimality: (1) set $\delta=\tau / G,(2)$ compute $\rho^{*}$ that solves Problem (6.15), (3) find the optimal thresholding of $\rho^{*}$ by determining the smallest $\lambda^{*}$ for which $R^{\delta}\left(x\left(\lambda^{*}\right)\right) \leq B$, and (4) map $x\left(\lambda^{*}\right)$ back into continuous space via the interpolation mapping $A$.

The general idea of this proof is to first show that the best integer-valued point
$x_{d}^{*}$ that solves

$$
x_{d}^{*} \in \underset{x \in \prod_{i=1}^{n}\left[k_{i}\right]: R^{\delta}(x) \leq B}{\operatorname{argmin}} H^{\delta}(x)
$$

is also nearly a minimizer of the continuous version of the problem, due to the fineness of the discretization. Then, we show that the solutions traced out by $x(\lambda)$ get very close to $x_{d}^{*}$. These two results are simply combined via the triangle inequality.

We begin with a Lemma bounding the optimal discrete solution by the optimal continuous solution:

Lemma 6.4.2. With $x_{d}^{*}$ defined as above,

$$
\begin{equation*}
H^{\delta}\left(x_{d}^{*}\right) \leq G \delta+\min _{x \in \mathcal{X}: R(x) \leq B} H(x) . \tag{6.21}
\end{equation*}
$$

Proof. Consider $x^{*} \in \arg \min _{x \in \mathcal{X}: R(x) \leq B} H(x)$. If $x^{*}$ corresponds to an integral point in the discretized domain, then $H\left(x^{*}\right)=H^{\delta}\left(x_{d}^{*}\right)$ and we are done. Else, since our discretization is $\delta$-fine, we can find a discrete point $x_{\text {floor }}$ with $x^{*}-\delta \leq A\left(x_{\text {floor }}\right) \leq x^{*}$ elementwise. Algorithmically, $x_{\text {floor }}$ is a kind of elementwise floor of $x^{*}$ with respect to the discretization. There are two implications of the bound between $A\left(x_{\text {floor }}\right)$ and $x^{*}$ : first, by monotonicity, $R^{\delta}\left(x_{\text {floor }}\right) \leq B$, i.e. $A\left(x_{\text {floor }}\right)$ is feasible for the original continuous problem; second, we must have $\left\|x^{*}-A\left(x_{\text {floor }}\right)\right\|_{\infty} \leq \delta$. Applying the Lipschitz property of $H$ and then the optimality of $x_{d}^{*}$, we have

$$
G \delta \geq H\left(A\left(x_{\text {floor }}\right)\right)-H\left(x^{*}\right)=H^{\delta}\left(x_{\text {floor }}\right)-H\left(x^{*}\right) \geq H^{\delta}\left(x_{d}^{*}\right)-H\left(x^{*}\right)
$$

from which (6.21) follows.

The next step in proving our suboptimality bound is to bound the suboptimality of our thresholded solutions relative to the true discrete solution:

Lemma 6.4.3. Define $\lambda_{-}$and $\lambda_{+}$by

$$
\lambda_{-} \in \underset{\lambda \geq 0: R^{\delta}(x(\lambda)) \leq B}{\operatorname{argmin}} H^{\delta}(x(\lambda)) \quad \text { and } \quad \lambda_{+} \in \underset{\lambda \geq 0: R^{\delta}(x(\lambda)) \geq B}{\operatorname{argmax}} H^{\delta}(x(\lambda)) .
$$

Then, we can bound the discrete optimal value $H^{\delta}\left(x_{d}^{*}\right)$ on both sides by

$$
\begin{equation*}
H^{\delta}\left(x\left(\lambda_{+}\right)\right) \leq H^{\delta}\left(x_{d}^{*}\right) \leq H^{\delta}\left(x\left(\lambda_{-}\right)\right) . \tag{6.22}
\end{equation*}
$$

Proof. Note that

$$
\begin{equation*}
\min _{x \in \prod_{i=1}^{n}\left[k_{i}\right]: R^{\delta}(x) \leq B} H^{\delta}(x)=\min _{x \in \prod_{i=1}^{n}\left[k_{i}\right]} \max _{\lambda \geq 0}\left\{H^{\delta}(x)+\lambda\left(R^{\delta}(x)-B\right)\right\}, \tag{6.23}
\end{equation*}
$$

since either the term $R^{\delta}(x)-B$ does not contribute, or it blows up when $x$ is infeasible. Continuing, we can bound:

$$
\begin{align*}
\min _{x \in \prod_{i=1}^{n}\left[k_{i}\right]: R^{\delta}(x) \leq B} H^{\delta}(x) & =\min _{x \in \prod_{i=1}^{n}\left[k_{i}\right]} \max _{\lambda \geq 0}\left\{H^{\delta}(x)+\lambda\left(R^{\delta}(x)-B\right)\right\}  \tag{6.24}\\
& \stackrel{(a)}{\geq} \max _{\lambda \geq 0} \min _{x \in \prod_{i=1}^{n}\left[k_{i}\right]}\left\{H^{\delta}(x)+\lambda\left(R^{\delta}(x)-B\right)\right\}  \tag{6.25}\\
& \stackrel{(b)}{=} \max _{\lambda \geq 0}\left\{H^{\delta}(x(\lambda))+\lambda\left(R^{\delta}(x(\lambda))-B\right)\right\}  \tag{6.26}\\
& \stackrel{(c)}{\geq} \max _{\lambda \geq 0: R^{\delta}(x(\lambda)) \geq B}\left\{H^{\delta}(x(\lambda))+\lambda\left(R^{\delta}(x(\lambda))-B\right)\right\}  \tag{6.27}\\
& \stackrel{(d)}{\geq} \max _{\lambda \geq 0: R^{\delta}(x(\lambda)) \geq B} H^{\delta}(x(\lambda))  \tag{6.28}\\
& \stackrel{(e)}{=} H^{\delta}\left(x\left(\lambda_{+}\right)\right), \tag{6.29}
\end{align*}
$$

where (a) uses weak duality, (b) plugs in the definition of $x(\lambda)$, (c) shrinks the set of candidate $\lambda$, (d) bounds the regularizing term by zero, and (e) is the definition of $x\left(\lambda_{+}\right)$. We can also bound the optimal value of $H^{\delta}\left(x_{d}^{*}\right)$ from the other side:

$$
\begin{equation*}
H^{\delta}\left(x_{d}^{*}\right)=\min _{x \in \prod_{i=1}^{n}\left[k_{i}\right]: R^{\delta}(x) \leq B} H^{\delta}(x) \leq \min _{\lambda \geq 0: R^{\delta}(x(\lambda)) \leq B} H^{\delta}(x(\lambda))=H^{\delta}\left(x\left(\lambda_{-}\right)\right) \tag{6.30}
\end{equation*}
$$

because the set of $x(\lambda)$ parameterized by $\lambda$ is a subset of the full set $\left\{x \in \prod_{i=1}^{n}\left[k_{i}\right]\right.$ : $\left.R^{\delta}(x) \leq B\right\}$.

Corollary 6.4.1. In the same setting as Lemma 6.4.3, it holds that

$$
H^{\delta}\left(x\left(\lambda_{-}\right)\right) \leq G \delta+H^{\delta}\left(x_{d}^{*}\right)
$$

Proof. Via Lemma 6.4.3 we can bound the optimal value of $H^{\delta}\left(x_{d}^{*}\right)$ on either side by optimization problems where we seek an optimal $\lambda \geq 0$ for the parameterization $x(\lambda)$ :

$$
\begin{equation*}
H^{\delta}\left(x\left(\lambda_{+}\right)\right) \leq H^{\delta}\left(x_{d}^{*}\right) \leq H^{\delta}\left(x\left(\lambda_{-}\right)\right) \tag{6.31}
\end{equation*}
$$

Recall that $x(\lambda)$ comes from thresholding the values of $\rho^{*}$ by $\lambda$, and that we assume that the elements of $\rho^{*}$ are unique. Hence, as we increase $\lambda$, the components of $x$ decrease, in steps of one. Combining this with the strict monotonicity of $R$, we see that $\left\|x\left(\lambda_{+}\right)-x\left(\lambda_{-}\right)\right\|_{\infty} \leq 1$. By the Lipschitz properties of $H^{\delta}$, it follows that $\left|H^{\delta}\left(x\left(\lambda_{+}\right)\right)-H^{\delta}\left(x\left(\lambda_{-}\right)\right)\right| \leq G \delta$. Since $H^{\delta}\left(x_{d}^{*}\right)$ lies in the interval between $H^{\delta}\left(x\left(\lambda_{+}\right)\right)$ and $H^{\delta}\left(x\left(\lambda_{-}\right)\right)$, it follows that $\left|H^{\delta}\left(x_{d}^{*}\right)-H^{\delta}\left(x\left(\lambda_{-}\right)\right)\right| \leq G \delta$.

With the above technical results in place, we can easily prove Theorem 6.4.2:

Theorem 6.4.2. We now combine Lemma 6.4.2 and Corollary 6.4.2. We have that

$$
\begin{align*}
H\left(x^{\prime}\right) & \stackrel{(a)}{=} H^{\delta}\left(x\left(\lambda_{-}\right)\right)  \tag{6.32}\\
& \stackrel{(b)}{\leq} G \delta+H^{\delta}\left(x_{d}^{*}\right)  \tag{6.33}\\
& \stackrel{(c)}{\leq} G \delta+\left(G \delta+\min _{x \in \operatorname{Box}(l, u), R(x) \leq B} H(x)\right)  \tag{6.34}\\
& =2 G \delta+\min _{x \in \operatorname{Box}(l, u), R(x) \leq B} H(x), \tag{6.35}
\end{align*}
$$

where (a) is the definition of $x^{\prime}$, (b) follows from Lemma 6.4.2 and (c) follows from Corollary 6.4.2.

## Computable Optimality Bounds

Beyond the theoretical guarantee of Theorem 6.4.2, for any problem instance and candidate solution $x^{\prime}$, we can compute bounds on the gap between $H\left(x^{\prime}\right)$ and $H^{\delta}\left(x_{d}^{*}\right)$ :

1. The discrete point $x\left(\lambda_{+}\right)$yields the bound

$$
\begin{equation*}
H\left(x^{\prime}\right) \leq\left[H\left(x^{\prime}\right)-H^{\delta}\left(x\left(\lambda_{+}\right)\right)\right]+H^{\delta}\left(x_{d}^{*}\right) \tag{6.36}
\end{equation*}
$$

2. The Lagrangian yields the bound

$$
\begin{equation*}
H\left(x^{\prime}\right) \leq \lambda^{*}\left(B-R\left(x^{\prime}\right)\right)+H^{\delta}\left(x_{d}^{*}\right) \tag{6.37}
\end{equation*}
$$

The first bound is a simple consequence of Lemma 6.4.3:

$$
\begin{align*}
H^{\delta}\left(x\left(\lambda_{+}\right)\right) & \leq H^{\delta}\left(x_{d}^{*}\right)  \tag{6.38}\\
\Longrightarrow 0 & \leq-H^{\delta}\left(x\left(\lambda_{+}\right)\right)+H^{\delta}\left(x_{d}^{*}\right)  \tag{6.39}\\
\Longrightarrow H\left(x^{\prime}\right) & \leq H\left(x^{\prime}\right)-H^{\delta}\left(x\left(\lambda_{+}\right)\right)+H^{\delta}\left(x_{d}^{*}\right) \tag{6.40}
\end{align*}
$$

As for the Lagrangian bound, since $x\left(\lambda^{*}\right)$ is a minimizer for the regularized function $H^{\delta}(x)+\lambda^{*}\left(R^{\delta}(x)-B\right)$, it follows that

$$
\begin{equation*}
H^{\delta}\left(x\left(\lambda^{*}\right)\right)+\lambda^{*}\left(R^{\delta}\left(x\left(\lambda^{*}\right)\right)-B\right) \leq H^{\delta}\left(x_{d}^{*}\right)+\lambda^{*}\left(R^{\delta}\left(x_{d}^{*}\right)-B\right) \tag{6.41}
\end{equation*}
$$

Rearranging, and observing that $R^{\delta}\left(x_{d}^{*}\right) \leq B$ because $x_{d}^{*}$ is feasible, it holds that

$$
\begin{align*}
H\left(x^{\prime}\right) & =H^{\delta}\left(x\left(\lambda^{*}\right)\right)  \tag{6.42}\\
& \leq H^{\delta}\left(x_{d}^{*}\right)+\lambda^{*}\left(R^{\delta}\left(x_{d}^{*}\right)-R^{\delta}\left(x\left(\lambda^{*}\right)\right)\right)  \tag{6.43}\\
& \leq H^{\delta}\left(x_{d}^{*}\right)+\lambda^{*}\left(B-R\left(x^{\prime}\right)\right) . \tag{6.44}
\end{align*}
$$

One can also combine either of these bounds with the result from the proof of Theorem 6.4.2 that $H^{\delta}\left(x_{d}^{*}\right) \leq G \delta+H\left(x^{*}\right)$ yielding e.g.

$$
\begin{equation*}
H\left(x^{\prime}\right) \leq G \delta+\lambda^{*}\left(B-R\left(x^{\prime}\right)\right)+H^{\delta}\left(x^{*}\right) \tag{6.45}
\end{equation*}
$$

## Improvements

The requirement in Theorem 6.4.2 that the elements of $\rho^{*}$ be distinct may seem somewhat restrictive, but as long as $\rho^{*}$ has distinct elements in the neighborhood of our particular $\lambda^{*}$, this bound still holds. We see in Section 6.6.1 that in practice, $\rho^{*}$
almost always has distinct elements in the regime we care about, and the bounds of Remark 6.4.2 are very good.

If $H$ is DR-submodular and $R$ is affine in each coordinate, then Problem (6.12) can be represented more compactly via the reduction of Ene and Nguyen (2016), and hence problem (6.10) can be solved more efficiently. In particular, the influence function $\mathcal{I}(y ; x)$ is DR-submodular in $x$ when for each $s, y(s)=0$ or $y(s) \geq 1$.

## Application to Robust Budget Allocation

The above algorithm directly applies to Robust Allocation with the uncertainty sets in Section 6.2.2. The ellipsoidal uncertainty set $\mathcal{X}^{Q}$ corresponds to the constraint that $\sum_{(s, t) \in E} R_{s t}\left(x_{s t}\right) \leq \gamma$ with $R_{s t}(x)=\left(x_{s t}-\hat{x}_{s t}\right)^{2} \sigma_{s t}^{-2}$, and $x \in \operatorname{Box}(0,1)$. By the monotonicity of $\mathcal{I}(x, y)$, there is never incentive to reduce any $x_{s t}$ below $\hat{x}_{s t}$, so we can replace $\operatorname{Box}(0,1)$ with $\operatorname{Box}(\hat{x}, 1)$. On this interval, each $R_{s t}$ is strictly increasing, and Theorem 6.4.2 applies.

For D-norm sets, we have $R_{s t}\left(x_{s t}\right)=\left(x_{s t}-\hat{x}_{s t}\right) /\left(u_{s t}-\hat{x}_{s t}\right)$. Since each $R_{s t}$ is monotone, Theorem 6.4.2 applies.

## Runtime and Alternatives

The core part of the algorithm uses Frank-Wolfe to optimize the regularized convex extension, Problem (6.15). This convex problem can be solved to $\tau$-suboptimality in time $O\left(\tau^{-1} n^{2} \delta^{-3} \alpha^{-1}|T|^{2} \log n \delta^{-1}\right)$, where $\alpha$ is the minimum derivative of the functions $R_{i}$ (see Appendix C.3.2 for details). Suppose that the optimal solution $\rho^{*}$ to Problem (6.15) has distinct elements separated by $\eta$; then choosing $\tau=\eta^{2} \alpha \delta / 8$ results in an exact solution to the discrete regularized Problem (6.12) in total time $O\left(\eta^{-2} n^{2} \delta^{-4} \alpha^{-2}|T|^{2} \log n \delta^{-1}\right)$.

Noting that $H^{\delta}+\lambda R^{\delta}$ is submodular for all $\lambda$, one could instead perform binary search over $\lambda$, each time converting the objective into a submodular set function via Birkhoff's theorem and solving submodular minimization e.g. via a fast, recent method (Chakrabarty et al., 2017; Lee et al., 2015). However, we are not aware of a practical implementation of the algorithm in (Lee et al., 2015). The algorithm
in (Chakrabarty et al., 2017) yields a solution only in expectation. This approach also requires care in the precision of the search over $\lambda$, whereas our approach solves for all $\lambda$ simultaneously, and picks directly from the $O\left(n \delta^{-1}\right)$ elements of $\rho^{*}$.

A host of alternate approaches are also possible, e.g. a generalization of the minimum norm point algorithm (Wolfe, 1976; Fujishige, 2005) which is also suggested by Bach (2019). However such development is out of scope for this work: our focus is on developing a convex formulation, rather than optimizing the algorithm.

### 6.5 Simple examples where our approach is optimal

Next, we take a view beyond Budget Allocation, and theoretically and empirically evaluate the optimality of our constrained submodular minimization algorithm on two classes of nonconvex problem where the optimal solution can be computed. For one class, the algorithm provably yields the global optimal solution. For the other class, the algorithm empirically yields solutions that are very close to globally optimal solutions from a specialized SDP relaxation.

### 6.5.1 Separable problems

First, we assume that the objective function $H(x)$ and constraint function $R(x)$ are continuous submodular and separable. Some such problems admit simple analytic solutions despite nonconvexity. Our approach will recover these solutions. To understand how our method behaves when the objective and constraints are separable, the following structural result about the convex extension will be useful.

Lemma 6.5.1 (also appears informally in (Bach, 2019)). Suppose the objective is separable: $H(x)=\sum_{i=1}^{n} H_{i}\left(x_{i}\right)$. Then the convex extension $h_{\downarrow}\left(\mu_{1}, \ldots, \mu_{n}\right)$ is also separable:

$$
\begin{equation*}
h_{\downarrow}\left(\mu_{1}, \ldots, \mu_{n}\right)=\sum_{i=1}^{n} h_{i \downarrow}\left(\mu_{i}\right), \tag{6.46}
\end{equation*}
$$

where $h_{i \downarrow}$ is the extension for $H_{i}$.

Note that this separability also holds for any block-separable structure.

Proof. First we write out the definition of the convex extension $h_{\downarrow}(\mu)$ :

$$
\begin{align*}
h_{\downarrow}\left(\mu_{1}, \ldots, \mu_{n}\right) & =\inf _{\gamma \in \mathcal{P}\left(\mathcal{X},\left\{\mu_{i}\right\}\right)} \int_{\mathcal{X}} H(x) d \gamma(x)  \tag{6.47}\\
& =\inf _{\gamma \in \mathcal{P}\left(\mathcal{X},\left\{\mu_{i}\right\}\right)} \int_{\mathcal{X}} \sum_{i=1}^{n} H_{i}\left(x_{i}\right) d \gamma(x)  \tag{6.48}\\
& =\inf _{\gamma \in \mathcal{P}\left(\mathcal{X},\left\{\mu_{i}\right\}\right)} \sum_{i=1}^{n} \int_{\mathcal{X}} H_{i}\left(x_{i}\right) d \gamma(x) . \tag{6.49}
\end{align*}
$$

Each integral of $H_{i}\left(x_{i}\right)$ only depends on the marginal of $\gamma$, which by definition is $\mu_{i}$. Since this is the only dependence on $\gamma$, the infimum is now unnecessary:

$$
h_{\downarrow}\left(\mu_{1}, \ldots, \mu_{n}\right)=\sum_{i=1}^{n} \int_{\mathcal{X}_{i}} H_{i}\left(x_{i}\right) d \mu_{i}\left(x_{i}\right)=\sum_{i=1}^{n} h_{i \downarrow}\left(\mu_{i}\right) .
$$

Write $\Delta H_{i}\left(x_{i}\right)=H_{i}\left(x_{i}\right)-H_{i}\left(x_{i}-1\right)$ and similarly for $R_{i}\left(x_{i}\right)$. Using Lemma 6.5.1 we can prove the following structural result:

Proposition 6.5.1. Suppose $H(x)$ and $R(x)$ are both separable as above. Consider the regularized problem:

$$
\begin{array}{ll}
\operatorname{minimize} & h_{\downarrow}(\rho)+\sum_{i=1}^{n} \sum_{x_{i}=1}^{k_{i}-1} a_{i x_{i}}\left(\rho_{i}\left(x_{i}\right)\right) \\
\text { s.t. } & \rho \in \prod_{i=1}^{n} \mathbb{R}_{\downarrow}^{k_{i}-1} \tag{6.50}
\end{array}
$$

If $Q_{i}\left(x_{i}\right):=\frac{\Delta H_{i}\left(x_{i}\right)}{\Delta R_{i}\left(x_{i}\right)}$ is nondecreasing in $x_{i}$ for all $i$, then the optimal solution for Problem (6.50) is given by $\rho_{i}^{*}\left(x_{i}\right)=-Q_{i}\left(x_{i}\right)$.

Proof. By Lemma 6.5.1 we have $h_{\downarrow}(\rho)=\sum_{i=1}^{n} h_{i \downarrow}\left(\rho_{i}\right)$. In the single dimensional case, $h_{i \downarrow}$, the extension is very easy to compute, as it is given by $h_{i \downarrow}\left(\mu_{i}\right)=\int_{\mathcal{X}_{i}} H_{i}\left(x_{i}\right) d \mu_{i}\left(x_{i}\right)$. We instead use the alternative characterization of $h_{i \downarrow}$ in terms of the reversed cumulative distribution function $\rho_{i}$. In the discrete case, we write $\rho_{i}\left(x_{i}\right)=\mu_{i}\left(x_{i}\right)+\mu_{i}\left(x_{i}+\right.$

1) $+\cdots+\mu_{i}\left(k_{i}-1\right)$, and so $h_{i \downarrow}\left(\rho_{i}\right)$ is given by:

$$
\begin{align*}
h_{i \downarrow}\left(\rho_{i}\right) & =H_{i}(0)+\sum_{x_{i}=1}^{k_{i}-1} \rho_{i}\left(x_{i}\right)\left(H_{i}\left(x_{i}\right)-H_{i}\left(x_{i}-1\right)\right)  \tag{6.51}\\
& =H_{i}(0)+\sum_{x_{i}=1}^{k_{i}-1} \rho_{i}\left(x_{i}\right) \Delta H_{i}\left(x_{i}\right) . \tag{6.52}
\end{align*}
$$

We assumed the constraint functions $R(x)=\sum_{i=1}^{n} R_{i}\left(x_{i}\right)$ are separable over $i$. As in the proof of Lemma 6.4.1, we convert each $R_{i}$ into strongly convex functions $a_{i x_{i}}(t)=\frac{1}{2} t^{2} \Delta R_{i}\left(x_{i}\right)$. Since the convex extension $h_{\downarrow}$ is now also separable, as are the monotonicity constraints, we may separately consider $n$ problems of the form:

$$
\begin{array}{ll}
\operatorname{minimize} & h_{i \downarrow}\left(\rho_{i}\right)+\sum_{x_{i}=1}^{k_{i}-1} a_{i x_{i}}\left(\rho_{i}\left(x_{i}\right)\right)  \tag{6.53}\\
\text { s.t. } & \rho_{i} \in \mathbb{R}_{\downarrow}^{k_{i}-1}
\end{array}
$$

The first term $h_{i \downarrow}\left(\rho_{i}\right)$ is also a sum over $x_{i}$, so we may rewrite the objective as:

$$
\begin{align*}
& \sum_{x_{i}=1}^{k_{i}-1} \rho_{i}\left(x_{i}\right) \Delta H_{i}\left(x_{i}\right)+\frac{1}{2} \sum_{x_{i}=1}^{k_{i}-1}\left[\rho_{i}\left(x_{i}\right)\right]^{2} \Delta R_{i}\left(x_{i}\right)  \tag{6.54}\\
= & \sum_{x_{i}=1}^{k_{i}-1}\left\{\rho_{i}\left(x_{i}\right) \Delta H_{i}\left(x_{i}\right)+\frac{1}{2}\left[\rho_{i}\left(x_{i}\right)\right]^{2} \Delta R_{i}\left(x_{i}\right)\right\} . \tag{6.55}
\end{align*}
$$

Completing the square, we may write

$$
\begin{align*}
& \rho_{i}\left(x_{i}\right) \Delta H_{i}\left(x_{i}\right)+\frac{1}{2}\left[\rho_{i}\left(x_{i}\right)\right]^{2} \Delta R_{i}\left(x_{i}\right)  \tag{6.56}\\
= & \frac{\Delta R_{i}\left(x_{i}\right)}{2}\left(\rho_{i}\left(x_{i}\right)+\frac{\Delta H_{i}\left(x_{i}\right)}{\Delta R_{i}\left(x_{i}\right)}\right)^{2}-\frac{\Delta R_{i}}{2} \cdot\left(\frac{\Delta H_{i}\left(x_{i}\right)}{\Delta R_{i}\left(x_{i}\right)}\right)^{2} . \tag{6.57}
\end{align*}
$$

The last term is a constant that does not depend on $\rho_{i}$, so we ignore it. Using, in addition, the identity $Q_{i}\left(x_{i}\right)=\frac{\Delta H_{i}\left(x_{i}\right)}{\Delta R_{i}\left(x_{i}\right)}$, the problem we wish to solve is:

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{x_{i}=1}^{k_{i}-1} \Delta R_{i}\left(x_{i}\right)\left(\rho_{i}\left(x_{i}\right)+Q_{i}\left(x_{i}\right)\right)^{2}  \tag{6.58}\\
\text { s.t. } & \rho_{i} \in \mathbb{R}_{\downarrow}^{k_{i}-1}
\end{array}
$$

This is a weighted isotonic regression problem. We try to fit $\rho_{i}\left(x_{i}\right)$ to the value $-Q_{i}\left(x_{i}\right)$, with associated weight $\Delta R_{i}\left(x_{i}\right)$. We assumed $Q_{i}\left(x_{i}\right)$ is nondecreasing, so $-Q_{i}\left(x_{i}\right)$ is nonincreasing. Therefore setting $\rho_{i}^{*}\left(x_{i}\right)=-Q_{i}\left(x_{i}\right)$ is feasible and obtains optimal objective value (zero).

There are many situations in which $Q_{i}\left(x_{i}\right)$ is nondecreasing, and therefore $\rho_{i}^{*}\left(x_{i}\right)=$ $-Q_{i}\left(x_{i}\right)$. We focus on a particularly simple one: let $H_{i}\left(x_{i}\right)=a_{i} x_{i}^{p}$ and $R_{i}\left(x_{i}\right)=r_{i} x_{i}^{p}$, so that the overall optimization problem is

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{i=1}^{n} a_{i} x_{i}^{p} \\
\text { s.t. } & \sum_{i=1}^{n} r_{i} x_{i}^{p} \leq B  \tag{6.59}\\
& \mathbf{0} \leq x \leq \mathbf{1}
\end{array}
$$

The problem might be nonconvex in its current form, but the transformation $y_{i}=r_{i} x_{i}^{p}$ gives a convex problem:

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{i=1}^{n} \frac{a_{i}}{r_{i}} \cdot y_{i} \\
\text { s.t. } & \mathbf{1}^{T} y \leq B  \tag{6.60}\\
& \mathbf{0} \leq y \leq r
\end{array}
$$

The constraint here is a scaled version of the simplex. An optimal solution can be found by sorting the indices so $\frac{a_{1}}{r_{1}} \leq \cdots \leq \frac{a_{n}}{r_{n}}$, and saturating $y_{1}, y_{2}, \ldots$ in order until the total budget $B$ is achieved.

This procedure is precisely equivalent to what our algorithm will do, even without the convex reparameterization. In our case,

$$
\begin{equation*}
Q_{i}\left(x_{i}\right)=\frac{a_{i}}{r_{i}} \cdot \frac{x_{i}^{p}-\left(x_{i}-1\right)^{p}}{x_{i}^{p}-\left(x_{i}-1\right)^{p}}=\frac{a_{i}}{r_{i}} \tag{6.61}
\end{equation*}
$$

is constant, hence nondecreasing. Therefore $\rho_{i}^{*}\left(x_{i}\right)=-\frac{a_{i}}{r_{i}}$ solves Problem (6.50). Consider now the thresholding step of our algorithm, where we search over $\lambda$ and take $\rho_{i}^{*}\left(x_{i}\right)$ only if $\rho_{i}^{*}\left(x_{i}\right) \geq \lambda$. Since $\rho_{i}^{*}\left(x_{i}\right)=\rho_{i}^{*}$ is constant, we will take entire coordinates at a time: we will first find the coordinate $i$ with $-Q_{i}=-\frac{a_{i}}{r_{i}}$ maximized,
i.e. $\frac{a_{i}}{r_{i}}$ minimized. We set $x_{i}=k_{i}-1$ (which maps back to $x_{i}=1$ when we undiscretize). Then we move onto the next best coordinate, and so on.

Proposition 6.5.1 confirms at least for this special case that our algorithm finds the optimal solution. Moreover, we can find the optimal solution without using a more specialized approach that depends on e.g. quadratic problem structure.

### 6.5.2 Non-separable quadratics and SDP relaxations

Reasoning about guaranteed performance gets more difficult as we move away from separable problems. Even empirical evaluation becomes problematic in nonconvex settings where all we can know about the globally optimal solution is the suboptimality bound returned by our algorithm. Before addressing these harder regimes, we study a harder class of nonconvex problems that still admit global optimality guarantees. Specifically we look at a certain class of nonconvex quadratically-constrained quadratic problems:

$$
\begin{aligned}
& \min _{x} \frac{1}{2} x^{T} A x+c^{T} x \quad \min _{x} \quad \frac{1}{2} x^{T} A x+c^{T} x \\
& \text { s.t. } x \in \operatorname{Box}(0,1) \quad \Leftrightarrow \quad \text { s.t. } \quad x_{i}^{2} \leq x_{i} \forall i \\
& \frac{1}{2} x^{T} \operatorname{diag}(r) x \leq B \quad \frac{1}{2} x^{T} \operatorname{diag}(r) x \leq B,
\end{aligned}
$$

where $A$ has nonpositive off-diagonal entries. These problems are a useful benchmark because they can be solved globally via an SDP relaxation (Kim and Kojima, 2003). Concretely:

Theorem 6.5.1 (Theorem 4 from Kim and Kojima (2003)). Let A have nonpositive
off-diagonal entries. Let $\left(X^{*}, x^{*}\right)$ be a solution to the SDP

$$
\begin{array}{ll}
\min _{X, x} & \frac{1}{2} \operatorname{tr}(A X)+c^{T} x \\
\text { s.t. } & \operatorname{diag}(X) \leq x \\
& \frac{1}{2} \operatorname{tr}(\operatorname{diag}(r) X) \leq B \\
& {\left[\begin{array}{ll}
X & x \\
x^{T} & 1
\end{array}\right] \succeq 0 .}
\end{array}
$$

Taking $z^{*}$ to be the elementwise square root of $\operatorname{diag}\left(X^{*}\right)$ yields an optimal solution to the original nonconvex problem.

We emphasize that this is a very special subclass of constrained submodular problems: the SDP approach only applies when both the objective and constraint are quadratic, while our algorithm applies more broadly.

We compare our constrained submodular optimization algorithm to the SDP relaxation on random problems. For our algorithm, we discretize each coordinate into $k=1000$ pieces, and run only 300 iterations of Frank-Wolfe on the convex relaxation (6.15). The matrix $A$ is set to $M+M^{T}$, where each entry of $M$ is sampled uniformly in $[-1,0]$. The linear term $c$ is set to zero, the constraint vector $r$ is set to the all ones vector, and we vary $B$. Figure 6-2 shows histograms of the gap in performance between the two algorithms. For most instances our approach does nearly as well as the globally optimal SDP solution.

In fact, if $A$ is restricted to be a diagonal matrix (we take only its diagonal part), our algorithm always achieved a relative suboptimality gap below $10^{-4}$. As predicted by Proposition 6.5.1, for separable problems our algorithm is essentially optimal.

### 6.5.3 Evaluation of suboptimality bounds

In Section 6.4.2 we give solution-dependent suboptimality bounds for the algorithm. These require only the discrete solution, (possibly) the optimal Lagrange multiplier, the granularity $\delta$ (chosen to be 0.001 in these experiments), and the $\ell_{\infty}$ Lipschitz


Figure 6-2: Relative suboptimality of the submodular optimization solution (objective value $f_{\text {submod }}$ ) vs the globally optimal SDP solution (objective value $f_{\text {sdp }}$ ). Quadratic constraints $\|x\|^{2} \leq B$ with $B=0.1$ (left) and $B=1$ (right).
constant of $H(x)=\frac{1}{2} x^{T} A x$. Since $x \leq 1$ elementwise, we can equivalently bound the $\ell_{\infty}$ norm of the linear map $x \mapsto \frac{1}{2} \mathbf{1}^{T} A x$, which is just $\frac{1}{2}\left\|\mathbf{1}^{T} A\right\|_{1}$. Since the bounds do assume access to the optimal $\rho^{*}$ for Problem (6.15), it is important to run Frank-Wolfe for enough iterations to get a good approximation to $\rho^{*}$.

For each quadratic experiment from the previous section, we compute the best available suboptimality bound. Here, even 300 iterations were easily sufficient to approximate $\rho^{*}$ for this purpose. For the quadratic problems, the bounds from Section 6.4 .2 were typically $\approx 0.1$ for $B=0.1$ and $\approx 0.01$ for $B=1$. The computed bounds were always an upper bound on the true suboptimality in our experiments.

### 6.6 Robust Budget Allocation experiments

After testing the core submodular minimization subroutine, we return to the motivating application of Robust Budget Allocation. We evaluate our algorithm on both synthetic test data and a real-world bidding dataset from Yahoo! Webscope yah to demonstrate that our method yields real improvements. For all experiments, we used Algorithm 3 as the outer loop. For the inner submodular minimization step, we implemented the pairwise Frank-Wolfe algorithm of Lacoste-Julien and Jaggi (2015). In all cases, the feasible set of budgets $\mathcal{Y}$ is $\left\{y \in \mathbb{R}_{+}^{S}: \sum_{s \in S} y(s) \leq C\right\}$ where the specific budget $C$ depends on the experiment. Our code is available at git.io/vHXkO.

### 6.6.1 Synthetic

On the synthetic data, we probe two questions: (1) how often does the distinctness condition of Theorem 6.4.2 hold, so that we are guaranteed an optimal solution; and (2) what is the gain of using a robust versus non-robust solution in an adversarial setting? For both settings, we set $|S|=6$ and $|T|=2$ and discretize with $\delta=0.001$. We generated true probabilties $p_{s t}$, created Beta posteriors, and built both Ellipsoidal uncertainty sets $\mathcal{X}^{Q}(\gamma)$ and D-norm sets $\mathcal{X}^{D}(\gamma)$.

## Optimality

Theorem 6.4.2 and Remark 6.4.2 demand that the values $\rho_{i}^{*}(j)$ be distinct at our chosen Lagrange multiplier $\lambda^{*}$ and, under this condition, guarantee optimality. We illustrate this in four examples: for Ellipsoidal or a D-norm uncertainty set, and a total influence budget $C \in\{0.4,4\}$. Figure $6-3$ shows all elements of $\rho^{*}$ in sorted order, as well as a horizontal line indicating our Lagrange multiplier $\lambda^{*}$ which serves as a threshold. Despite some plateaus, the entries $\rho_{i}^{*}(j)$ are distinct in most regimes, in particular around $\lambda^{*}$, the regime that is needed for our results. Moreover, in practice (on the Yahoo data) we observe later in Figure 6-5 that both solution-dependent bounds from Remark 6.4.2 are very good, and all solutions are optimal within a very small gap.

## Robustness and Quality

Next, we probe the effect of a robust versus non-robust solution for different uncertainty sets and budgets $\gamma$ of the adversary. We compare our robust solution with using a point estimate for $x$, i.e., $y_{\text {nom }} \in \operatorname{argmax}_{y \in \mathcal{Y}} \mathcal{I}(y ; \hat{x})$, treating estimates as ground truth, and the stochastic solution $y_{\text {expect }} \in \operatorname{argmax}_{y \in \mathcal{Y}} \mathbb{E}[\mathcal{I}(y ; X)]$ as per Section 6.2.1. These two optimization problems were solved via standard first-order methods using TFOCS (Becker et al., 2011).

Figure 6-4 demonstrates that indeed, the alternative budgets are sensitive to the adversary and the robustly-chosen budget $y_{\text {robust }}$ performs better, even in cases where


Figure 6-3: Visualization of the sorted values of $\rho_{i}^{*}(j)$ (blue dots) with comparison to the particular Lagrange multiplier $\lambda^{*}$ (orange line). In most regimes there are no duplicate values, so that Theorem 6.4.2 applies. The theorem only needs distinctness at $\lambda^{*}$.


Figure 6-4: Comparison of worst-case expected influences for D-norm uncertainty sets $\mathcal{X}^{D}(\gamma)$ (left) and ellipsoidal uncertainty sets $\mathcal{X}^{Q}(\gamma)$ (right), for different total budget bounds $C$. For any particular adversary budget $\gamma$, we compare $\min _{x \in \mathcal{X}(\gamma)} \mathcal{I}(y ; x)$ for each candidate allocation $y$.
the other budgets achieve zero influence. When the total budget $C$ is large, $y_{\text {expect }}$ performs nearly as well as $y_{\text {robust }}$, but when resources are scarce ( $C$ is small) and the actual choice seems to matter more, $y_{\text {robust }}$ performs far better.

### 6.6.2 Yahoo! data

To evaluate our method on real-world data, we formulate a Budget Allocation instance on advertiser bidding data from Yahoo! Webscope (yah). This dataset logs bids on 1000 different phrases by advertising accounts. We map the phrases to channels $S$ and the accounts to customers $T$, with an edge between $s$ and $t$ if a corresponding bid was made. For each pair $(s, t)$, we draw the associated transmission probability $p_{s t}$ uniformly from $[0,0.4]$. We bias these towards zero because we expect people not to be easily influenced by advertising in the real world. We then generate an estimate


Figure 6-5: Convergence properties of our algorithm on real data. In the first plot, ' p ' and 'd' refer to primal and dual values, with dual gap shown on the second plot. The third plot demonstrates that the problem-dependent suboptimality bounds of Remark 6.4.2 ( $x$ for $x\left(\lambda_{+}\right)$and L for Lagrangian) are very small (good) for all inner iterations of this run.


Figure 6-6: Convergence properties of Frank-Wolfe (FW), versus the optimal value attained with our scheme (SFM).
$\hat{p}_{s t}$ and build up a posterior by generating $n_{s t}$ samples from $\operatorname{Ber}\left(p_{s t}\right)$, where $n_{s t}$ is the number of bids between $s$ and $t$ in the dataset.

This transformation yields a bipartite graph with $|S|=1000,|T|=10475$, and more than 50,000 edges that we use for Budget Allocation. In our experiments, the typical gap between the naive $y_{\text {nom }}$ and robust $y_{\text {robust }}$ was 100-500 expected influenced people. We plot convergence of the outer loop in Figure 6-5, where we observe fast convergence of both primal influence value and the dual bound.

### 6.6.3 Comparison to first-order methods

Given the success of first-order methods on nonconvex problems in practice, it is natural to compare these to our method for finding the worst-case vector $x$. On
one of our Yahoo problem instances with D-norm uncertainty set, we compared our submodular minimization scheme to Frank-Wolfe with fixed stepsize as in (LacosteJulien, 2016), implementing the linear oracle using MOSEK (MOSEK ApS, 2015). Interestingly, from various initializations, Frank-Wolfe finds an optimal solution, as verified by comparing to the guaranteed solution of our algorithm. Note that, due to non-convexity, there are no formal guarantees for Frank-Wolfe to be optimal here, motivating the question of global convergence properties of Frank-Wolfe in the presence of submodularity.

It is important to note that there are many cases where first-order methods are inefficient or do not apply to our setup. These methods require either a projection oracle onto or linear optimization oracle over the feasible set $\mathcal{X}$ defined by $\ell, u$ and $R(x)$. The D-norm set admits a linear optimization oracle via linear programming, but we are not aware of any efficient linear optimization oracle for Ellipsoidal uncertainty, nor projection oracle for either set, that does not require quadratic programming. Even more, our algorithm applies for nonconvex functions $R(x)$ which induce nonconvex feasible sets $\mathcal{X}$. Such nonconvex sets may not even admit a unique projection, while our algorithm achieves provable solutions.

### 6.7 Discussion and future work

In this chapter, we address the issue of uncertain parameters (or, model misspecification) in Budget Allocation or Bipartite Influence Maximization (Alon et al., 2012) via robust optimization. The resulting Robust Budget Allocation is a nonconvexconcave saddle point problem. Although the inner optimization problem is nonconvex, we show how continuous submodularity can be leveraged to solve the problem to arbitrary accuracy $\tau$, as can be verified with the proposed bounds on the duality gap. In particular, our approach extends continuous submodular minimization methods (Bach, 2019) to more general constraint sets, introducing a mechanism to solve a new class of constrained nonconvex optimization problems. Our method provably performs well on a class of separable nonconvex problems, and empirically well on
nonconvex quadratics. For Robust Budget Allocation, we confirm on synthetic and real data that our method finds high-quality solutions that are robust to parameters varying arbitrarily in an uncertainty set, and scales up to graphs with over 50,000 edges.

There are many compelling directions for further study. The uncertainty sets we use are standard in the robust optimization literature, but have not been applied to e.g. Robust Influence Maximization; it would be interesting to generalize our ideas to general graphs. Finally, despite the inherent nonconvexity of our problem, first-order methods are often able to find a globally optimal solution. Explaining this phenomenon requires further study of the geometry of constrained monotone submodular minimization.

## Part III

## The reverse: leveraging perturbations for better non-convex optimization algorithms

## Chapter 7

## Escaping saddle points with Adaptive Gradient Methods and perturbations

### 7.1 Introduction

In the previous sections, we focused on how to work around data perturbations, by designing algorithms that explicitly guard against them. Our approach has been to explicitly inject perturbations - we will call these intentional perturbations - into the learning or decision problem, and then design an algorithm that can handle these perturbations. We have seen that performance is highly dependent on selecting the appropriate type or shape of perturbations: in DRO, MMD, Wasserstein and $\phi$-divergence uncertainty sets all have vastly different performance characteristics.

In contrast, in machine learning problems such as empirical risk minimization (ERM), there are often already perturbations - unintentional perturbations - in the learning algorithm itself. This is because stochastic first-order methods such as stochastic gradient descent (SGD) subsample. Instead of computing full gradients of the empirical risk $\mathbb{E}_{z \sim \hat{\mathbb{P}}_{n}}[f(w, z)]=\frac{1}{n} \sum_{i=1}^{n} f\left(w, z_{i}\right)$, which requires summing over $n$ terms, it is much cheaper to sample a smaller subset $S$ of the datapoints and use
the gradient of $\frac{1}{|S|} \sum_{i \in S} f\left(w, z_{i}\right)$ as an approximation. Instead of the full gradient $\nabla$ of the empirical risk, we receive a stochastic gradient $g=\nabla+\xi$, where $\xi$ captures the noise due to subsampling. We say $\xi$ is an unintentional perturbation because we do not add it ourselves, thinking it can help performance; rather, it arises due to computational convenience.

We are of course not the first to study subsampling noise: it is a classic issue, and is a core motivation for online and stochastic optimization research. There is an immense body of work on stochastic optimization, and a wide variety of approaches to dealing with the computation versus noise level tradeoff for ERM specifically. We highlight variance reduction techniques such as (Shalev-Shwartz and Zhang, 2013; Schmidt et al., 2017; Defazio et al., 2014; Johnson and Zhang, 2013); for more thorough background, see e.g. (Bottou et al., 2018).

In this chapter we specifically explore how the nature of the subsampling noise $\xi$ affects optimization performance. In the same way that the type of DRO uncertainty set is critical to achieving good performance, so too is managing the shape of the noise $\xi$ crucial to optimization. In this way we draw a connection between intentional perturbations - the focus of Parts I and II - and unintentional perturbations.

### 7.1.1 Adaptive gradient methods (AGMs)

Adaptive gradient methods (AGMs) are one attempt to improve performance in this noisy stochastic optimization setting. The intuition is that some coordinates of the stochastic gradients are noisier than others, so it may help to have a different learning rate for each coordinate. ${ }^{1}$ AGMs set these learning rates adaptively based on past observed stochastic gradients. Though the history of AGMs dates back decades (see e.g. (Jacobs, 1988)), at present, Adagrad (McMahan and Streeter, 2010; Duchi et al., 2011) is perhaps the best known AGM. Adagrad uses the square root of the sum of the outer product of the past gradients to achieve adaptivity. At time step $t$, Adagrad

[^1]updates the parameters in the following manner:
$$
w_{t+1}=w_{t}-G_{t}^{-1 / 2} g_{t}
$$
where $g_{t}$ is a noisy stochastic gradient at $w_{t}$ and $G_{t}=\sum_{i=1}^{t} g_{i} g_{i}^{T}$. More often, a diagonal version of Adagrad is used due to practical considerations, which effectively yields a per parameter learning rate. In the convex setting, Adagrad achieves provably good performance, especially when the gradients are sparse.

The non-convex case is more mysterious. Adagrad in particular does not work as well as in the convex case: this performance degradation is often attributed to the rapid decay of the learning rate in Adagrad over time, which is a consequence of rapid increase in eigenvalues of the matrix $G_{t}$. Instead, two variants of Adagrad, namely Adam (Kingma and Ba, 2015) and its special case, RMSProp (Tieleman and Hinton, 2012), are extremely popular for non-convex problems in deep learning. We focus on RMSProp, a variant of which is outlined in Algorithm 5; RMSProp replaces the sum of the outer products with an exponential moving average (EMA) i.e., $G_{t}=(1-\beta) \sum_{i=1}^{t} \beta^{t-i} g_{i} g_{i}^{T}$ for some constant $\beta \in(0,1)$. RMSProp often enjoys better empirical performance than SGD, but we lack a clear idea as to why. In contrast to the convex setting where we know Adagrad can converge faster than SGD, in the non-convex setting there is little theory for AGMs. There is limited work showing convergence of AGMs to first-order stationary points, e.g. (Ward et al., 2019). But there are also counterexamples showing that RMSProp need not converge even for convex problems (Reddi et al., 2018b). Moreover, RMSProp is challenging to analyze due to the EMA and its many terms.

In this chapter, we introduce a much simpler way of thinking about adaptive methods such as Adam and RMSProp. Roughly, adaptive methods try to precondition SGD by some matrix $A$, e.g. when $A$ is diagonal, $A_{i i}$ corresponds to the effective stepsize for coordinate $i$. For some choices of $A$ the algorithms do not have oracle access to $A$, but instead form an estimate $\hat{A} \approx A$. We separate out these two steps, by 1) giving convergence guarantees for an idealized setting where we have access to
$A$, then 2) proving bounds on the quality of the estimate $\hat{A}$. Our approach makes it possible to effectively intuit about the algorithms, prove convergence guarantees (including second-order convergence), and give insights about how to choose algorithm parameters. It also leads to a number of surprising results, including an understanding of why the Reddi et al. (2018b) counterexample is hard for adaptive methods, why adaptive methods tend to escape saddle points faster than SGD (observed empirically in (Reddi et al., 2018a)), insights into how to tune Adam's parameters, and (to our knowledge) the first second-order convergence proof for any adaptive method.

More significantly for the theme of this thesis: our convergence results hinge on the observation that the RMSProp preconditioner $A$ rescales the subsampling noise $\xi$ to enable better optimization.

Contributions: In addition to the aforementioned novel viewpoint, we also make the following key contributions:

- We develop a new approach for analyzing convergence of adaptive methods leveraging the preconditioner viewpoint and by way of disentangling estimation from the behavior of the idealized preconditioner.
- We provide second-order convergence results for adaptive methods, and as a byproduct, first-order convergence results. To the best of our knowledge, ours is the first work to show second order convergence for any adaptive method.
- We provide theoretical insights on how adaptive methods escape saddle points quickly. In particular, we show that the preconditioner used in adaptive methods leads to isotropic noise near stationary points, which helps escape saddle points faster.
- Our analysis also provides practical suggestions for tuning the exponential moving average parameter $\beta$.


### 7.1.2 Related work

There is an immense amount of work studying nonconvex optimization for machine learning, which is too much to discuss here in detail. Thus, we only briefly discuss two lines of work that are most relevant to our paper here. First, the recent work e.g. (Chen et al., 2019; Reddi et al., 2018b; Zou et al., 2019) to understand and give theoretical guarantees for adaptive methods such as Adam and RMSProp. Second, the technical developments in using first-order algorithms to achieve nonconvex secondorder convergence (see Definition 7.2.1) e.g. (Ge et al., 2015; Allen-Zhu and Li, 2018; Jin et al., 2017; Lee et al., 2016).

Nonconvex convergence of adaptive methods. Many recent works have investigated convergence properties of adaptive methods. However, to our knowledge, all these results either require convexity or show only first-order convergence to stationary points. Reddi et al. (2018b) showed non-convergence of Adam and RMSProp in simple convex settings and provided a variant of Adam, called AMSGrad, with guaranteed convergence in the convex setting; Zhou et al. (2018) generalized this to a nonconvex first-order convergence result. Zaheer et al. (2018) showed first-order convergence of Adam when the batch size grows over time. Chen et al. (2019) bound the nonconvex convergence rate for a large family of Adam-like algorithms, but they essentially need to assume the effective stepsize is well-behaved (as in AMSGrad). Agarwal et al. (2019) give a convex convergence result for a full-matrix version of RMSProp, which they extend to the nonconvex case via iteratively optimizing convex functions. Their algorithm uses a fixed sliding window instead of an exponential moving average. Mukkamala and Hein (2017) prove improved convergence bounds for Adagrad in the online strongly convex case; they prove similar results for RMSProp, but only in a regime where it is essentially the same as Adagrad. Ward et al. (2019) give a nonconvex convergence result for a variant of Adagrad which employs an adaptively decreasing single learning rate (not per-parameter). Zou et al. (2019) give sufficient conditions for first-order convergence of Adam.

Nonconvex second order convergence of first order methods. Starting with Ge et al. (2015) there has been a resurgence in interest in giving first-order algorithms that find second order stationary points of nonconvex objectives, where the gradient is small and the Hessian is nearly positive semidefinite. Most other results in this space operate in the deterministic setting where we have exact gradients, with carefully injected isotropic noise to escape saddle points. Levy (2016) show improved results for normalized gradient descent. Some algorithms rely on Hessian-vector products instead of pure gradient information e.g. (Agarwal et al., 2017; Carmon et al., 2018); it is possible to reduce Hessian-vector based algorithms to gradient algorithms (Xu et al., 2018; Allen-Zhu and Li, 2018). Jin et al. (2017) improve the dependence on dimension to polylogarithmic. Mokhtari et al. (2018b) work towards adapting these techniques for constrained optimization. Most relevant to our work is that of Daneshmand et al. (2018), who prove convergence of SGD with better rates than Ge et al. (2015). Concurrent with our paper, Fang et al. (2019) give even better rates for SGD. Our work differs in that we provide second-order results for preconditioned SGD.

### 7.2 Notation and definitions

The objective function is $f$, and the gradient and Hessian of $f$ are $\nabla f$ and $H=\nabla^{2} f$, respectively. Denote by $w_{t} \in \mathbb{R}^{d}$ the iterate at time $t$, by $g_{t}$ an unbiased stochastic gradient at $w_{t}$ and by $\nabla_{t}$ the expected gradient at $t$. The matrix $G_{t}$ refers to $\mathbb{E}\left[g_{t} g_{t}^{T}\right]$. Denote by $\lambda_{\max }(G)$ and $\lambda_{\text {min }}(G)$ the largest and smallest eigenvalues of $G$, and $\kappa(G)$ is the condition number $\lambda_{\max }(G) / \lambda_{\min }(G)$ of $G$. For a vector $v$, its elementwise $p$ th power is written $v^{p}$. The objective $f(w)$ has global minimizer $w^{*}$, and we write $f^{*}=f\left(w^{*}\right)$. The Euclidean norm of a vector $v$ is written as $\|v\|$, while for a matrix $M,\|M\|$ refers to the operator norm of $M$. The matrix $I$ is the identity matrix, whose dimension should be clear from context.

Definition 7.2.1 (Second-order stationary point). A $\left(\tau_{g}, \tau_{h}\right)$-stationary point of $f$ is a point $w$ so that $\|\nabla f(w)\| \leq \tau_{g}$ and $\lambda_{\min }\left(\nabla^{2} f(w)\right) \geq-\tau_{h}$, where $\tau_{g}, \tau_{h}>0$.

```
Algorithm 4 Preconditioned SGD
    Input: initial \(w_{0}\), time \(T\), stepsize \(\eta\), preconditioner \(A(w)\)
    for \(t=0, \ldots, T\) do
        \(g_{t} \leftarrow\) stochastic gradient at \(w_{t}\)
        \(A_{t} \leftarrow A\left(w_{t}\right) \quad \triangleright\) e.g. \(A_{t}=\mathbb{E}\left[g_{t} g_{t}^{T}\right]^{-1 / 2}\)
        \(w_{t+1} \leftarrow w_{t}-\eta A_{t} g_{t}\)
    end for
```

```
Algorithm 5 Full-matrix RMSProp
    Input: initial \(w_{0}\), time \(T\), stepsize \(\eta\), small number \(\varepsilon>0\) for stability
    for \(t=0, \ldots, T\) do
        \(g_{t} \leftarrow\) stochastic gradient
        \(\hat{G}_{t}=\beta \hat{G}_{t-1}+(1-\beta) g_{t} g_{t}^{T}\)
        \(A_{t}=\left(\hat{G}_{t}+\varepsilon I\right)^{-1 / 2}\)
        \(w_{t+1} \leftarrow w_{t}-\eta A_{t} g_{t}\)
    end for
```

As is standard (e.g. Nesterov and Polyak (2006)), we will discuss only $(\tau, \sqrt{\rho \tau})$ stationary points, where $\rho$ is the Lipschitz constant of the Hessian.

### 7.3 The RMSProp preconditioner

Recall that methods like Adam and RMSProp replace the running sum $\sum_{i=1}^{t} g_{i} g_{i}^{T}$ used in Adagrad with an exponential moving average (EMA) of the form $(1-\beta) \sum_{i=1}^{t} \beta^{t-i} g_{i} g_{i}^{T}$, e.g. full-matrix RMSProp is described formally in Algorithm 5. One key observation is that $\hat{G}_{t}=(1-\beta) \sum_{i=1}^{t} \beta^{t-i} g_{i} g_{i}^{T} \approx \mathbb{E}\left[g_{t} g_{t}^{T}\right]=: G_{t}$ if $\beta$ is chosen appropriately; in other words, at time $t$, the accumulated $\hat{G}_{t}$ can be seen as an approximation of the true second moment matrix $G_{t}=\mathbb{E}\left[g_{t} g_{t}^{T}\right]$ at the current iterate. Thus, RMSProp can be viewed as preconditioned SGD (Algorithm 4) with the preconditioner being $A_{t}=G_{t}^{-1 / 2}$. In practice, it is too expensive to compute $G_{t}$ exactly since it requires summing over all training samples. Practical adaptive methods (see Algorithm 5) estimate this preconditioner (or a diagonal approximation) on-the-fly via an EMA.

Before developing our formal results, we will build intuition about the behavior of adaptive methods by studying an idealized adaptive method (IAM) with perfect access to $G_{t}$. In the rest of this section, we make use of idealized RMSProp to
answer some simple questions about adaptive methods that we feel have not yet been addressed satisfactorily.

### 7.3.1 What is the purpose of the preconditioner?

Why should preconditioning by $A=\mathbb{E}\left[g g^{T}\right]^{-1 / 2}$ help optimization? The original Adam paper (Kingma and Ba, 2015) argues that Adam is an approximation to natural gradient descent, since if the objective $f$ is a log-likelihood, $\mathbb{E}\left[g g^{T}\right]$ approximates the Fisher information matrix, which captures curvature information in the space of distributions. There are multiple issues with comparing adaptive methods to natural gradient descent, which we discuss in Appendix D.1. Instead, Balles and Hennig (2018) argue that the primary function of adaptive methods is to equalize the stochastic gradient noise in each direction. But it is still not clear why or how equalized noise should help optimization.

Our IAM abstraction makes it easy to explain precisely how rescaling the gradient noise helps. Specifically, we manipulate the update rule for idealized RMSProp:

$$
\begin{align*}
w_{t+1} & \leftarrow w_{t}-\eta A_{t} g_{t}  \tag{7.1}\\
& =w_{t}-\eta A_{t} \nabla_{t}-\eta \underbrace{A_{t}\left(g_{t}-\nabla_{t}\right)}_{=: \xi_{t}} \tag{7.2}
\end{align*}
$$

The $A_{t} \nabla_{t}$ term is deterministic; only $\xi_{t}$ is stochastic, with mean $\mathbb{E}\left[A_{t}\left(g_{t}-\nabla_{t}\right)\right]=$ $A_{t} \mathbb{E}\left[g_{t}-\nabla_{t}\right]=0$. Take $\varepsilon=0$ and assume $G_{t}=\mathbb{E}\left[g_{t} g_{t}^{T}\right]$ is invertible, so that $\xi_{t}=G_{t}^{-1 / 2}\left(g_{t}-\nabla_{t}\right)$. Now we can be more precise about how RMSProp rescales gradient noise. Specifically, we compute the covariance of the noise $\xi_{t}$ :

$$
\begin{equation*}
\operatorname{Cov}\left(\xi_{t}\right)=I-G_{t}^{-1 / 2} \nabla_{t} \nabla_{t}^{T} G_{t}^{-1 / 2} \tag{7.3}
\end{equation*}
$$

The key insight is: near stationary points, $\nabla_{t}$ will be small, so that the noise covariance $\operatorname{Cov}\left(\xi_{t}\right)$ is approximately the identity matrix $I$. In other words, at stationary points, the gradient noise is approximately isotropic. This observation hints at why adaptive methods are so successful for nonconvex problems, where one of the main
challenges is to escape saddle points (Reddi et al., 2018a). Essentially all first-order approaches for escaping saddlepoints rely on adding carefully tuned isotropic noise, so that regardless of what the escape direction is, there is enough noise in that direction to escape with high probability.

### 7.3.2 Reddi et al. (2018b) counterexample resolution

Recently, Reddi et al. (2018b) provided a simple convex stochastic counterexample on which RMSProp and Adam do not converge. Their reasoning is that RMSProp and Adam too quickly forget about large gradients from the past, in favor of small (but poor) gradients at the present. In contrast, for RMSProp with the idealized preconditioner (Algorithm 4 with $A=\mathbb{E}\left[g g^{T}\right]^{-1 / 2}$ ), there is no issue, but the preconditioner $A$ cannot be computed in practice. Rather, for this example, the exponential moving average estimation scheme fails to adequately estimate the preconditioner.

The counterexample is an optimization problem of the form

$$
\begin{equation*}
\min _{w \in[-1,1]} F(w)=p f_{1}(w)+(1-p) f_{2}(w), \tag{7.4}
\end{equation*}
$$

where the stochastic gradient oracle returns $\nabla f_{1}$ with probability $p$ and $\nabla f_{2}$ otherwise. Let $\zeta>0$ be "small," and $C>0$ be "large." Reddi et al. (2018b) set $p=(1+\zeta) /(C+$ 1), $f_{1}(w)=C w$, and $f_{2}(w)=-w$. Overall, then, $F(w)=\zeta w$ which is minimized at $w=-1$, however Reddi et al. (2018b) show that RMSProp has $\mathbb{E}\left[F\left(w_{t}\right)\right] \geq 0$ and so incurs suboptimality gap at least $\zeta$. In contrast, the idealized preconditioner is a function of

$$
\mathbb{E}\left[g^{2}\right]=p\left(\frac{\partial f_{1}}{\partial w}\right)^{2}+(1-p)\left(\frac{\partial f_{2}}{\partial w}\right)^{2}=C(1+\zeta)-\zeta
$$

which is a constant independent of $w$. Hence the preconditioner is constant, and, up to the choice of stepsize, idealized RMSProp on this problem is the same as SGD, which of course will converge.

The difficulty for practical adaptive methods (which estimate $\mathbb{E}\left[g^{2}\right]$ via an EMA)
is that as $C$ grows, the variance of the estimate of $\mathbb{E}\left[g^{2}\right]$ grows too. Thus Reddi et al. (2018b) break Adam by making estimation of $\mathbb{E}\left[g^{2}\right]$ harder.

### 7.4 Main results: gluing estimation and optimization

The key enabling insight of this chapter is to separately study the preconditioner and its estimation via EMA, then combine these to give proofs for practical adaptive methods. We will prove a formal guarantee that the EMA estimate $\hat{G}_{t}$ is close to the true $G_{t}$. By combining our estimation results with the underlying behavior of the preconditioner, we will be able to give convergence proofs for practical adaptive methods that are constructed in a novel, modular way.

Separating these two components enables more general results: we actually analyze preconditioned SGD (Algorithm 4) with oracle access to an arbitrary preconditioner $A(w)$. Idealized RMSProp is but one particular instance. Our convergence results depend only on specific properties of the preconditioner $A(w)$, with which we can recover convergence results for many RMSProp variants simply by bounding the appropriate constants. For example, $A=\left(\mathbb{E}\left[g g^{T}\right]^{1 / 2}+\varepsilon I\right)^{-1}$ corresponds to full-matrix Adam with $\beta_{1}=0$ or RMSProp as commonly implemented. For cleaner presentation, we instead focus on the variant $A=\left(\mathbb{E}\left[g g^{T}\right]+\varepsilon I\right)^{-1 / 2}$, but our proof technique can handle either case or its diagonal approximation.

### 7.4.1 Estimating from moving sequences

The above discussion about IAM is helpful for intuition, and as a base algorithm for analyzing convergence. But it remains to understand how well the estimation procedure works, both for intuition's sake and for later use in a convergence proof. In this section we introduce an abstraction we name "estimation from moving sequences." This abstraction will allow us to guarantee high quality estimates of the preconditioner, or, for that matter, any similarly constructed preconditioner. Our
results will moreover make apparent how to choose the $\beta$ parameter in the exponential moving average: $\beta$ should increase with the stepsize $\eta$. Increasing $\beta$ over time has been supported both empirically (Shazeer and Stern, 2018) as well as theoretically (Mukkamala and Hein, 2017; Zou et al., 2019; Reddi et al., 2018b), though to our knowledge, the precise pinning of $\beta$ to the stepsize $\eta$ is new.

Suppose there is a sequence of states $w_{1}, w_{2}, \ldots, w_{T} \in \mathcal{W}$, e.g. the parameters of our model at each time step. We have access to the states $x_{t}$, but more importantly we know the states are not changing too fast: $\left\|w_{t}-w_{t-1}\right\|$ is bounded for all $t$. There is a Lipschitz function $G: \mathcal{W} \rightarrow \mathbb{R}^{d \times d}$, which in our case is the second moment matrix of the stochastic gradients, but could be more general. We would like to estimate $G(w)$ for each $w=w_{t}$, but we have only a noisy oracle $Y(w)$ for $G(w)$, which we assume is unbiased and has bounded variance. Our goal is, given noisy reads $Y_{1}, \ldots, Y_{T}$ of $G\left(w_{1}\right), \ldots, G\left(w_{T}\right)$, to estimate $G\left(w_{T}\right)$ at the current point $w_{T}$ as well as possible.

We consider estimators of the form $\sum_{t=1}^{T} p_{t} Y_{t}$. For example. setting $p_{T}=1$ and all others to zero would yield an unbiased (but high variance) estimate of $G\left(w_{T}\right)$. We could assign more mass to older samples $Y_{t}$, but this will introduce bias into the estimate. By optimizing this bias-variance tradeoff, we can get a good estimator. In particular, taking $p$ to be an exponential moving average (EMA) of $\left\{Y_{t}\right\}_{t=1}^{T}$ will prioritize more recent and relevant estimates, while placing enough weight on old estimates to reduce the variance. The tradeoff is controlled by the EMA parameter $\beta$; e.g. if the sequence $w_{t}$ moves slowly (the stepsize is small), we will want large $\beta$ because older iterates are still very relevant.

In adaptive methods, the underlying function $G(w)$ we want to estimate is $\mathbb{E}\left[g g^{T}\right]$ (or its diagonal $\mathbb{E}\left[g^{2}\right]$ ), and every stochastic gradient $g$ gives us an unbiased estimate $g g^{T}$ (resp. $g^{2}$ ) of $G(w)$. With this application in mind, we formalize our results in terms of matrix estimation. By combining standard matrix concentration inequalities (e.g. from Tropp (2011)) with bounds on how fast the sequence moves, we arrive at the following result, proved in Appendix D.7:

Theorem 7.4.1. Assume $\left\|w_{t}-w_{t+1}\right\| \leq \eta M$. The function $G: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d}$ is matrix-valued and L-Lipschitz. The matrix sequence $\left\{Y_{t}: t=1,2, \ldots\right\}$ is adapted
to a filtration $\mathcal{F}_{t}$ and satisfies $\mathbb{E}\left[Y_{t} \mid \mathcal{F}_{t-1}\right]=G\left(w_{t}\right)$ for all $t \geq 1$. For shorthand we write $G_{t}:=G\left(w_{t}\right)$. Additionally, we assume for each $t$ that $\left\|Y_{t}-G_{t}\right\| \leq R$ and $\left\|\mathbb{E}\left[\left(Y_{t}-G_{t}\right)^{2} \mid \mathcal{F}_{t-1}\right]\right\| \leq \sigma_{\max }^{2}$. Set $p_{t} \propto \beta^{T-t}$ with $\sum_{t=1}^{T} p_{t}=1$ and assume $T>4 /(1-\beta)$. Then with probability $1-\delta$, the estimation error $\Phi=\left\|\sum_{t=1}^{T} p_{t} Y_{t}-G_{T}\right\|$ is bounded by

$$
\Phi \leq O\left(\sigma_{\max } \sqrt{1-\beta} \sqrt{\log (d / \delta)}+M L \eta /(1-\beta)\right)
$$

This is optimized by $\beta=1-C \eta^{2 / 3}$, for which the bound is $O\left(\left(\eta M \sigma_{\max }^{2}(\log (d / \delta)) L\right)^{1 / 3}\right)$ as long as $T>C^{\prime} \eta^{-2 / 3}$.

As long as $T$ is sufficiently large, we can get a high quality estimate of $G_{t}=$ $\mathbb{E}\left[g_{t} g_{t}^{T}\right]$. For this, it suffices to start off the underlying optimization algorithm with $W=O\left(\eta^{-2 / 3}\right)$ burn-in iterations where our estimate is updated but the algorithm is not started. This burn-in period will not affect asymptotic runtime as long as $W=$ $O\left(\eta^{-2 / 3}\right)=O(T)$. In our non-convex convergence results we will require $T=O\left(\tau^{-4}\right)$ and $\eta=O\left(\tau^{2}\right)$, so that $W=O\left(\tau^{-4 / 3}\right)$ which is much smaller than $T$. In practice, one can get away with much shorter (or no) burn-in period.

If $\beta$ is properly tuned, while running an adaptive method like RMSProp, we will get good estimates of $G=\mathbb{E}\left[g g^{T}\right]$ from samples $g g^{T}$. However, we actually require a good estimate of $A=\mathbb{E}\left[g g^{T}\right]^{-1 / 2}$ and variants. To treat estimation in a unified way, we introduce estimable matrix sequences:

Definition 7.4.1. A $(W, T, \eta, \Delta, \delta)$-estimable matrix sequence is a sequence of matrices $\left\{A\left(w_{t}\right)\right\}_{t=1}^{W+T}$ generated from $\left\{w_{t}\right\}_{t}$ with $\left\|w_{t}-w_{t-1}\right\| \leq \eta$ so that with probability $1-\delta$, after a burn-in of time $W$, we can achieve an estimate sequence $\left\{\hat{A}_{t}\right\}$ so that $\left\|\hat{A}_{t}-A_{t}\right\| \leq \Delta$ simultaneously for all times $t=W+1, \ldots, W+T$.

Applying Theorem 7.4.1 and union bounding over all time $t=W+1, \ldots, W+T$, we may state a concise result in terms of Definition 7.4.1:

Proposition 7.4.1. Suppose $G=\mathbb{E}\left[g_{t} g_{t}^{T}\right]$ is L-Lipschitz as a function of $w$. When applied to a generator sequence $\left\{w_{t}\right\}$ with $\left\|w_{t}-w_{t-1}\right\| \leq \eta M$ and samples $Y_{t}=g_{t} g_{t}^{T}$,
the matrix sequence $G_{t}=\mathbb{E}\left[g_{t} g_{t}^{T}\right]$ is $(W, T, \eta M, \Delta, \delta)$-estimable with $W=O\left(\eta^{-2 / 3}\right)$, $T=\Omega(W)$, and $\Delta=O\left(\eta^{1 / 3} \sigma_{\max }^{2 / 3}\left(\log (2 T d / \delta)^{1 / 3} M^{1 / 3} L^{1 / 3}\right)\right.$.

We are hence guaranteed a good estimate of $G$. What we actually want, though, is a good estimate of the preconditioner $A=(G+\varepsilon I)^{-1 / 2}$. In Appendix D. 8 we show how to bound the quality of an estimate of $A$. One simple result is:

Proposition 7.4.2. Suppose $G=\mathbb{E}\left[g g^{T}\right]$ is L-Lipschitz as a function of $w$. Further suppose a uniform bound $\lambda_{\min }(G) I \preceq G(w)$ for all $w$, with $\lambda_{\min }(G)>0$. When applied to a generator sequence $\left\{w_{t}\right\}$ with $\left\|w_{t}-w_{t-1}\right\| \leq \eta M$ and samples $Y_{t}=g_{t} g_{t}^{T}$, the matrix sequence $A_{t}=\left(G_{t}+\varepsilon I\right)^{-1 / 2}$ is $(W, T, \eta M, \Delta, \delta)$-estimable with $W=O\left(\eta^{-2 / 3}\right)$, $T=\Omega(W)$, and $\Delta=O\left(\left(\eta \sigma_{\max }^{2} \log (2 T d / \delta) M L\right)^{1 / 3}\left(\varepsilon+\lambda_{\min }(G)\right)^{-3 / 2}\right)$.

### 7.4.2 Convergence results

We saw in the last two sections that it is simple to reason about adaptive methods via IAM, and that it is possible to compute a good estimate of the preconditioner. But we still need to glue the two together in order to get a convergence proof for practical adaptive methods.

In this section we will give non-convex convergence results, first for IAM and then for practical realizations thereof. We start with first-order convergence as a warm-up, and then move on to second-order convergence. In each case we give a bound for IAM, study it, and then give the corresponding bound for practical adaptive methods.

## Assumptions and notation

We want results for a wide variety of preconditioners $A$, e.g. $A=I$, the RMSProp preconditioner $A=(G+\varepsilon I)^{-1 / 2}$, and the diagonal version thereof, $A=$ $(\operatorname{diag}(G)+\varepsilon I)^{-1 / 2}$. To facilitate this and the future extension of our approach to other preconditioners, we give guarantees that hold for general preconditioners $A$. Our bounds depend on $A$ via the following properties:

Definition 7.4.2. We say $A(w)$ is a $\left(\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}\right)$-preconditioner if, for all $w$, the following bounds hold. First, $\|A \nabla f\|^{2} \leq \Lambda_{1}\left\|A^{1 / 2} \nabla f\right\|^{2}$. Second, if $\tilde{f}(w)$ is the
quadratic approximation of $f$ at some point $w_{0}$, we assume $\|A(\nabla f-\nabla \tilde{f})\| \leq \Lambda_{2} \| \nabla f-$ $\nabla \tilde{f} \|$. Third, $\Gamma \geq \mathbb{E}\left[\|A g\|^{2}\right]$. Fourth, $\nu \leq \lambda_{\min }\left(A \mathbb{E}\left[g g^{T}\right] A^{T}\right)$. Finally, $\lambda_{-} \leq \lambda_{\min }(A)$.

Note that we could bound $\Lambda_{1}=\Lambda_{2}=\lambda_{\max }(A)$. but in practice $\Lambda_{1}$ and $\Lambda_{2}$ may be smaller, since they depend on the behavior of $A$ only in specific directions. In particular, if the preconditioner $A$ is well-aligned with the Hessian, as may be the case if the natural gradient approximation is valid, then $\Lambda_{1}$ would be very small. If $f$ is exactly quadratic, $\Lambda_{2}$ can be taken as a constant. The constant $\Gamma$ controls the magnitude of (rescaled) gradient noise, which affects stability at a local minimum. Finally, $\nu$ gives a lower bound on the amount of gradient noise in any direction; when $\nu$ is larger it is easier to escape saddle points ${ }^{2}$. For shorthand, a $\left(\cdot, \cdot, \Gamma, \cdot, \lambda_{-}\right)$preconditioner needs to satisfy only the corresponding inequalities.

In Appendix D. 3 we provide bounds on these constants for variants of the second moment preconditioner. We highlight the two most relevant cases, for SGD and RMSProp:

Proposition 7.4.3. The preconditioner $A=I$ is a $\left(\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}\right)$-preconditioner, with $\Lambda_{1}=\Lambda_{2}=1, \Gamma \leq \mathbb{E}\left[\|g\|^{2}\right] \leq d \cdot \operatorname{tr}(G), \nu \leq \lambda_{\min }(G)$, and $\lambda_{-}=1$.

Proposition 7.4.4. The preconditioner $A=(G+\varepsilon I)^{-1 / 2}$ is a $\left(\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}\right)$preconditioner, with

$$
\begin{aligned}
\Lambda_{1} & =\Lambda_{2}=\frac{1}{\left(\lambda_{\min }(G)+\varepsilon\right)^{1 / 2}}, \quad \Gamma=\frac{d \lambda_{\max }(G)}{\varepsilon+\lambda_{\max }(G)} \\
\nu & =\frac{\lambda_{\min }(G)}{\lambda_{\min }(G)+\varepsilon}, \quad \text { and } \quad \lambda_{-}=\left(\lambda_{\max }(G)+\varepsilon\right)^{-1 / 2}
\end{aligned}
$$

## First-order convergence

Proofs are given in Appendix D.6. For all first-order results, we assume that $A$ is a $\left(\cdot, \cdot, \Gamma, \cdot, \lambda_{-}\right)$-preconditioner. The proof technique is essentially standard, with minor changes in order to accomodate general preconditioners. First, suppose we have exact oracle access to the preconditioner:

[^2]Theorem 7.4.2. Run preconditioned $S G D$ with preconditioner $A$ and stepsize $\eta=$ $\tau^{2} \lambda_{-} /(L \Gamma)$. For small enough $\tau$, after $T=2\left(f\left(w_{0}\right)-f^{*}\right) L \Gamma /\left(\tau^{4} \lambda_{-}^{2}\right)$ iterations,

$$
\begin{equation*}
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right] \leq \tau^{2} \tag{7.5}
\end{equation*}
$$

Now we consider an alternate version where instead of the preconditioner $A_{t}$, we precondition by an noisy version $\hat{A}_{t}$ that is close to $A_{t}$, i.e. $\left\|\hat{A}_{t}-A_{t}\right\| \leq \Delta$.

Theorem 7.4.3. Suppose we have access to an inexact preconditioner $\hat{A}$, which satisfies $\|\hat{A}-A\| \leq \Delta$ for $\Delta<\lambda_{-} / 2$. Run preconditioned $S G D$ with preconditioner $\hat{A}$ and stepsize $\eta=\tau^{2} \lambda_{-} /(4 \sqrt{2} L \Gamma)$. For small enough $\tau$, after $T=32\left(f\left(w_{0}\right)-f^{*}\right) L \Gamma /\left(\tau^{4} \lambda_{-}^{2}\right)$ iterations, we will have

$$
\begin{equation*}
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right] \leq \tau^{2} \tag{7.6}
\end{equation*}
$$

The results are the same up to constants. In other words, as long as we can achieve less than $\lambda_{-} / 2$ error, we will converge at essentially the same rate as if we had the exact preconditioner. In light of this, for the second-order convergence results, we treat only the noisy version.

Theorem 7.4.3 gives a convergence bound assuming a good estimate of the preconditioner, and our estimation results guarantee a good estimate. By gluing together Theorem 7.4.3 with our estimation results for the RMSProp preconditioner, i.e. Proposition 7.4.2, we can give a convergence result for bona fide RMSProp:

Corollary 7.4.1. Consider RMSProp with burn-in, as in Algorithm 6, where we estimate $A=(G+\varepsilon I)^{-1 / 2}$. Retain the same choice of $\eta=O\left(\tau^{2}\right)$ and $T=O\left(\tau^{-4}\right)$ as in Theorem 7.4.3. For small enough $\tau$, such a choice of $\eta$ will yield $\Delta<\lambda_{-} / 2$. Choose all other parameters e.g. $\beta$ in accordance with Proposition 7.4.2. In particular, choose $W=\Theta\left(\eta^{-2 / 3}\right)=\Theta\left(\tau^{-4 / 3}\right)=O(T)$ for the burn-in parameter. Then with probability

```
Algorithm 6 RMSProp with burn-in
    Input: initial \(w_{0}\), time \(T\), stepsize \(\eta\), burn-in length \(W\)
    \(\hat{G}_{0} \leftarrow \operatorname{BurnIn}(W, \beta) \quad \triangleright\) Appendix D. 2
    for \(t=0, \ldots, T\) do
        \(g_{t} \leftarrow\) stochastic gradient
        \(\hat{G}_{t} \leftarrow \beta \hat{G}_{t-1}+(1-\beta) g_{t} g_{t}^{T}\)
        \(\hat{A}_{t} \leftarrow \hat{G}_{t}^{-1 / 2}\)
        \(w_{t+1} \leftarrow w_{t}-\eta \hat{A}_{t} g_{t}\)
    end for
```

$1-\delta$, in overall time $O(W+T)=O\left(\tau^{-4}\right)$, we achieve

$$
\begin{equation*}
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right] \leq \tau^{2} \tag{7.7}
\end{equation*}
$$

## Second-order convergence

Now we leverage the power of our high level approach to prove nonconvex second-order convergence for adaptive methods. Like the first-order results, we start by proving convergence bounds for a generic, possibly inexact preconditioner $A$. Our proof is based on that of Daneshmand et al. (2018) for SGD, and therefore we achieve the same $O\left(\tau^{-5}\right)$ rate. It may be possible to improve our result using the technique of Fang et al. (2019), which is concurrent work to ours. However, our focus is on the preconditioner, and our study of it is wholly new. Accordingly, we study the convergence of Algorithm 7, which is the same as Algorithm 4 (generic preconditioned SGD) except that once in a while we take a large stepsize so we may escape saddlepoints. The proof is given completely in Appendix D.5. At a high level, we show the algorithm makes progress when the gradient is large and when we are at a saddle point, and does not escape from local minima. Our analysis uses all the constants specified in Definition 7.4.2, e.g. the speed of escape from saddle points depends on $\nu$, the lower bound on stochastic gradient noise.

Then, as before, we simply fuse our convergence guarantees with our estimation guarantees. The end result is, to our knowledge, the first nonconvex second-order convergence result for any adaptive method.

```
Algorithm 7 Preconditioned SGD with increasing stepsize
    Input: initial \(w_{0}\), time \(T\), stepsizes \(\eta\), \(r\), threshold \(t_{\text {thresh }}\), matrix error \(\Delta\)
    for \(t=0, \ldots, T\) do
        \(A_{t} \leftarrow A\left(w_{t}\right) \quad \triangleright\) preconditioner at \(w_{t}\)
        \(\hat{A}_{t} \leftarrow\) any matrix with \(\left\|\hat{A}_{t}-A_{t}\right\| \leq \Delta\)
        \(g_{t} \leftarrow\) stochastic gradient at \(w_{t}\)
        if \(t \bmod t_{\text {thresh }}=0\) then
            \(w_{t+1} \leftarrow w_{t}-r \hat{A}_{t} g_{t}\)
        else
            \(w_{t+1} \leftarrow w_{t}-\eta \hat{A}_{t} g_{t}\)
        end if
    end for
```

Definitions for second-order results. Assume further that the Hessian $H$ is $\rho$-Lipschitz and the preconditioner $A(w)$ is $\alpha$-Lipschitz. The dependence on these constants is made precise in the proof, in Appendix D.5. The usual stepsize is $\eta$, while $r$ is the occasional large stepsize that happens every $t_{\text {thresh }}$ iterations. We tolerate a small probability of failure $\delta$. For all results, we assume $A$ is a ( $\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}$)preconditioner. For simplicity, we assume the noisy estimate $\hat{A}$ also satisfies the $\Lambda_{1}$ inequality. We will also assume a uniform bound on $\|A g\| \leq M=O(\sqrt{\Gamma})$.

The proofs rely on a few other quantities that we optimally determine as a function of the problem parameters: $f_{\text {thresh }}$ is a threshold on the function value progress, and $g_{\text {thresh }}=f_{\text {thresh }} / t_{\text {thresh }}$ is the time-amortized average of $f_{\text {thresh }}$. We specify the precise values of all quantities in the proof.

Theorem 7.4.4. Consider Algorithm 7 with inexact preconditioner $\hat{A}_{t}$ and exact preconditioner $A_{t}$ satisfying the preceding requirements. Suppose that for all $t$, we have $\left\|\hat{A}_{t}-A_{t}\right\|=O\left(\tau^{1 / 2}\right)$. Then for small $\tau$, with probability $1-\delta$, we reach an $(\tau, \sqrt{\rho \tau})$-stationary point in time

$$
\begin{equation*}
T=\tilde{O}\left(\frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4}}{\lambda_{-}^{10} \nu^{4}} \cdot \frac{L^{3}}{\rho \delta^{3}} \cdot \tau^{-5}\right) \tag{7.8}
\end{equation*}
$$

The big-O suppresses other constants given in the proof.
To prove a result for bona fide RMSProp, we need to combine Theorem 7.4.4 with an algorithm that maintains a good estimate of $G=\mathbb{E}\left[g g^{T}\right]$ (and consequently
$\left.A=(G+\varepsilon I)^{-1 / 2}\right)$. This is more delicate than the first-order case because now the stepsize varies. Whenever we take a large stepsize, the estimation algorithm will need to hallucinate $S$ number of smaller steps in order to keep the estimate accurate. Our overall scheme is formalized in Appendix D.2, for which the following convergence result holds:

Corollary 7.4.2. Consider the RMSProp version of Algorithm 7 that is described in Appendix D.2. Retain the same choice of $\eta=O\left(\tau^{5 / 2}\right), r=O(\tau)$, and $T=O\left(\tau^{-5}\right)$ as in Theorem 7.4.4. For small enough $\tau$, such a choice of $\eta$ will yield $\Delta<\lambda_{-} / 2$. Choose $W=\Theta\left(\eta^{-2 / 3}\right)=\Theta\left(\tau^{-5 / 3}\right)=O(T)$ for the burn-in parameter Choose $S=$ $O\left(\tau^{-3 / 2}\right)$, so that as far as the estimation scheme is concerned, the stepsize is bounded by $\max \{\eta, r / S\}=O\left(\tau^{5 / 2}\right)=O(\eta)$. Then as before, with probability $1-\delta$, we can reach an $(\tau, \sqrt{\rho \tau})$-stationary point in total time

$$
\begin{equation*}
W+T=\tilde{O}\left(\frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4}}{\lambda_{-}^{10} \nu^{4}} \cdot \frac{L^{3}}{\rho \delta^{3}} \cdot \tau^{-5}\right) \tag{7.9}
\end{equation*}
$$

where $\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}$are the constants describing $A=(G+\varepsilon I)^{-1 / 2}$.

Again, as in the first order results, one could substitute in any other estimable preconditioner. In particular, in Appendix D. 4 we discuss the more common diagonal version of RMSProp.

### 7.5 Discussion

Separating the estimation step from the preconditioning enables evaluation of different choices for the preconditioner.

### 7.5.1 How to set the regularization parameter $\varepsilon$

In the adaptive methods literature, it is still a mystery how to properly set the regularization parameter $\varepsilon$ that ensures invertibility of $G+\varepsilon I$. When the optimality tolerance $\tau$ is small enough, estimating the preconditioner is not the bottleneck. Thus,
focusing only on the idealized case, one could just choose $\varepsilon$ to minimize the bound. Our first-order results depend on $\varepsilon$ only through the following term:

$$
\begin{equation*}
\frac{\Gamma}{\lambda_{\min }(A)} \leq \frac{d \lambda_{\min }(G)}{\varepsilon+\lambda_{\min }(G)} \cdot\left(\lambda_{\max }(G)+\varepsilon\right) \tag{7.10}
\end{equation*}
$$

where we have used the preconditioner bounds from Proposition 7.4.4. This is minimized by taking $\varepsilon \rightarrow \infty$, which suggests using identity preconditioner, or SGD. In contrast, for second-order convergence, the bound is

$$
\begin{equation*}
\frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4}}{\lambda_{-}^{10} \nu^{4}} \leq d^{4} \kappa(G)^{4}\left(\lambda_{\max }(G)+\varepsilon\right) \tag{7.11}
\end{equation*}
$$

which is instead minimized with $\varepsilon=0$. So for the best second-order convergence rate, it is desireable to set $\varepsilon$ as small as possible. Note that since our bounds hold only for small enough convergence tolerance $\tau$, it is possible that the optimal $\varepsilon$ should depend in some way on $\tau$.

### 7.5.2 Comparison to SGD

Another important question we make progress towards is: when are adaptive methods better than SGD? Our second-order result depends on the preconditioner only through $\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4} /\left(\lambda_{-}^{10} \nu^{4}\right)$. Plugging in Proposition 7.4.3 for SGD, we may bound

$$
\begin{equation*}
\frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4}}{\lambda_{-}^{10} \nu^{4}} \leq \frac{\mathbb{E}\left[\|g\|^{2}\right]^{4}}{\lambda_{\min }(G)^{4}} \leq d^{4} \kappa(G)^{4} \tag{7.12}
\end{equation*}
$$

while for full-matrix RMSProp, we have

$$
\begin{equation*}
\frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4}}{\lambda_{-}^{10} \nu^{4}} \leq d^{4} \kappa(G)^{4}\left(\lambda_{\max }(G)+\varepsilon\right) \tag{7.13}
\end{equation*}
$$

Setting $\varepsilon=0$ for simplicity, we conclude that full-matrix RMSProp converges faster if $\lambda_{\max }(G) \leq 1$.

Now suppose that for a given optimization problem, the preconditioner $A$ is wellaligned with the Hessian so that $\Lambda_{1}=O(1)$ (e.g. if the natural gradient approx-
imation holds) and that near saddle points the objective is essentially quadratic so that $\Lambda_{2}=O(1)$. In this regime, the preconditioner dependence of idealized full matrix RMSProp is $d^{4} \lambda_{\max }(G)^{5}$, which yields a better result than SGD when $\lambda_{\max }(G) \leq \lambda_{\min }(G)^{-4}$. This will happen whenever $\lambda_{\min }(G)$ is relatively small. Thus, when there is not much noise in the escape direction, and the Hessian and $G^{-1 / 2}$ are not poorly aligned, RMSProp will converge faster overall. Similar phenomenon can be shown for the diagonal case when the approximation is good, per the results in Appendix D. 3 and D.4.

### 7.5.3 Alternative preconditioners

Our analysis inspires the design of other preconditioners: e.g., if at each iteration we sample two independent stochastic gradients $g_{1}$ and $g_{2}$, we have unbiased sample access to $\left(g_{1}-g_{2}\right)\left(g_{1}-g_{2}\right)^{T}$, which in expectation yields the covariance $\Sigma=\operatorname{Cov}(g)$ instead of the second moment matrix of $g$. It immediately follows that we can prove second-order convergence results for an algorithm that constructs an exponential moving average estimate of $\Sigma$ and preconditions by $\Sigma^{-1 / 2}$, as advocated by Ida et al. (2017).

### 7.5.4 Tuning the EMA parameter $\beta$

Another mystery of adaptive methods is how to set the exponential moving average (EMA) parameter $\beta$. In practice $\beta$ is typically set to a constant, e.g. 0.99 , while other parameters such as the stepsize $\eta$ are tuned more carefully and may vary over time. While our estimation guarantee Theorem 7.4.1, suggests setting $\beta=1-O\left(\eta^{2 / 3}\right)$, the specific formula depends on constants that may be unknown, e.g. Lipschitz constants and gradient norms. Instead, one could set $\beta=1-C \eta^{2 / 3}$, and search for a good choice of the hyperparameter $C$. For example, the common initial choice of $\eta=0.001$ and $\beta=0.99$ corresponds to $C=1$.

### 7.6 Experiments

We experimentally test our claims about adaptive methods escaping saddle points, and our suggestion for setting $\beta$.

Escaping saddle points. First, we test our claim that when the gradient noise is ill-conditioned, adaptive methods escape saddle points faster than SGD, and often converge faster to (approximate) local minima. We construct a two dimensional ${ }^{3}$ nonconvex problem $f(w)=\frac{1}{n} \sum_{i=1}^{n} f_{i}(w)$ where $f_{i}(w)=\frac{1}{2} w^{T} H w+b_{i}^{T} w+\|w\|_{10}^{10}$. Here, $H=\operatorname{diag}([1,-0.1])$, so $f$ has a saddle point at the origin with objective value zero. The vectors $b_{i}$ are chosen so that sampling $b$ uniformly from $\left\{b_{i}\right\}_{i=1}^{n}$ yields $\mathbb{E}[b]=0$ and $\operatorname{Cov}(b)=\operatorname{diag}([1,0.01])$. Hence at the origin there is an escape direction but little gradient noise in that direction.

We initialize SGD and (diagonal) RMSProp (with $\beta=1-\eta^{2 / 3}$ ) at the saddle point and test several stepsizes $\eta$ for each. Results for the first $10^{4}$ iterations are shown in Figure 7-1. In order to escape the saddle point as fast as RMSProp, SGD requires a substantially larger stepsize, e.g. SGD needs $\eta=0.01$ to escape as fast as RMSProp does with $\eta=0.001$. But with such a large stepsize, SGD cannot converge to a small neighborhood of the local minimum, and instead bounces around due to gradient noise. Since RMSProp can escape with a small stepsize, it can converge to a much smaller neighborhood of the local minimum. Overall, for any fixed final convergence criterion, RMSProp escapes faster and converges faster overall.

Setting the EMA parameter $\beta$. Next, we test our recommendations regarding setting the EMA parameter $\beta$. We consider logistic regression on MNIST. We use (diagonal) RMSProp with batch size 100, decreasing stepsize $\eta_{t}=0.001 / \sqrt{t}$ and $\varepsilon=10^{-8}$, and compare different schedules for $\beta$. Specifically we test $\beta \in$ $\{0.7,0.9,0.97,0.99\}$ (so that $1-\beta$ is spaced roughly logarithmically) as well as our recommendation of $\beta_{t}=1-C \eta_{t}^{2 / 3}$ for $C \in\{0.1,0.3,1\}$. As shown in Figure 7-2, all

[^3]options for $\beta$ have similar performance initially, but as $\eta_{t}$ decreases, large $\beta$ yields substantially better performance. In particular, our decreasing $\beta$ schedule achieved the best performance, and moreover was insensitive to how $C$ was set.

### 7.7 Further discussion and future work

In this chapter, we gave the first second-order guarantees for AGMs. To achieve these guarantees, we introduced a new, simpler way of reasoning about AGMs, based on separating the estimation of the preconditioner $A$ from the effect of the preconditioner on optimization. Our convergence guarantees also led to insights about how to set the various parameters of RMSProp, in particular $\varepsilon$ and $\beta$, as well as better understanding of when AGMs can beat SGD.

There are many fruitful directions for further research. Chief among these is extending our proof technique to provide guarantees for Adam. Adam is slightly more complicated to study, but we are optimistic due to the close relationship between Adam and RMSProp. Other related algorithms may also be amenable to similar study.

It is also likely our results can be improved. As mentioned earlier, it is likely to improve the dependence of our results on $\tau$ by adapting the technique developed by Fang et al. (2019). Our results could also perhaps be strengthened for particular problem instances. Specifically, our proof relies on a pessimistic view of how the preconditioner $A$ interacts with the Hessian $\nabla^{2} f$. For some problems, these two matrices may be "aligned" in a way that is favorable to optimization and leads to tighter bounds.


Figure 7-1: SGD (top) vs RMSProp (bottom) performance escaping a saddle point with poorly conditioned gradient noise. Compared to RMSProp, SGD requires a larger stepsize to escape as quickly, which negatively impacts convergence to the local minimum.


Figure 7-2: Performance on MNIST logistic regression of RMSProp with different choices of $\beta$ and decreasing stepsize.
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## Chapter 8

## Conclusion

### 8.1 High-level summary

As depicted in Figure 1-1, in this thesis we studied the interplay of data perturbations, learning and generalization, and non-convex optimization. In Part I we studied how data perturbations, particularly DRO, shed light on generalization. We developed a new type of DRO problem and developed deep connections to kernel methods. In Part II, we developed algorithms for non-convex perturbation-robust optimization problems. We focused on submodular objectives, and were able to give algorithms with solution quality guarantees for some perturbation-robust problems. And, in Part III, we showed that perturbations in the form of subsampling error, typically thought of as a nuisance, can be reshaped in order to yield better non-convex optimization performance.

Though the mechanical tools employed in each part vary widely, the goals and ideas are strongly linked. We wish to understand how algorithms and models are affected by perturbations, then leverage this understanding to improve their performance. We seek new algorithms that, given limited data, learn perturbation-robust models and make robust decisions that succeed in many environments.

### 8.2 Future directions

We have already discussed, at the end of each chapter, directions for future work that are most relevant to that chapter. Here we instead speculate on broader themes and more ambitious future directions.

### 8.2.1 Perturbations and generalization

While the connection between perturbations and (statistical and otherwise) generalization is already rich, there are many ways to further strengthen this connection.

For DRO specifically, there are many exciting directions. For existing DRO problems, it is likely possible to develop tighter generalization bounds with fewer assumptions. There is also much room for further employment of DRO as a tool to enable algorithmic fairness, causal inference, transfer learning, etc.

Other kinds of perturbations also present exciting opportunities. For example, new types of data augmentation will continue to improve real-world performance of learned models. Other notions of robustness will also expand the set of inferences we can make from data. For example, in the line of work building off of Chernozhukov et al. (2018), a kind of robustness or insensitivity called Neyman orthogonality enables estimation of average treatment effect (a causal quantity) in new settings using only observational data.

### 8.2.2 Perturbation-aware optimization

Perturbation-aware optimization such as DRO is difficult for two reasons: the objective may be non-convex, and incorporating the perturbations is often challenging. Most of the work done so far has focused on convex objectives, together with one of a few well-behaved types of perturbations or uncertainty sets. Our work in Part II broke out of this mold by considering non-convex objectives.

Even for standard uncertainty sets, there is much work to be done in building out tools for perturbation-aware non-convex optimization. There are many submodular DRO problems we have not yet explored that may prove tractable. Beyond submod-
ularity, other specific subclasses of non-convex objective functions may also admit DRO problems with performance guarantees.

An orthogonal direction of future work is to consider broader kinds of perturbations, and develop algorithms to make optimzation tractable in those settings. For example, while Meinshausen (2018) captures certain causal inference problems in the language of DRO, the resulting DRO formulations are typically too challenging to be useful at the present. We are optimistic that many DRO problems, currently of theoretical interest only, will eventually admit tractable optimization.

### 8.2.3 Perturbations for optimization

We studied how to adjust a base algorithm (SGD) to make it better use subsampling error. Beyond directly extending our results, there are other potential avenues for better using noise in optimization. For example, there is substantial work that changes the subsampling distribution via e.g. changing the sampling frequencies of each data point, or even sampling non-iid. Finally, it remains to be understood how these perturbations due to subsampling interact with intentional perturbations added by techniques such as DRO.
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## Appendix A

## DRO, MMD, kernels, and generalization

## A. 1 Proofs of main structural results

Proof of Theorem 3.3.1. We will use weak duality to derive a candidate solution, and then use that solution to show strong duality. First, note that

$$
\begin{align*}
\sup _{\mu_{\mathbb{Q}} \in \mathcal{H}:\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}} \leq \varepsilon}\left\langle f, \mu_{\mathbb{Q}}\right\rangle_{\mathcal{H}} & =\sup _{\mu_{\mathbb{Q}} \in \mathcal{H}} \inf _{\lambda \geq 0}\left\{\left\langle f, \mu_{\mathbb{Q}}\right\rangle_{\mathcal{H}}-\lambda\left(\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}}^{2}-\varepsilon^{2}\right)\right\}  \tag{A.1}\\
& \leq \inf _{\lambda \geq 0} \sup _{\mu_{\mathbb{Q}} \in \mathcal{H}}\left\{\left\langle f, \mu_{\mathbb{Q}}\right\rangle_{\mathcal{H}}-\lambda\left(\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}}^{2}-\varepsilon^{2}\right)\right\}  \tag{A.2}\\
& =\inf _{\lambda \geq 0}\left\{\lambda \varepsilon^{2}+\sup _{\mu_{\mathbb{Q}} \in \mathcal{H}}\left\{\left\langle f, \mu_{\mathbb{Q}}\right\rangle_{\mathcal{H}}-\lambda\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}}^{2}\right\}\right\} . \tag{A.3}
\end{align*}
$$

We first focus on the innermost objective, which may be rewritten:

$$
\begin{align*}
\left\langle f, \mu_{\mathbb{Q}}\right\rangle_{\mathcal{H}}-\lambda\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}}^{2} & =\left\langle f, \mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}+\left\langle f, \mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}-\lambda\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}}^{2}  \tag{A.4}\\
& =\left\langle f, \mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}-\lambda\left[\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}}^{2}-2\left\langle\frac{1}{2 \lambda} f, \mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}\right]  \tag{A.5}\\
& =\left\langle f, \mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}-\lambda\left[\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}-\frac{1}{2 \lambda} f\right\|_{\mathcal{H}}^{2}+\left\|\frac{1}{2 \lambda} f\right\|_{\mathcal{H}}^{2}\right] \tag{A.6}
\end{align*}
$$

where the final inequality is by completing the square. Only one term depends on $\mu_{\mathbb{Q}}$, namely $-\lambda\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}-\frac{1}{2 \lambda} f\right\|_{\mathcal{H}}^{2}$; since norms are nonnegative, this term can never exceed zero, and zero is achieved by $\mu_{\mathbb{Q}}^{*}=\mu_{\mathbb{P}}+\frac{1}{2 \lambda} f \in \mathcal{H}$, yielding inner objective value

$$
\begin{equation*}
\left\langle f, \mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}-\lambda\left\|\frac{1}{2 \lambda} f\right\|_{\mathcal{H}}^{2}=\left\langle f, \mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}-\frac{1}{4 \lambda}\|f\|_{\mathcal{H}}^{2} . \tag{A.7}
\end{equation*}
$$

Plugging this in for the inner problem, and then solving for the optimal dual variable $\lambda^{*}$, we derive the upper bound:

$$
\begin{align*}
\sup _{\mu_{\mathbb{Q}} \in \mathcal{H}:\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}} \leq \varepsilon}\left\langle f, \mu_{\mathbb{Q}}\right\rangle_{\mathcal{H}} & \leq \inf _{\lambda \geq 0}\left\{\lambda \varepsilon^{2}+\left\langle f, \mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}+\frac{1}{4 \lambda}\|f\|_{\mathcal{H}}^{2}\right\}  \tag{A.8}\\
& =\left\langle f, \mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}+\varepsilon\|f\|_{\mathcal{H}} . \tag{A.9}
\end{align*}
$$

The optimal dual variable $\lambda^{*}=\frac{1}{2 \varepsilon}\|f\|_{\mathcal{H}}$ is that which balances the two terms. Plugging this in, we find that $\mu_{\mathbb{Q}}^{*}=\mu_{\mathbb{P}}+\frac{\varepsilon}{\|f\|_{\mathcal{H}}} f$.

In order to prove equality, it remains to show strong duality holds. We will achieve this by lower bounding the original objective. Specifically, the supremum over all $\mu_{\mathbb{Q}}$ can be lower bounded by plugging in our particular $\mu_{\mathbb{Q}}^{*}$ :

$$
\begin{align*}
\sup _{\mu_{\mathbb{Q}} \in \mathcal{H}:\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}} \leq \varepsilon}\left\langle f, \mu_{\mathbb{Q}}\right\rangle_{\mathcal{H}} & =\sup _{\mu_{\mathbb{Q}} \in \mathcal{H}} \inf _{\lambda \geq 0}\left\{\left\langle f, \mu_{\mathbb{Q}}\right\rangle_{\mathcal{H}}-\lambda\left(\left\|\mu_{\mathbb{Q}}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}}^{2}-\varepsilon^{2}\right)\right\}  \tag{A.10}\\
& \geq \inf _{\lambda \geq 0}\left\{\left\langle f, \mu_{\mathbb{Q}}^{*}\right\rangle_{\mathcal{H}}-\lambda\left(\left\|\mu_{\mathbb{Q}}^{*}-\mu_{\mathbb{P}}\right\|_{\mathcal{H}}^{2}-\varepsilon^{2}\right)\right\}  \tag{A.11}\\
& =\inf _{\lambda \geq 0}\left\{\left\langle f, \mu_{\mathbb{P}}+\frac{\varepsilon}{\|f\|_{\mathcal{H}}} f\right\rangle_{\mathcal{H}}-\lambda\left(\left\|\frac{\varepsilon}{\|f\|_{\mathcal{H}}} f\right\|_{\mathcal{H}}^{2}-\varepsilon^{2}\right)\right\}  \tag{A.12}\\
& =\inf _{\lambda \geq 0}\left\{\left\langle f, \mu_{\mathbb{P}}+\frac{\varepsilon}{\|f\|_{\mathcal{H}}} f\right\rangle_{\mathcal{H}}-\lambda\left(\varepsilon^{2}-\varepsilon^{2}\right)\right\}  \tag{A.13}\\
& =\left\langle f, \mu_{\mathbb{P}}+\frac{\varepsilon}{\|f\|_{\mathcal{H}}} f\right\rangle_{\mathcal{H}}=\left\langle f, \mu_{\mathbb{P}}\right\rangle_{\mathcal{H}}+\varepsilon\|f\|_{\mathcal{H}} . \tag{A.14}
\end{align*}
$$

Since the same bound appears on both sides, we have equality.

## A. 2 Gaussian kernel bounds

We first reproduce Proposition 3.4.1 for convenience:

Proposition A.2.1. Let $f, g \in \mathcal{H}_{\sigma}$ have the expansions $f=\sum_{i} a_{i} k_{\sigma}\left(x_{i}, \cdot\right)$ and $g=$ $\sum_{j} b_{j} k_{\sigma}\left(x_{j}, \cdot\right)$. For shorthand denote by $z_{i}=\phi_{\sqrt{2} \sigma}\left(x_{i}\right)$ the (possibly infinite) feature expansion of $x_{i}$ in $\mathcal{H}_{\sqrt{2} \sigma}$. Then

$$
\|f g\|_{\sigma / \sqrt{2}}^{2}=\operatorname{tr}\left(A^{2} B^{2}\right), \quad\|f\|_{\sigma}^{2}=\operatorname{tr}\left(A^{2}\right), \quad \text { and } \quad\|g\|_{\sigma}^{2}=\operatorname{tr}\left(B^{2}\right)
$$

where $A=\sum_{i} a_{i} z_{i} z_{i}^{T}$ and $B=\sum_{j} a_{j} z_{j} z_{j}^{T}$.

In order to prove Proposition 3.4.1, we will need a utility lemma that helps translate between $\mathcal{H}_{\sigma}$ and $\mathcal{H}_{\sigma / \sqrt{2}}$ :

Lemma A.2.1. Let $\langle\cdot, \cdot\rangle_{\sigma / \sqrt{2}}$ be the inner product in the $R K H S \mathcal{H}_{\sigma / \sqrt{2}}$. Let $\langle\cdot, \cdot\rangle_{\sigma^{\prime}}$ refer to the inner product in $H_{\sigma^{\prime}}$. Then,

$$
\begin{equation*}
\left\langle k_{\sigma}(x, \cdot) k_{\sigma}(y, \cdot), k_{\sigma}(a, \cdot) k_{\sigma}(b, \cdot)\right\rangle_{\sigma / \sqrt{2}} \tag{A.15}
\end{equation*}
$$

can be simplified as

$$
\begin{equation*}
k_{\sigma \sqrt{2}}(x, a) k_{\sigma \sqrt{2}}(x, b) k_{\sigma \sqrt{2}}(y, a) k_{\sigma \sqrt{2}}(y, b) . \tag{A.16}
\end{equation*}
$$

In order to make the proof cleaner, we first derive a couple of identities involving norms and sums.

Lemma A.2.2. Let $x, y, z$ be vectors in an inner product space with norm $\|\cdot\|$. Then the following identity holds:

$$
\begin{equation*}
\|x-z\|^{2}+\|y-z\|^{2}=\frac{1}{2}\|x-y\|^{2}+2\left\|z-\frac{x+y}{2}\right\|^{2} . \tag{A.17}
\end{equation*}
$$

Proof. The parallelogram law states that for $u, v$ in an an inner product space with
norm $\|\cdot\|$, it holds that

$$
\begin{equation*}
2\|u\|^{2}+2\|u\|^{2}=\|u-v\|^{2}+\|u+v\|^{2} \tag{A.18}
\end{equation*}
$$

Set $u=x-z$ and $v=y-z$, and note that $u-v=x-y$ and $u+v=2 z-(x+y)$. Then, for the norm $\|\cdot\|$, it follows that:

$$
\begin{equation*}
2\|x-z\|^{2}+2\|y-z\|^{2}=\|x-y\|^{2}+\|2 z-(x+y)\|^{2} . \tag{A.19}
\end{equation*}
$$

The result follows by dividing by two.

Lemma A.2.3. Let $x, y, a, b$ be arbitrary vectors in an inner product space with inner product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$. Define $S$ and $T$ by:

$$
\begin{aligned}
S & :=\|x-y\|^{2}+\|a-b\|^{2}+\|(x+y)-(a+b)\|^{2} \\
T & :=\|x-a\|^{2}+\|x-b\|^{2}+\|y-a\|^{2}+\|y-b\|^{2} .
\end{aligned}
$$

Then $S=T$.

Proof. Start by expanding the third term of $S$ :

$$
\begin{align*}
& \|x-y\|^{2}+\|a-b\|^{2}+\|(x+y)-(a+b)\|^{2}  \tag{A.20}\\
= & \|x-y\|^{2}+\|a-b\|^{2}+\|(x-a)+(y-b)\|^{2}  \tag{A.21}\\
= & \|x-y\|^{2}+\|a-b\|^{2}+2\langle x-a, y-b\rangle+\|x-a\|^{2}+\|y-b\|^{2} . \tag{A.22}
\end{align*}
$$

The first three terms of equation (A.22) can be expanded as

$$
\begin{align*}
& \|x-y\|^{2}+\|a-b\|^{2}+2\langle x-a, y-b\rangle  \tag{A.23}\\
= & \|x\|^{2}+\|y\|^{2}-2\langle x, y\rangle+\|a\|^{2}+\|b\|^{2}  \tag{A.24}\\
& \quad-2\langle a, b\rangle+2\langle x-a, y-b\rangle  \tag{A.25}\\
= & \|x\|^{2}+\|y\|^{2}-2\langle x, y\rangle+\|a\|^{2}+\|b\|^{2}  \tag{A.26}\\
& \quad-2\langle a, b\rangle+2\langle x, y\rangle-2\langle x, b\rangle-2\langle a, y\rangle+2\langle a, b\rangle  \tag{A.27}\\
= & \|x\|^{2}+\|y\|^{2}+\|a\|^{2}+\|b\|^{2}-2\langle x, b\rangle-2\langle a, y\rangle  \tag{A.28}\\
= & \|x-b\|^{2}+\|y-a\|^{2} . \tag{A.29}
\end{align*}
$$

Replacing the first three terms in equation (A.22) by $\|x-b\|^{2}+\|y-a\|^{2}$ yields $T$, i.e. $S=T$.

We are now equipped to prove Lemma A.2.1:

Proof of Lemma A.2.1. First, write

$$
\begin{align*}
k_{\sigma}(x, z) k_{\sigma}(y, z) & =\exp \left(-\frac{1}{2 \sigma^{2}}\left(\|x-z\|^{2}+\|y-z\|^{2}\right)\right)  \tag{A.30}\\
& =\exp \left(-\frac{1}{2 \sigma^{2}}\left(\frac{1}{2}\|x-y\|^{2}+2\left\|z-\frac{x+y}{2}\right\|^{2}\right)\right)  \tag{A.31}\\
& =\exp \left(-\frac{1}{4 \sigma^{2}}\|x-y\|^{2}\right) \exp \left(-\frac{1}{\sigma^{2}}\left\|z-\frac{x+y}{2}\right\|^{2}\right)  \tag{A.32}\\
& =k_{\sigma \sqrt{2}}(x, y) k_{\sigma / \sqrt{2}}\left(z, \frac{x+y}{2}\right), \tag{A.33}
\end{align*}
$$

where in the second line we used Lemma A.2.2. Note that the first term does not
depend on $z$. Now, applying this identity to Equation (A.15), we find:

$$
\begin{align*}
& \left\langle k_{\sigma}(x, \cdot) k_{\sigma}(y, \cdot), k_{\sigma}(a, \cdot) k_{\sigma}(b, \cdot)\right\rangle_{\sigma / \sqrt{2}}  \tag{A.34}\\
= & k_{\sigma \sqrt{2}}(x, y) k_{\sigma \sqrt{2}}(a, b)\left\langle k_{\sigma / \sqrt{2}}\left(\frac{x+y}{2}, \cdot\right), k_{\sigma / \sqrt{2}}\left(\frac{a+b}{2}, \cdot\right)\right\rangle_{\sigma / \sqrt{2}}  \tag{A.35}\\
= & k_{\sigma \sqrt{2}}(x, y) k_{\sigma \sqrt{2}}(a, b) k_{\sigma / \sqrt{2}}\left(\frac{x+y}{2}, \frac{a+b}{2}\right)  \tag{A.36}\\
= & k_{\sigma \sqrt{2}}(x, y) k_{\sigma \sqrt{2}}(a, b) k_{\sigma \sqrt{2}}(x+y, a+b) . \tag{A.37}
\end{align*}
$$

To simplify this expression, notice that it takes the form $\exp \left(-S /\left(4 \sigma^{2}\right)\right)$, where

$$
\begin{equation*}
S=\|x-y\|^{2}+\|a-b\|^{2}+\|(x+y)-(a+b)\|^{2} \tag{A.38}
\end{equation*}
$$

By Lemma A.2.3, $S$ is equal to

$$
\begin{equation*}
S=\|x-a\|^{2}+\|x-b\|^{2}+\|y-a\|^{2}+\|y-b\|^{2} \tag{A.39}
\end{equation*}
$$

which means equation (A.37) can be rewritten as

$$
\begin{aligned}
\exp \left(-\frac{S}{4 \sigma^{2}}\right) & =\exp \left(-\frac{\|x-a\|^{2}}{4 \sigma^{2}}\right) \exp \left(-\frac{\|x-b\|^{2}}{4 \sigma^{2}}\right) \exp \left(-\frac{\|y-a\|^{2}}{4 \sigma^{2}}\right) \exp \left(-\frac{\|y-b\|^{2}}{4 \sigma^{2}}\right) \\
& =k_{\sigma \sqrt{2}}(x, a) k_{\sigma \sqrt{2}}(x, b) k_{\sigma \sqrt{2}}(y, a) k_{\sigma \sqrt{2}}(y, b)
\end{aligned}
$$

With Lemma A.2.1 available, it is possible to prove Proposition 3.4.1:

Proof of Proposition 3.4.1. Define the vectors $z_{i}$ as described, so that $z_{i}^{T} z_{j}=k_{\sqrt{2} \sigma}\left(x_{i}, x_{j}\right)$. For convenience, also write $K_{i j}=k_{\sqrt{2} \sigma}\left(x_{i}, x_{j}\right)$, and observe that $K_{i j}^{2}=k_{\sigma}\left(x_{i}, x_{j}\right)$. It follows that

$$
\begin{equation*}
\|f\|_{\sigma}^{2}=\sum_{i} \sum_{j} a_{i} a_{j} k_{\sigma}\left(x_{i}, x_{j}\right)=\sum_{i} \sum_{j} a_{i} a_{j} K_{i j}^{2}=\sum_{i} \sum_{j} a_{i} a_{j} z_{i}^{T} z_{j} z_{j}^{T} z_{i} \tag{A.40}
\end{equation*}
$$

Rearranging the inner terms, we find

$$
\begin{equation*}
\|f\|_{\sigma}^{2}=\sum_{i} a_{i} z_{i}^{T}\left(\sum_{j} a_{j} z_{j} z_{j}^{T}\right) z_{i}=\sum_{i} a_{i} z_{i}^{T} A z_{i}=\operatorname{tr}\left(\sum_{i} a_{i} z_{i} z_{i}^{T} A\right)=\operatorname{tr}\left(A^{2}\right) \tag{A.41}
\end{equation*}
$$

where we have used the definition of $A$, the fact that the trace of a scalar is simply that scalar, and the cyclic property of the trace. The proof that $\|g\|_{\sigma}^{2}=\operatorname{tr}\left(B^{2}\right)$ is identical, so we omit it.

The derivation of the trace form of $\|f g\|_{\sigma / \sqrt{2}}^{2}$ is more complicated. Expanding out $f g$, we see that

$$
\begin{equation*}
(f g)(x)=\sum_{i, j} a_{i} b_{j} k_{\sigma}\left(x_{i}, x\right) k_{\sigma}\left(x_{j}, x\right) . \tag{A.42}
\end{equation*}
$$

Therefore the norm $\|f g\|_{\sigma / \sqrt{2}}^{2}$, which is simply $\langle f g, f g\rangle_{\sigma / \sqrt{2}}$, is equal to:

$$
\begin{align*}
\langle f g, f g\rangle_{\sigma / \sqrt{2}} & =\left\langle\sum_{i, j} a_{i} b_{j} k_{\sigma}\left(x_{i}, x\right) k_{\sigma}\left(x_{j}, x\right), \sum_{i^{\prime}, j^{\prime}} a_{i^{\prime}}{ }_{j^{\prime}} k_{\sigma}\left(x_{i^{\prime}}, x\right) k_{\sigma}\left(x_{j^{\prime}}, x\right)\right\rangle_{\sigma / \sqrt{2}}  \tag{A.43}\\
& =\sum_{i, j, i^{\prime}, j^{\prime}} a_{i} a_{i^{\prime}} b_{j} b_{j^{\prime}}\left\langle k_{\sigma}\left(x_{i}, x\right) k_{\sigma}\left(x_{j}, x\right), k_{\sigma}\left(x_{i^{\prime}}, x\right) k_{\sigma}\left(x_{j^{\prime}}, x\right)\right\rangle_{\sigma / \sqrt{2}}  \tag{A.44}\\
& =\sum_{i, j, i^{\prime}, j^{\prime}} a_{i} a_{i^{\prime}} b_{j} b_{j^{\prime}} k_{\sigma \sqrt{2}}\left(x_{i}, x_{i^{\prime}}\right) k_{\sigma \sqrt{2}}\left(x_{i}, x_{j^{\prime}}\right) k_{\sigma \sqrt{2}}\left(x_{j}, x_{i^{\prime}}\right) k_{\sigma \sqrt{2}}\left(x_{j}, x_{j^{\prime}}\right)  \tag{A.45}\\
& =\sum_{i, j, i^{\prime}, j^{\prime}} a_{i} a_{i^{\prime}} b_{j} b_{j^{\prime}} K_{i i^{\prime}} K_{i j^{\prime}} K_{j i^{\prime}} K_{j j^{\prime}} \tag{A.46}
\end{align*}
$$

where in the second to last step we have used Lemma A.2.1. Before continuing, observe the identity

$$
\begin{equation*}
\sum_{\ell} a_{\ell} K_{i \ell} K_{j \ell}=\sum_{\ell} a_{\ell} z_{i}^{T} z_{\ell} z_{\ell}^{T} z_{j}=z_{i}^{T}\left(\sum_{\ell} a_{\ell} z_{\ell} z_{\ell}^{T}\right) z_{j}=z_{i}^{T} A z_{j} \tag{A.47}
\end{equation*}
$$

Similarly, $\sum_{\ell} b_{\ell} K_{i \ell} K_{j \ell}=z_{i}^{T} B z_{j}$. Leveraging these identities, we continue:

$$
\begin{align*}
\sum_{i, j, i^{\prime}, j^{\prime}} a_{i} a_{i^{\prime}} b_{j} b_{j^{\prime}} K_{i i^{\prime}} K_{i j^{\prime}} K_{j i^{\prime}} K_{j j^{\prime}} & =\sum_{i, i^{\prime}, j} a_{i} a_{i^{\prime}} b_{j} K_{i i^{\prime}} K_{j i^{\prime}} \sum_{j^{\prime}} b_{j^{\prime}} K_{i j^{\prime}} K_{j j^{\prime}}  \tag{A.48}\\
& =\sum_{i, i^{\prime}, j} a_{i} a_{i^{\prime}} b_{j} K_{i i^{\prime}} K_{j i^{\prime}}\left(z_{i}^{T} B z_{j}\right)  \tag{A.49}\\
& =\sum_{i, j} a_{i} b_{j}\left(\sum_{i^{\prime}} a_{i^{\prime}} K_{i i^{\prime}} K_{j i^{\prime}}\right)\left(z_{i}^{T} B z_{j}\right)  \tag{A.50}\\
& =\sum_{i, j} a_{i} b_{j}\left(z_{j}^{T} A z_{i}\right)\left(z_{i}^{T} B z_{j}\right) . \tag{A.51}
\end{align*}
$$

At this point we leverage the cyclic property of the trace, so the above expression equals:

$$
\operatorname{tr}\left(\sum_{i, j} a_{i} b_{j} A z_{i} z_{i}^{T} B z_{j} z_{j}^{T}\right)=\operatorname{tr}\left(A\left(\sum_{i} a_{i} z_{i} z_{i}^{T}\right) B\left(\sum_{j} b_{j} z_{j} z_{j}^{T}\right)\right)=\operatorname{tr}\left(A^{2} B^{2}\right)
$$

## A.2.1 Trace inequality

Proof of Lemma 3.4.1. Consider the trace inner product $\langle X, Y\rangle=\operatorname{tr}\left(X^{T} Y\right)=\operatorname{tr}(X Y)$, where the final equality is because $X$ is symmetric. By the Cauchy-Schwarz inequality, we have $\operatorname{tr}(X Y) \leq \sqrt{\operatorname{tr}\left(X^{2}\right) \operatorname{tr}\left(Y^{2}\right)}$. Let $\left\{\lambda_{i}\right\}_{i=1}^{n}$ be the eigenvalues of $X$. Then,

$$
\begin{equation*}
\operatorname{tr}\left(X^{2}\right)=\sum_{i=1}^{n} \lambda_{i}^{2} \leq \sum_{i=1}^{n} \lambda_{i}^{2}+2 \sum_{i=1}^{n} \sum_{j=i+1}^{n} \lambda_{i} \lambda_{j}=\left(\sum_{i=1}^{n} \lambda_{i}\right)^{2}=\operatorname{tr}(X)^{2} \tag{A.52}
\end{equation*}
$$

where the inequality holds because $\lambda_{i}$ are all nonnegative. The same holds for any positive semidefinite matrix, in particular, $Y$. Combining these two inequalities, we have

$$
\begin{equation*}
\operatorname{tr}(X Y) \leq \sqrt{\operatorname{tr}\left(X^{2}\right) \operatorname{tr}\left(Y^{2}\right)} \leq \sqrt{\operatorname{tr}(X)^{2} \operatorname{tr}(Y)^{2}}=\operatorname{tr}(X) \operatorname{tr}(Y) \tag{A.53}
\end{equation*}
$$

## A.2.2 Extensions of Proposition 3.4.1

There are many useful corollaries and extensions of Proposition 3.4.1. Here, we give a result that makes it tractable to actually compute $\|f g\|_{\sigma / \sqrt{2}}$ :

Corollary A.2.1. Suppose $f=\sum_{i=1}^{n} a_{i} k_{\sigma}\left(x_{i}, \cdot\right)$ and $g=\sum_{i=1}^{n} b_{i} k_{\sigma}\left(x_{i}, \cdot\right)$ have the same finite expansion, but with potentially different coefficients. Form the kernel matrix $K$ with $K_{i j}=k_{\sqrt{2} \sigma}\left(x_{i}, x_{j}\right)$, where we have replaced the bandwidth $\sigma$ with $\sqrt{2} \sigma$. Write $D_{a}=\operatorname{diag}(a)$ and similarly for $D_{b}$. Then,

$$
\begin{equation*}
\|f g\|_{\sigma / \sqrt{2}}^{2}=\operatorname{tr}\left(\left(D_{a} K\right)^{2}\left(D_{b} K\right)^{2}\right) . \tag{A.54}
\end{equation*}
$$

Proof. Pick vectors $z_{i}$ so that $z_{i}^{T} z_{j}=K_{i j}$, and let $Z$ be the matrix with $i$-th column $z_{i}$. Note that $A=\sum_{i=1}^{n} a_{i} z_{i} z_{i}^{T}=Z D_{a} Z^{T}$, and similarly for $B$. Then we may write

$$
\begin{align*}
\|f g\|_{\sigma / \sqrt{2}}^{2} & \stackrel{(a)}{=} \operatorname{tr}\left(A^{2} B^{2}\right)  \tag{A.55}\\
& =\operatorname{tr}\left(\left(Z D_{a} Z^{T}\right)\left(Z D_{a} Z^{T}\right)\left(Z D_{b} Z^{T}\right)\left(Z D_{b} Z^{T}\right)\right)  \tag{A.56}\\
& \stackrel{(b)}{=} \operatorname{tr}\left(D_{a} Z^{T} Z D_{a} Z^{T} Z D_{b} Z^{T} Z D_{b} Z^{T} Z\right)  \tag{A.57}\\
& \stackrel{(c)}{=} \operatorname{tr}\left(D_{a} K D_{a} K D_{b} K D_{b} K\right)  \tag{A.58}\\
& =\operatorname{tr}\left(\left(D_{a} K\right)^{2}\left(D_{b} K\right)^{2}\right), \tag{A.59}
\end{align*}
$$

where (a) is by Proposition 3.4.1, (b) is by the cyclic property of the trace, and (c) follows since $Z^{T} Z=K$ by definition of $z_{i}$.

## A. 3 Proofs for Section 3.5

Proof of Lemma 3.5.1. For notational convenience, we just write $\ell$ instead of $\vec{\ell}$. First, notice that problem (3.22), once the $w_{i} \geq 0$ constraint is dropped, can be written

$$
\begin{array}{ll}
\sup _{w} & \ell^{T} w \\
\text { s.t. } & \left(w-\frac{1}{n} \mathbf{1}\right)^{T} K\left(w-\frac{1}{n} \mathbf{1}\right) \leq \varepsilon^{2}  \tag{A.60}\\
& \mathbf{1}^{T} w=1
\end{array}
$$

Write $v=w-\frac{1}{n} \mathbf{1}$. Then the value of problem (A.60) is equal to

$$
\begin{array}{ll}
\sup _{v} & \ell^{T} v \\
\frac{1}{n} \mathbf{1}^{T} \ell+\text { s.t. } & v^{T} K v \leq \varepsilon^{2}  \tag{A.61}\\
& \mathbf{1}^{T} v=0
\end{array}
$$

and we can focus on this slightly simpler problem. This problem can be in turn rewritten as:

$$
\begin{equation*}
\sup _{v} \inf _{\eta \geq 0, \lambda}\left\{\ell^{T} v-\eta\left(v^{T} K v-\varepsilon^{2}\right)-\lambda \mathbf{1}^{T} v\right\} . \tag{A.62}
\end{equation*}
$$

Slater's condition holds since $v=0$ is strictly feasible. Therefore strong duality holds, so the optimal value is equal to:

$$
\begin{align*}
& \inf _{\eta \geq 0, \lambda}\left\{\eta \varepsilon^{2}+\sup _{v}\left\{\ell^{T} v-\eta v^{T} K v-\lambda \mathbf{1}^{T} v\right\}\right\}  \tag{A.63}\\
= & \inf _{\eta \geq 0, \lambda}\left\{\eta \varepsilon^{2}+\sup _{v}\left\{-\eta v^{T} K v+(\ell-\lambda \mathbf{1})^{T} v\right\}\right\} . \tag{A.64}
\end{align*}
$$

The inner problem is a concave quadratic maximization problem. In general, if $A$ is symmetric, $-x^{T} A x+b^{T} x$ is maximized when $x=\frac{1}{2} A^{-1} b$, and the resulting objective value is $\frac{1}{4} b^{T} A^{-1} b$. Applying this to the problem at hand, we find that the optimal $v^{*}$ satisfies:

$$
\begin{equation*}
v^{*}=\frac{1}{2 \eta} K^{-1}(\ell-\lambda \mathbf{1}) \tag{A.65}
\end{equation*}
$$

and the corresponding objective value of the inner problem is

$$
\begin{equation*}
\frac{1}{4 \eta}(\ell-\lambda \mathbf{1})^{T} K^{-1}(\ell-\lambda \mathbf{1}) \tag{A.66}
\end{equation*}
$$

The overall problem is therefore

$$
\begin{equation*}
\inf _{\eta \geq 0, \lambda}\left\{\eta \varepsilon^{2}+\frac{1}{4 \eta}(\ell-\lambda \mathbf{1})^{T} K^{-1}(\ell-\lambda \mathbf{1})\right\} . \tag{А.67}
\end{equation*}
$$

The objective is a convex quadratic in $\lambda$, and it is simple to check that $\lambda^{*}=$ $\left(\mathbf{1}^{T} K^{-1} \ell\right) /\left(\mathbf{1}^{T} K^{-1} \mathbf{1}\right)$. Then, both remaining terms are positive, so it is optimal to balance them. This leads to

$$
\begin{align*}
\eta^{*} \varepsilon^{2} & =\frac{1}{4 \eta^{*}}\left(\ell-\lambda^{*} \mathbf{1}\right)^{T} K^{-1}\left(\ell-\lambda^{*} \mathbf{1}\right)  \tag{A.68}\\
\Longrightarrow \frac{1}{2 \eta^{*}} & =\frac{\varepsilon}{\sqrt{\left(\ell-\lambda^{*} \mathbf{1}\right)^{T} K^{-1}\left(\ell-\lambda^{*} \mathbf{1}\right)}} \tag{A.69}
\end{align*}
$$

and the overall optimal value is

$$
\begin{align*}
& 2 \cdot \frac{1}{4 \eta^{*}}\left(\ell-\lambda^{*} \mathbf{1}\right)^{T} K^{-1}\left(\ell-\lambda^{*} \mathbf{1}\right)  \tag{A.70}\\
= & \varepsilon \sqrt{\left(\ell-\lambda^{*} \mathbf{1}\right)^{T} K^{-1}\left(\ell-\lambda^{*} \mathbf{1}\right)} . \tag{A.71}
\end{align*}
$$

The term inside the square root is equal to

$$
\begin{align*}
\left(\ell-\lambda^{*} \mathbf{1}\right)^{T} K^{-1}\left(\ell-\lambda^{*} \mathbf{1}\right) & =\ell^{T} K^{-1} \ell-2 \lambda^{*} \mathbf{1}^{T} K^{-1} \ell+\left(\lambda^{*}\right)^{2} \mathbf{1}^{T} K^{-1} \mathbf{1}  \tag{A.72}\\
& =\ell^{T} K^{-1} \ell-\frac{\left(\mathbf{1}^{T} K^{-1} \ell\right)^{2}}{\mathbf{1}^{T} K^{-1} \mathbf{1}}, \tag{А.73}
\end{align*}
$$

from which we can simply compute the overall objective of the original problem.

Proof of Lemma 3.5.2. One can prove via the matrix inversion lemma that

$$
\begin{equation*}
K^{-1}=\left(a I+b \mathbf{1 1}^{T}\right)^{-1}=a^{-1}\left[I-\frac{b}{a+b n} \mathbf{1 1}^{T}\right] . \tag{A.74}
\end{equation*}
$$

As a consequence,

$$
\begin{align*}
a \ell^{T} K^{-1} \ell & =\|\ell\|^{2}-\frac{b}{a+b n}\left(\mathbf{1}^{T} \ell\right)^{2}  \tag{A.75}\\
a \ell^{T} K^{-1} \mathbf{1} & =\mathbf{1}^{T} \ell-\frac{b}{a+b n}\left(\mathbf{1}^{T} \ell\right)\left(\mathbf{1}^{T} \mathbf{1}\right)=\frac{a}{a+b n} \cdot \mathbf{1}^{T} \ell  \tag{A.76}\\
a \mathbf{1}^{T} K^{-1} \mathbf{1} & =\mathbf{1}^{T} \mathbf{1}-\frac{b}{a+b n}\left(\mathbf{1}^{T} \mathbf{1}\right)^{2}=\frac{a}{a+b n} \cdot n . \tag{А.77}
\end{align*}
$$

It follows that

$$
\begin{equation*}
\frac{\left(a \ell^{T} K^{-1} \mathbf{1}\right)^{2}}{a \mathbf{1}^{T} K^{-1} \mathbf{1}}=a \cdot \frac{\left(\frac{a}{a+b n} \mathbf{1}^{T} \ell\right)^{2}}{\frac{a}{a+b n} \cdot n}=a \cdot \frac{\left(\mathbf{1}^{T} \ell\right)^{2}}{n} \cdot \frac{a}{a+b n}=a \cdot\left(\mathbf{1}^{T} \ell\right)^{2} \cdot\left(\frac{1}{n}-\frac{b}{a+b n}\right) \tag{А.78}
\end{equation*}
$$

and therefore

$$
\begin{align*}
a \cdot\left[\ell^{T} K^{-1} \ell-\frac{\left(\ell^{T} K^{-1} \mathbf{1}\right)^{2}}{\mathbf{1}^{T} K^{-1} \mathbf{1}}\right] & =a \cdot\left[\|\ell\|^{2}-\frac{b}{a+b n}\left(\mathbf{1}^{T} \ell\right)^{2}-\left(\mathbf{1}^{T} \ell\right)^{2} \cdot\left(\frac{1}{n}-\frac{b}{a+b n}\right)\right]  \tag{А.79}\\
& =a \cdot\left[\|\ell\|^{2}-\frac{\left(\mathbf{1}^{T} \ell\right)^{2}}{n}\right]=a \cdot \operatorname{Var}_{\hat{\mathbb{P}}_{n}}(\ell) \tag{A.80}
\end{align*}
$$

from which the conclusion follows.

## Appendix B

## Distributionally robust submodular maximization

## B. 1 Tail Bound

We use the following one-sided Bernstein's inequality:

Lemma B.1.1 (Wainwright (2019), Chapter 2). Let $X_{1}, \ldots, X_{n}$ be iid realizations of a random variable $X$ which satisfies $X \leq B$ almost surely. Then,

$$
\operatorname{Pr}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i}-\mathbb{E}[X] \geq \varepsilon\right] \leq \exp \left(-\frac{n \varepsilon^{2}}{\operatorname{Var}(X)+\frac{B \varepsilon}{3}}\right)
$$

We apply Lemma B.1.1 with $X_{i}=f_{i}(S)$. If we set the probability on the right hand side to be at most $\delta$, then a simple calculation shows that it suffices to have $n=\frac{\operatorname{Var}(X)}{\varepsilon^{2}} \log \frac{1}{\delta}+\frac{B \varepsilon}{3} \log \frac{1}{\delta}$. Hence, for a given value of $n$, we can guarantee error of at most

$$
\varepsilon=\sqrt{2 \log \left(\frac{1}{\delta}\right) \frac{\operatorname{Var}(X)}{n}}+\frac{2}{3} \log \left(\frac{1}{\delta}\right) \frac{B}{n} .
$$

Therefore, we can take $C_{1}=\sqrt{2 \log \frac{1}{\delta}}$ and $C_{2}=\frac{2 B}{3} \log \frac{1}{\delta}$. For many submodular maximization problems, $B$ can be bounded by the ground set size $|V|$. For instance,
this bound holds for influence maximization, though tighter bounds may be available for specific graphs and distributions.

## B. 2 Equivalence of Variance Regularization and Distributionally Robust Optimization

Lemma B.2.1. Suppose that $f(\{i\}) \leq b$ for all $f$ in the support of $\mathbb{P}$ and all $i \in V$. Then, for each such $f$, its multilinear extension $F$ is b-Lipschitz in the $\ell_{1}$ norm.

Proof. Consider any two points $x, x^{\prime} \in[0,1]^{|V|}$ and any function $f$ in the support of $\mathbb{P}$. Without loss of generality, let $f\left(x^{\prime}\right) \geq f(x)$. Let $[x]^{+}=\max (x, 0)$ elementwise, $\checkmark$ denote elementwise minimum, and $e_{i}$ be the $i$-th standard basis vector. Then we bound $F\left(x^{\prime}\right)$ :

$$
\begin{aligned}
F\left(x^{\prime}\right) & \stackrel{(a)}{\leq} F\left(x^{\prime} \vee x\right) \\
& =F\left(x+\left[x^{\prime}-x\right]^{+}\right) \\
& \stackrel{(b)}{\leq} F(x)+F\left(\left[x^{\prime}-x\right]^{+}\right) \\
& \stackrel{(c)}{\leq} F(x)+\sum_{i=1}^{|V|} F\left(\left[x^{\prime}-x\right]_{i}^{+} e_{i}\right) \\
& \stackrel{(d)}{=} F(x)+\sum_{i=1}^{|V|} f(\{i\})\left[x^{\prime}-x\right]_{i}^{+} \\
& \stackrel{(e)}{\leq} F(x)+b \sum_{i=1}^{|V|}\left[x^{\prime}-x\right]_{i}^{+} \\
& \leq F(x)+b\left\|x^{\prime}-x\right\|_{1} .
\end{aligned}
$$

Here, (a) follows from monotonicity, while (b) and (c) follow because submodular functions are subadditive, i.e., $F(x+y) \leq F(x)+F(y)$. Then, (d) follows by definition of the multilinear extension, and (e) by assumption. Rearranging yields $\mid F\left(x^{\prime}\right)-$ $F(x) \mid \leq b\left\|x-x^{\prime}\right\|_{1}$ as desired.

We will use the following concentration result for the sample variance of a random
variable:

Lemma B.2.2 (Namkoong and Duchi (2017), Section A.1). Let $Z$ be a random variable bounded in $[0, B]$ and $z_{1}, \ldots, z_{n}$ be iid realizations of $Z$ with $n \geq 64$. Let $\sigma^{2}$ denote $\operatorname{Var}(Z)$ and $s_{n}^{2}$ denote the sample variance. Then $s_{n}^{2} \geq \frac{1}{4} \sigma^{2}$ with probability at least $1-\exp \left(-\frac{n \sigma^{2}}{36 B^{2}}\right)$.

This allows us to get a uniform result for the variance expansion of the distributionally robust objective:

Corollary B.2.1. Let $\mathcal{X}$ be the polytope $\left\{x \in[0,1]^{|V|}: \sum_{i=1}^{|V|} x_{i}=k\right\}$ corresponding to the $k$-uniform matroid. With probability at least $1-\delta$, for all $x \in \mathcal{X}$ such that

$$
\operatorname{Var}_{\mathbb{P}}(F(x)) \geq \frac{\max \left\{\sqrt{\frac{32}{7} \rho B^{2}}, \sqrt{36 B^{2}\left(\log \left(\frac{1}{\delta}\right)+|V| \log (1+24 k)\right)}\right\}}{\sqrt{n}}
$$

the variance expansion holds with equality.
Proof. Let $\mathcal{X}_{\geq \alpha}=\left\{x: \operatorname{Var}_{\mathbb{P}}(F(x)) \geq \alpha\right\}$ be the set of points $x$ with variance at least $\alpha$. Let $\mathcal{Y}$ be a minimal $\ell_{1}$-cover of $\mathcal{X}_{\geq \alpha}$ with fineness $\frac{\varepsilon}{b}$, for a parameter $\varepsilon$ to be fixed later. Since the $\ell_{1}$-diameter of $\mathcal{X}$ is $2 k$ (by definition), we know that $|\mathcal{Y}| \leq\left(1+\frac{2 k b}{\varepsilon}\right)^{|V|}$. Let $s_{n}^{2}(x)$ be the sample variance of $F_{1}(x), \ldots, F_{n}(x)$ and $\sigma^{2}(x)=\operatorname{Var}_{\mathbb{P}}(F(x))$. Via Lemma B.2.2 and union bound over all elements in $\mathcal{Y}$, we have

$$
\operatorname{Pr}\left[s_{n}^{2}(x) \geq \frac{1}{4} \sigma^{2}(x) \forall x \in \mathcal{Y}\right] \geq 1-|\mathcal{Y}| \exp \left(-\frac{n \alpha^{2}}{36 B^{2}}\right)
$$

Denote by $\mathcal{E}$ the above event, i.e. the event that $s_{n}^{2}(x) \geq \frac{1}{4} \sigma^{2}(x)$. Conditioning on $\mathcal{E}$, we will proceed to extend the sample variance lower bound to the entirety of $\mathcal{X} \geq_{\alpha}$.

Consider any $x \in \mathcal{X}_{\geq \alpha}$, and let $x^{\prime} \in \arg \min _{x^{\prime} \in \mathcal{Y}}\left\|x-x^{\prime}\right\|_{1}$ be the closest point to $x$ in the cover $\mathcal{Y}$. By definition of $\mathcal{Y},\|x-x\|_{1} \leq \frac{\varepsilon}{b}$, and so by Lemma B.2.1, which guarantees Lipschitzness of each $F_{i}$, we have $\left|F_{i}(x)-F_{i}\left(x^{\prime}\right)\right| \leq \varepsilon$ for all $i$. Accordingly, it can be shown that $\left|s_{n}(x)-s_{n}\left(x^{\prime}\right)\right| \leq \varepsilon$ and $\left|\sigma(x)-\sigma\left(x^{\prime}\right)\right| \leq \varepsilon$. It follows that:

$$
s_{n}(x) \geq s_{n}\left(x^{\prime}\right)-\varepsilon \geq \frac{1}{2} \sigma\left(x^{\prime}\right)-\varepsilon \geq \frac{1}{2} \sigma(x)-\frac{3}{2} \varepsilon .
$$

Now, conditioned on the event $\mathcal{E}$, we can set $\varepsilon=\frac{\alpha}{24}$ in order to ensure that $s_{n}(x) \geq$ $\frac{7}{16} \alpha$.

All that is left is to determine the appropriate setting for $\alpha$. We would like the exact variance expansion to hold on all elements of $\mathcal{X}_{\geq \alpha}$ with probability at least $1-\delta$. To have sufficiently high population variance, we must take $\alpha \geq \sqrt{\frac{16}{7} \cdot \frac{2 \rho B^{2}}{n}}$. In order for the concentration bound to hold, a simple calculation shows that

$$
\alpha \geq \sqrt{\frac{36 B^{2}\left(\log \left(\frac{1}{\delta}\right)+|V| \log (1+24 k)\right)}{n}}
$$

suffices. Taking the max of the two, we require

$$
\alpha \geq \frac{\max \left\{\sqrt{\frac{32}{7} \rho B^{2}}, \sqrt{36 B^{2}\left(\log \left(\frac{1}{\delta}\right)+|V| \log (1+24 k)\right)}\right\}}{\sqrt{n}} .
$$

## B. 3 Exact Linear Oracle

Proof of Lemma 5.3.1. Since $z_{1}=\cdots=z_{k}$ are less than the other elements of $z$, if it is feasible, it is optimal to place all the mass of $p$ on the first $k$ coordinates. In particular, the assignment $p_{i}=1 / k$ for $i=1, \ldots, k$ accomplishes this while minimizing the $\chi^{2}$ cost. The $\chi^{2}$ cost incurred by this assignment can be computed as

$$
\begin{align*}
\frac{1}{2} \sum_{i=1}^{k}\left(\frac{n}{k}-1\right)^{2}+\frac{1}{2} \sum_{i=k+1}^{n}(0-1)^{2} & =\frac{1}{2}\left[k \cdot\left(\frac{n-k}{k}\right)^{2}+(n-k)\right]  \tag{B.1}\\
& =\frac{1}{2} \cdot(n-k) \cdot\left[\frac{n-k}{k}+1\right]  \tag{B.2}\\
& =n(n-k) /(2 k) . \tag{B.3}
\end{align*}
$$

Hence if $\rho \geq n(n-k) /(2 k)$, we can place all the mass of $p$ on the first $k$ coordinates; otherwise, the $\chi^{2}$ constraint must be tight.

Proof of Lemma 5.3.2. At optimality, we must have $\mathbf{1}^{T} p^{\star}=1$ :

$$
\begin{equation*}
1=\sum_{i=1}^{n} p_{i}^{\star}=\sum_{i=1}^{m} p_{i}^{\star}=\sum_{i=1}^{m}\left(1-\frac{\left(z_{i}+\theta^{\star}\right)}{\lambda^{\star} n}\right) \cdot \frac{1}{n} . \tag{B.4}
\end{equation*}
$$

Simplifying,

$$
\begin{align*}
n=\sum_{i=1}^{m}\left(1-\frac{\left(z_{i}+\theta^{\star}\right)}{\lambda^{\star} n}\right) & =m-\frac{1}{\lambda^{\star} n} \sum_{i=1}^{m}\left(z_{i}+\theta^{\star}\right)  \tag{B.5}\\
& =m-\frac{m \bar{z}_{m}}{\lambda^{\star} n}-\frac{\theta^{\star} m}{\lambda^{\star} n} \tag{B.6}
\end{align*}
$$

Multiplying through by $\lambda^{\star} n$ and solving for $\theta^{\star}$, we have

$$
\lambda^{\star} n^{2}=\lambda^{\star} m n-m \bar{z}_{m}-\theta^{\star} m \Longrightarrow \theta^{\star}=\left(1-\frac{n}{m}\right) \lambda^{\star} n-\bar{z}_{m} .
$$

Proof of Lemma 5.3.3. By equation (5.16),

$$
\begin{align*}
\left\langle z, p^{\star}\right\rangle & =\frac{1}{n} \sum_{i=1}^{m}\left(1-\frac{\left(z_{i}+\theta^{\star}\right)}{\lambda^{\star} n}\right) z_{i}  \tag{B.7}\\
& =\frac{1}{n} \sum_{i=1}^{m} z_{i}-\frac{1}{n} \sum_{i=1}^{m} \frac{\left(z_{i}+\theta^{\star}\right) z_{i}}{\lambda^{\star} n}  \tag{B.8}\\
& =\frac{m}{n} \bar{z}_{m}-\frac{1}{\lambda^{\star} n^{2}} \sum_{i=1}^{m}\left(z_{i}^{2}+\theta^{\star} z_{i}\right)  \tag{B.9}\\
& =\frac{m}{n} \bar{z}_{m}-\frac{1}{\lambda^{\star} n^{2}}\left(b_{m}+\theta^{\star} m \bar{z}_{m}\right) . \tag{B.10}
\end{align*}
$$

Plugging in the expression for $\theta^{\star}$ derived in Lemma 5.3.2, we compute

$$
\begin{align*}
\theta^{\star} m \bar{z}_{m} & =\left(\left(1-\frac{n}{m}\right) \lambda^{\star} n-\bar{z}_{m}\right) m \bar{z}_{m}  \tag{B.11}\\
& =(m-n) \lambda^{\star} n \bar{z}_{m}-m\left(\bar{z}_{m}\right)^{2} \tag{B.12}
\end{align*}
$$

so that we may further compute

$$
\begin{align*}
-\frac{1}{\lambda^{\star} n^{2}}\left(b_{m}+\theta^{\star} m \bar{z}_{m}\right) & =-\frac{b_{m}}{\lambda^{\star} n^{2}}-\frac{1}{\lambda^{\star} n^{2}}\left((m-n) \lambda^{\star} n \bar{z}_{m}-m\left(\bar{z}_{m}\right)^{2}\right)  \tag{B.13}\\
& =-\frac{\left(b_{m}-m\left(\bar{z}_{m}\right)^{2}\right)}{\lambda^{\star} n^{2}}+\frac{(n-m)}{n} \bar{z}_{m}  \tag{B.14}\\
& =-\frac{m s_{m}^{2}}{\lambda^{\star} n^{2}}+\frac{(n-m)}{n} \bar{z}_{m} \tag{B.15}
\end{align*}
$$

When we finally plug this into equation (B.10), the $\frac{m}{n} \bar{z}_{m}$ and $\frac{n-m}{n} \bar{z}_{m}$ terms combine to form $\bar{z}_{m}$, leaving:

$$
\left\langle z, p^{\star}\right\rangle=\bar{z}_{m}-\frac{m s_{m}^{2}}{\lambda^{\star} n^{2}} .
$$

Proof of Lemma 5.3.4. First we check the $\chi^{2}$ (quadratic) constraint; since the constraint is active, we have:

$$
\begin{align*}
\rho & \geq \frac{1}{2}\left\|n p^{\star}-\mathbf{1}\right\|_{2}^{2}  \tag{B.16}\\
& =\frac{1}{2} \sum_{i=1}^{n}\left(n p_{i}^{\star}-1\right)^{2}  \tag{B.17}\\
& =\frac{1}{2} \sum_{i=1}^{m}\left(\left(1-\frac{\left(z_{i}+\theta^{\star}\right)}{\lambda^{\star} n}\right)-1\right)^{2}+\frac{1}{2} \sum_{i=m+1}^{n}(-1)^{2}  \tag{B.18}\\
& =\frac{1}{2} \cdot \frac{1}{\left(\lambda^{\star}\right)^{2} n^{2}} \sum_{i=1}^{m}\left(z_{i}+\theta^{\star}\right)^{2}+\frac{1}{2}(n-m) \tag{B.19}
\end{align*}
$$

where the third line is due to equation (5.16). We expand the sum of squares:

$$
\begin{align*}
\sum_{i=1}^{m}\left(z_{i}+\theta^{\star}\right)^{2} & =\sum_{i=1}^{m}\left(z_{i}^{2}+2 z_{i} \theta^{\star}+\left(\theta^{\star}\right)^{2}\right)  \tag{B.20}\\
& =\sum_{i=1}^{m} z_{i}^{2}+2 \theta^{\star} \sum_{i=1}^{m} z_{i}+\sum_{i=1}^{m}\left(\theta^{\star}\right)^{2}  \tag{B.21}\\
& =b_{m}+2 \theta^{\star} m \bar{z}_{m}+\left(\theta^{\star}\right)^{2} m \tag{B.22}
\end{align*}
$$

We expand the second and third terms, plugging in our expression for $\theta$, and find
that

$$
\begin{align*}
\left(\theta^{\star}\right)^{2} m & =\left[\left(1-\frac{n}{m}\right) \lambda^{\star} n-\bar{z}_{m}\right]^{2} \cdot m  \tag{B.23}\\
& =\left[\left(1-\frac{n}{m}\right)^{2}\left(\lambda^{\star}\right)^{2} n^{2}-2\left(1-\frac{n}{m}\right) \lambda^{\star} n \cdot \bar{z}_{m}+\left(\bar{z}_{m}\right)^{2}\right] \cdot m  \tag{B.24}\\
& =\left(1-\frac{n}{m}\right)^{2}\left(\lambda^{\star}\right)^{2} n^{2} m-2\left(1-\frac{n}{m}\right) \lambda^{\star} n m \bar{z}_{m}+m\left(\bar{z}_{m}\right)^{2} \tag{B.25}
\end{align*}
$$

and also

$$
\begin{align*}
2 \theta^{\star} m \bar{z}_{m} & =2 m \bar{z}_{m} \theta^{\star}  \tag{B.26}\\
& =2 m \bar{z}_{m}\left[\left(1-\frac{n}{m}\right) \lambda^{\star} n-\bar{z}_{m}\right]  \tag{B.27}\\
& =2\left(1-\frac{n}{m}\right) \lambda^{\star} n m \bar{z}_{m}-2 m\left(\bar{z}_{m}\right)^{2} \tag{B.28}
\end{align*}
$$

Note that the first term matches the second term of equation (B.25), so that they cancel when we add $2 \theta^{\star} m \bar{z}_{m}$ and $\left(\theta^{\star}\right)^{2} m$. Using this fact, we now expand equation (B.22):

$$
\begin{align*}
b_{m}+2 \theta^{\star} m \bar{z}_{m}+\left(\theta^{\star}\right)^{2} m & =b_{m}-2 m\left(\bar{z}_{m}\right)^{2}+\left(1-\frac{n}{m}\right)^{2}\left(\lambda^{\star}\right)^{2} n^{2} m+m\left(\bar{z}_{m}\right)^{2}  \tag{B.29}\\
& =b_{m}-m\left(\bar{z}_{m}\right)^{2}+\left(1-\frac{n}{m}\right)^{2}\left(\lambda^{\star}\right)^{2} n^{2} m  \tag{B.30}\\
& =m s_{m}^{2}+\left(1-\frac{n}{m}\right)^{2}\left(\lambda^{\star}\right)^{2} n^{2} m \tag{B.31}
\end{align*}
$$

Finally, plugging this back into equation (B.19) yields:

$$
\begin{align*}
\rho & \geq \frac{1}{2} \cdot \frac{1}{\left(\lambda^{\star}\right)^{2} n^{2}} \cdot\left[m s_{m}^{2}+\left(1-\frac{n}{m}\right)^{2}\left(\lambda^{\star}\right)^{2} n^{2} m\right]+\frac{1}{2} \cdot(n-m)  \tag{B.32}\\
\Leftrightarrow 2 \rho & \geq \frac{m s_{m}^{2}}{\left(\lambda^{\star}\right)^{2} n^{2}}+\left(1-\frac{n}{m}\right)^{2} m+(n-m)  \tag{B.33}\\
\Leftrightarrow 2 \rho & \geq \frac{m s_{m}^{2}}{\left(\lambda^{\star}\right)^{2} n^{2}}+\left(1-\frac{2 n}{m}+\frac{n^{2}}{m^{2}}\right) m+(n-m)  \tag{B.34}\\
\Leftrightarrow 2 \rho & \geq \frac{m s_{m}^{2}}{\left(\lambda^{\star}\right)^{2} n^{2}}+m-2 n+\frac{n^{2}}{m}+(n-m)  \tag{B.35}\\
\Leftrightarrow 2 \rho & \geq \frac{m s_{m}^{2}}{\left(\lambda^{\star}\right)^{2} n^{2}}-n+\frac{n^{2}}{m}  \tag{B.36}\\
\Leftrightarrow \frac{2 \rho m}{n^{2}} & \geq \frac{m^{2} s_{m}^{2}}{\left(\lambda^{\star}\right)^{2} n^{4}}-\frac{m}{n}+1  \tag{B.37}\\
\Leftrightarrow \frac{m^{2} s_{m}^{2}}{\left(\lambda^{\star}\right)^{2} n^{4}} & \leq \alpha(m, n, \rho) . \tag{B.38}
\end{align*}
$$

If $\alpha(m, n, \rho) \leq 0$, there is no feasible choice of $\lambda^{\star}$ for this $m$, so $m$ cannot be correct. Otherwise, we can divide and solve for $\lambda^{\star}$ :

$$
\begin{equation*}
\lambda^{\star} \geq \sqrt{\frac{m^{2} s_{m}^{2}}{n^{4} \alpha(m, n, \rho)}}=\frac{1}{n} \sqrt{\frac{m s_{m}^{2}}{2 \rho+n-n^{2} / m}}, \tag{B.39}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\lambda^{\star} n^{2} \geq \sqrt{\frac{m^{2} s_{m}^{2}}{\alpha(m, n, \rho)}} \tag{B.40}
\end{equation*}
$$

Now we check the other remaining constraint on $\lambda^{\star}$, that the constraint $p_{i} \geq 0$ for $i=1, \ldots, m$ must hold. In particular, we must have $p_{m} \geq 0$ :

$$
\begin{align*}
& 0 \leq p_{m}=\frac{1}{n} \cdot\left(1-\frac{z_{m}+\theta^{\star}}{\lambda^{\star} n}\right)  \tag{B.41}\\
& \Leftrightarrow z_{m}+\theta^{\star} \leq \lambda^{\star} n  \tag{B.42}\\
& \Leftrightarrow z_{m}+\left(1-\frac{n}{m}\right) \lambda^{\star} n-\bar{z}_{m} \leq \lambda^{\star} n  \tag{B.43}\\
& \Leftrightarrow z_{m}-\bar{z}_{m} \leq \frac{\lambda^{\star} n^{2}}{m}  \tag{B.44}\\
& \Leftrightarrow m\left(z_{m}-\bar{z}_{m}\right) \leq \lambda^{\star} n^{2} . \tag{B.45}
\end{align*}
$$

Hence $\lambda^{\star}$ must satisfy

$$
\begin{equation*}
\lambda^{\star} n^{2} \geq \max \left\{\sqrt{\frac{m^{2} s_{m}^{2}}{\alpha(m, n, \rho)}}, m\left(z_{m}-\bar{z}_{m}\right)\right\} \tag{B.46}
\end{equation*}
$$

Since we seek minimal $\lambda^{\star}$, we select $\lambda^{\star}$ which makes this constraint tight.

## B.3.1 Unique solutions

Here we provide results for understanding when there is a unique solution to Problem (5.8). Recall that our solution to Problem (5.8) first checks whether the optimal solutions have tight $\chi^{2}$ constraint. By choosing $\rho$ small enough, this can be guaranteed uniformly:

Lemma B.3.1. Suppose $\left\{z_{i}\right\}$ attain at least $\ell$ distinct values. If $\rho \leq(\ell-1) / 2$ then all optimal solutions to Problem (5.8) have tight $\chi^{2}$ constraint.

Proof. Assume $z_{1} \leq \cdots \leq z_{n}$. If $\left\{z_{i}\right\}$ attain at least $\ell$ distinct values, then the maximum number $k$ so that $z_{1}=\cdots=z_{k}$ can be bounded by $n-\ell+1$. Recall from earlier in section B. 3 that the constraint is tight if $\rho \leq n(n-k) /(2 k)$, and note that this bound is monotone decreasing in $k$. Hence, we can guarantee the constraint is tight as long as

$$
\begin{equation*}
\rho \leq \frac{n(n-(n-\ell+1))}{2(n-\ell+1)}=\frac{n(\ell-1)}{2(n-\ell+1)} . \tag{B.47}
\end{equation*}
$$

Since $n-\ell+1 \leq n$, the previous inequality is implied by

$$
\begin{equation*}
\rho \leq \frac{(n-\ell+1)(\ell-1)}{2(n-\ell+1)}=\frac{\ell-1}{2} . \tag{B.48}
\end{equation*}
$$

Now, assuming the $\chi^{2}$ constraint is tight, we can characterize the set of optimal solutions:

Lemma B.3.2. Suppose the optimal solutions for Problem (5.8) all have tight $\chi^{2}$ constraint. Then there is a unique optimal solution $p^{*}$ with minimum cardinality among all optimal solutions.

Proof. This is a consequence of our characterization of the optimal dual variable $\lambda$ as a function of the sparsity $m$. For each choice of $m$, we solved earlier for the unique dual variable $\lambda_{m}$ which determines a unique solution $p$. Hence, even if there are multiple values of $m$ that are feasible and that yield optimal objective value, there is still a unique minimal $m_{\mathrm{opt}}$, which in turn yields a unique optimal solution.

## B.3.2 Lipschitz gradient

Lemma B.3.3. Define $h(z)=\min _{p \in \mathcal{P}_{\rho, n}}\langle z, p\rangle$. Then on the subset of $z$ 's satisfying the high sample variance condition $s_{n}^{2} \geq\left(2 \rho B^{2}\right) / n^{2}, h(z)$ has Lipschitz gradient with constant $L \leq \frac{2 \sqrt{2 \rho}}{n^{3 / 2}}+\frac{2}{B n^{1 / 2}}$.

Proof. In this regime, there is a unique worst-case $p \in \mathcal{P}_{\rho, n}$, and it is the gradient of $h(z)$. In the high sample variance regime, we have $m=n$, i.e. each $p_{i}>0$ and:

$$
\begin{equation*}
p_{i}=\left(1-\frac{z_{i}+\theta}{\lambda n}\right) \cdot \frac{1}{n} \text { for all } i=1, \ldots, n \text {. } \tag{B.49}
\end{equation*}
$$

In particular, $\theta=(1-n / n) \lambda n-\bar{z}_{n}=-\bar{z}_{n}$, and $\lambda=\frac{1}{n^{2}} \sqrt{n^{2} s_{n}^{2} /(2 \rho / n)}$. Simplifying, we have

$$
\begin{align*}
p_{i} & =\left(1-\frac{z_{i}-\bar{z}_{n}}{\lambda n}\right) \cdot \frac{1}{n}  \tag{B.50}\\
& =\left(1-\frac{z_{i}-\bar{z}_{n}}{\frac{1}{n} \sqrt{n^{2} s_{n}^{2} /(2 \rho / n)}}\right) \cdot \frac{1}{n}  \tag{B.51}\\
& =\left(1-\frac{z_{i}-\bar{z}_{n}}{\sqrt{n s_{n}^{2} /(2 \rho)}}\right) \cdot \frac{1}{n} . \tag{B.52}
\end{align*}
$$

We will bound the Lipschitz constant of $p$ as a function of $z$ by computing the Hessian which has entries $H_{i j}=\frac{\partial p_{i}}{\partial z_{j}}$ and bounding its largest eigenvalue. For the element $H_{i j}$
we have two cases. If $i=j$, then

$$
\begin{align*}
H_{i i} & =-\frac{\sqrt{2 \rho}}{n^{3 / 2}} \cdot \frac{\partial}{\partial z_{i}}\left(\frac{z_{i}-\bar{z}_{n}}{\sqrt{s_{n}^{2}}}\right)  \tag{B.53}\\
& =-\frac{\sqrt{2 \rho}}{n^{3 / 2}} \cdot\left(\frac{\sqrt{s_{n}^{2}}\left(1-\frac{1}{n}\right)-\left(z_{i}-\bar{z}_{n}\right) \cdot \frac{2}{n} \cdot\left(z_{i}-\bar{z}_{n}\right)}{s_{n}^{2}}\right) . \tag{B.54}
\end{align*}
$$

If $i \neq j$, then

$$
\begin{align*}
H_{i j} & =-\frac{\sqrt{2 \rho}}{n^{3 / 2}} \cdot \frac{\partial}{\partial z_{j}}\left(\frac{z_{i}-\bar{z}_{n}}{\sqrt{s_{n}^{2}}}\right)  \tag{B.55}\\
& =-\frac{\sqrt{2 \rho}}{n^{3 / 2}} \cdot\left(\frac{-\frac{1}{n} \cdot \sqrt{s_{n}^{2}}-\left(z_{i}-\bar{z}_{n}\right) \cdot \frac{2}{n} \cdot\left(z_{j}-\bar{z}_{n}\right)}{s_{n}^{2}}\right) \tag{B.56}
\end{align*}
$$

Define $\tilde{H}$ so that $\frac{\sqrt{2 \rho}}{n^{3 / 2} s_{n}^{2}} \tilde{H}=H$, i.e.

$$
\tilde{H}_{i j}= \begin{cases}\sqrt{s_{n}^{2}}\left(\frac{1}{n}-1\right)+\left(z_{i}-\bar{z}_{n}\right) \cdot \frac{2}{n} \cdot\left(z_{i}-\bar{z}_{n}\right) & i=j  \tag{B.57}\\ \frac{1}{n} \cdot \sqrt{s_{n}^{2}}+\left(z_{i}-\bar{z}_{n}\right) \cdot \frac{2}{n} \cdot\left(z_{j}-\bar{z}_{n}\right) & i \neq j\end{cases}
$$

It is easy to see that $\tilde{H}$ is given by

$$
\begin{equation*}
\tilde{H}=-\operatorname{diag}\left(\sqrt{s_{n}^{2}} \mathbf{1}\right)+\frac{\sqrt{s_{n}^{2}}}{n} \mathbf{1 1}^{T}+\frac{2}{n}\left(z-\bar{z}_{n} \mathbf{1}\right)\left(z-\bar{z}_{n} \mathbf{1}\right)^{T} \tag{B.58}
\end{equation*}
$$

By the triangle inequality, the operator norm of $\tilde{H}$ can thus be bounded by

$$
\begin{align*}
\|\tilde{H}\| & \leq\left\|\operatorname{diag}\left(\sqrt{s_{n}^{2}} \mathbf{1}\right)\right\|+\frac{\sqrt{s_{n}^{2}}}{n}\left\|\mathbf{1 1} \mathbf{1}^{T}\right\|+\frac{2}{n}\left\|\left(z-\bar{z}_{n} \mathbf{1}\right)\left(z-\bar{z}_{n} \mathbf{1}\right)^{T}\right\|  \tag{B.59}\\
& =\sqrt{s_{n}^{2}}+\frac{\sqrt{s_{n}^{2}}}{n}\|\mathbf{1}\|_{2}^{2}+\frac{2}{n}\left\|z-\bar{z}_{n} \mathbf{1}\right\|_{2}^{2}  \tag{B.60}\\
& =2 \sqrt{s_{n}^{2}}+\frac{2}{n} \sum_{i=1}^{n}\left(z_{i}-\bar{z}_{n}\right)^{2}  \tag{B.61}\\
& =2 \sqrt{s_{n}^{2}}+2 s_{n}^{2} \tag{B.62}
\end{align*}
$$

It follows that the Lipschitz constant of the gradient of $h(z)$ can be bounded by

$$
\begin{align*}
\|H\| & =\frac{\sqrt{2 \rho}}{n^{3 / 2} s_{n}^{2}}\|\tilde{H}\|  \tag{B.63}\\
& \leq \frac{\sqrt{2 \rho}}{n^{3 / 2} s_{n}^{2}}\left(2 \sqrt{s_{n}^{2}}+2 s_{n}^{2}\right)  \tag{B.64}\\
& =\frac{2 \sqrt{2 \rho}}{n^{3 / 2}} \cdot\left(1+\frac{1}{\sqrt{s_{n}^{2}}}\right) . \tag{B.65}
\end{align*}
$$

Since we are in the high variance regime $s_{n}^{2} \geq\left(2 \rho B^{2}\right) / n$, it follows that $1 / \sqrt{s_{n}^{2}} \leq$ $\sqrt{n} /(B \sqrt{2 \rho})$ and therefore

$$
\begin{align*}
\|H\| & \leq \frac{2 \sqrt{2 \rho}}{n^{3 / 2}} \cdot\left(1+\frac{\sqrt{n}}{B \sqrt{2 \rho}}\right)  \tag{B.66}\\
& =\frac{2 \sqrt{2 \rho}}{n^{3 / 2}}+\frac{2}{B n} \tag{B.67}
\end{align*}
$$

## B. 4 Convergence analysis for MFW

Here we establish the convergence rate of the MFW algorithm specifically for the DRO problem. For completeness, we reproduce the MFW convergence guarantee here:

Lemma B.4.1 (adapted from Mokhtari et al. (2018a)). Let Fe an up-concave function with L-Lipschitz gradient. MFW run for $T$ iterations returns a point $x^{(T)}$ satisfying

$$
\mathbb{E}\left[F\left(x^{(T)}\right)\right] \geq\left(1-\frac{1}{e}\right) O P T-\frac{2 D Q^{1 / 2}}{T^{1 / 3}}-\frac{L D^{2}}{2 T}
$$

where $D=\max _{x \in \mathcal{X}}\|x\|, Q=\max \left\{9^{2 / 3}\left\|\nabla F\left(x_{0}\right)-d_{0}\right\|^{2}, 16 \sigma^{2}+3 L^{2} D^{2}\right\}$, and $\sigma$ is the variance of the stochastic gradients.

The main work is to establish Lipschitz continuity of $\nabla G$, the gradient of the DRO objective. In fact, Mokhtari et al. (2018a) get a better bound by controlling
changes in $\nabla G$ specifically along the updates used by MFW. We bound this same quantity as follows:

Lemma B.4.2. When the high sample variance condition is satisfied, for any two points $x^{(t)}$ and $x^{(t+1)}$ produced by MFW, $\nabla G$ satisfies $\left\|\nabla G\left(x^{(t)}\right)-\nabla G\left(x^{(t+1)}\right)\right\| \leq$ $(b \sqrt{n|V|} L+b \sqrt{k})\left\|x^{(t)}-x^{(t+1)}\right\|$.

Proof. We write $\vec{F}(x)=\left(F_{1}(x), \ldots, F_{n}(x)\right)$, and are interested in the composition $G=h(\vec{F}(x))$ (recall that $h$ is defined in Lemma 5.4.2 as the value of the inner minimization problem for a given set of values). Let $D \vec{F}(x)$ be the matrix derivative of $\vec{F}$. That is, $[D \vec{F}(x)]_{i j}=\frac{\partial}{\partial x_{j}} F_{i}(x)$. The chain rule yields

$$
\nabla h(\vec{F}(x))=(\nabla h(\vec{F}(x))) D \vec{F}(x)
$$

Consider two points $x, y \in \mathcal{X}$. To apply the argument of Mokhtari et al. (2018a), we would like a bound on the change in $\nabla h$ along the MFW update from $x$ in the direction of $y$. Let $x^{\prime}=x+\frac{1}{T} y$ be the updated point. We have

$$
\begin{aligned}
\left\|\nabla h(\vec{F}(x))-\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right\|= & \left\|(\nabla h(\vec{F}(x))) D \vec{F}(x)-\left(\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right) D \vec{F}\left(x^{\prime}\right)\right\| \\
= & \|(\nabla h(\vec{F}(x))) D \vec{F}(x)-(\nabla h(\vec{F}(x))) D \vec{F}\left(x^{\prime}\right) \\
& +(\nabla h(\vec{F}(x))) D \vec{F}\left(x^{\prime}\right)-\left(\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right) D \vec{F}\left(x^{\prime}\right) \| \\
\leq & \left\|(\nabla h(\vec{F}(x))) D \vec{F}(x)-(\nabla h(\vec{F}(x))) D \vec{F}\left(x^{\prime}\right)\right\| \\
& +\left\|(\nabla h(\vec{F}(x))) D \vec{F}\left(x^{\prime}\right)-\left(\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right) D \vec{F}\left(x^{\prime}\right)\right\| \\
= & \left\|(\nabla h(\vec{F}(x)))\left(D \vec{F}(x)-D \vec{F}\left(x^{\prime}\right)\right)\right\| \\
& +\left\|\left(\nabla h(\vec{F}(x))-\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right) D \vec{F}\left(x^{\prime}\right)\right\| .
\end{aligned}
$$

Starting out with the first term, we note that $\nabla h(\vec{F}(x))$ is a probability vector
(the optimal $p$ for the DRO problem). Hence, we have

$$
\begin{aligned}
\left\|(\nabla h(\vec{F}(x)))\left(D \vec{F}(x)-D \vec{F}\left(x^{\prime}\right)\right)\right\| & \leq \max _{i=1, \ldots, n}\left\|D \vec{F}(x)_{i}-D \vec{F}\left(x^{\prime}\right)_{i}\right\| \\
& =\max _{i=1, \ldots, n}\left\|\nabla F_{i}(x)-\nabla F_{i}\left(x^{\prime}\right)\right\|
\end{aligned}
$$

And from Lemma 3 of Mokhtari et al. (2018a), we have that when $x^{\prime}$ is an updated point of the MFW algorithm starting at $x$,

$$
\left\|\nabla F_{i}(x)-\nabla F_{i}\left(x^{\prime}\right)\right\| \leq b \sqrt{k}\left\|x-x^{\prime}\right\| \quad \forall i=1, \ldots, n
$$

We now turn to the second term. Note that the $j$ th component of this vector is just the dot product

$$
\left(\nabla h(\vec{F}(x))-\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right) \cdot D \vec{F}(x)_{\cdot, j}
$$

where $D \vec{F}(x)_{\cdot, j}$ collects the partial derivative of each $F_{i}$ with respect to $x_{j}$. Via the Cauchy-Schwartz inequality, we have

$$
\left(\nabla h(\vec{F}(x))-\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right) \cdot D \vec{F}(x)_{\cdot, j} \leq\left\|\left(\nabla h(\vec{F}(x))-\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right)\right\|\left\|D \vec{F}(x)_{\cdot, j}\right\|
$$

Lemma 5.4.2 shows that $\left\|\left(\nabla h(\vec{F}(x))-\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right)\right\| \leq L\left\|x-x^{\prime}\right\|$. In order to bound the second norm, we claim that for all $i, j, \nabla_{j} F_{i}(x) \leq b$. To show this, note that we can use the definition of the multilinear extension to write

$$
\nabla_{j} F_{i}(x)=\mathbb{E}_{S \sim x}\left[f_{i}(S \mid\{j\} \in S)\right]-\mathbb{E}_{S \sim x}\left[f_{i}(S \mid\{j\} \notin S)\right]
$$

where $S \sim x$ denotes that $S$ is drawn from the product distribution with marginals $x$. Now it is simple to show using submodularity of $f_{i}$ that

$$
\mathbb{E}_{S \sim x}\left[f_{i}(S \mid\{j\} \in S)\right]-\mathbb{E}_{S \sim x}\left[f_{i}(S \mid\{j\} \notin S)\right] \leq f_{i}(\{j\})-f_{i}(\emptyset) \leq b
$$

Accordingly, we have that

$$
\left\|D \vec{F}(x)_{\cdot, j}\right\| \leq b\|\mathbf{1}\|=b \sqrt{n} .
$$

This gives us a component-wise bound on each element of the vector

$$
\left(\nabla h(\vec{F}(x))-\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right) D \vec{F}\left(x^{\prime}\right)
$$

Putting it all together, we have

$$
\begin{aligned}
\left\|\left(\nabla h(\vec{F}(x))-\nabla h\left(\vec{F}\left(x^{\prime}\right)\right)\right) D \vec{F}\left(x^{\prime}\right)\right\| & \leq b \sqrt{n} L\left\|x-x^{\prime}\right\| \cdot\|\mathbf{1}\| \\
& \leq b \sqrt{n|V|} \cdot L \cdot\left\|x-x^{\prime}\right\|
\end{aligned}
$$

and summing the two terms yields the final Lipschitz constant $b \sqrt{n|V|} L+b \sqrt{k}$.
Now the final convergence rate for MFW stated in Theorem 5.4.1 follows from plugging the above Lipschitz bound into Lemma B.4.1. We also remark that the above argument trivially goes through for an arbitrary (not necessarily submodular) functions:

Lemma B.4.3. Suppose that each function $f: \mathbb{R}^{|V|} \rightarrow \mathbb{R}$ in the support of $P$ has bounded norm gradients $\max _{i=1, \ldots,|V|}\left|\nabla_{i} f\right| \leq b$ which are also $L_{f}$-Lipschitz. Then under the high variance condition, the corresponding DRO objective $G$ has $L_{G}$-Lipschitz gradient with $L_{G} \leq L_{f}+b \sqrt{n|V|} L$, where $L$ is as defined in Lemma 5.4.2.

## B. 5 Rounding to a distribution over subsets

The output of MFW is a fractional vector $x \in \mathcal{X}$. Lemma 5.4.1 guarantees this $x$ can be converted into a distribution $\mathcal{D}$ over feasible subsets, and moreover, that the attainable solution value from doing so is within a ( $1-1 / e$ ) factor of the optimal value for the DRO problem. This result is essentially standard (see Wilder (2018a) for a more detailed presentation), but we sketch the process here for completeness.

There are two steps. First, we argue that $x$ can be converted into a distribution over subsets with equivalent value for the DRO problem. Second, we argue that the optimal $x$ (product distribution) has value within $(1-1 / e)$ of the optimal arbitrary distribution over subsets.

For the first step, our starting point is the swap rounding algorithm of Chekuri et al. (2010). Swap rounding is a randomized rounding algorithm which takes a vector $x$ and returns a feasible subset $S$. For any single submodular function and its multilinear extension $F$, swap rounding guarantees $\mathbb{E}[f(S)] \geq F(x)$. In our setting, such guarantees cannot be obtained for a single $S$ since we want to simultaneously match the value of $x$ with respect to $n$ submodular functions $f_{1}, \ldots, f_{n}$. However, swap rounding obeys a desirable concentration property which allows us to form a distribution $\mathcal{D}$ by running swap rounding independently several times and returning the empirical distribution over the outputs. Provided that we take sufficiently many samples, $\mathcal{D}$ is guaranteed to satisfy $\mathbb{E}_{S \sim \mathcal{D}}\left[f_{i}(S)\right] \geq F_{i}(x)-\varepsilon$ for all $i=1, \ldots, n$ with high probability. Specifically, Wilder (2018a) show that it suffices to draw $O\left(\frac{\log \frac{n}{\delta}}{\varepsilon^{3}}\right)$ sets via swap rounding in order for this guarantee to hold with probability $1-\delta$.

The other piece of Lemma 5.4.1 relates the optimal value for Problem (5.20) (optimizing over product distributions) to the optimal value for the complete DRO problem (optimizing over arbitrary distributions). These values are easily shown to be within $(1-1 / e)$ of each other by applying the correlation gap result of Agrawal et al. (2010). For any product distribution $p$ over subsets, let $\operatorname{marg}(p)$ denote the set of (potentially correlated) distributions with the same marginals as $p$. This result shows that for any submodular function $f$,

$$
\max _{p: \text { a product distribution }} \max _{q \in \operatorname{marg}(p)} \frac{\mathbb{E}_{S \sim q}[f(S)]}{\mathbb{E}_{S \sim p}[f(S)]} \leq \frac{e}{e-1}
$$

and now Lemma 5.4.1 follows by applying the correlation gap bound to each of the $f_{i}$.

## Appendix C

## Robust Budget Allocation

## C. 1 Worst-Case Approximation Ratio versus True Worst-Case

Consider the function $f(x ; \theta)$ defined on $\{0,1\} \times\{0,1\}$, with values given by:

$$
f(x ; 0)=\left\{\begin{array}{ll}
1 & x=0  \tag{C.1}\\
0.6 & x=1,
\end{array} \quad f(x ; 1)= \begin{cases}1 & x=0 \\
2 & x=1\end{cases}\right.
$$

We wish to choose $x$ to maximize $f(x ; \theta)$ robustly with respect to adversarial choices of $\theta$. If $\theta$ were fixed, we could directly choose $x_{\theta}^{*}$ to maximize $f(x ; \theta)$. In particular, $x_{0}^{*}=0$ and $x_{1}^{*}=1$. Of course, we want to deal with worst-case $\theta$. One option is to maximize the worst-case approximation ratio:

$$
\begin{equation*}
\max _{x} \min _{\theta} \frac{f(x ; \theta)}{f\left(x_{\theta}^{*} ; \theta\right)} \tag{C.2}
\end{equation*}
$$

One can verify that the best $x$ according to this criterion is $x=1$, with worstcase approximation ratio 0.6 and worst-case function value 0.6 . In this chapter, we optimize the worst-case of the actual function value:

$$
\begin{equation*}
\max _{x} \min _{\theta} f(x ; \theta) \tag{C.3}
\end{equation*}
$$

This criterion will select $x=0$, which has a worse worst-case approximation ratio of 0.5 , but actually guarantees a function value of 1 , significantly better than the 0.6 achieved by the other formulation of robustness.

## C. 2 DR-submodularity and $L^{\natural}$-convexity

A function is $L^{\natural}$-convex if it satisfies a discrete version of midpoint convexity, i.e. for all $x, y$ it holds that

$$
\begin{equation*}
f(x)+f(y) \geq f\left(\left\lceil\frac{x+y}{2}\right\rceil\right)+f\left(\left\lfloor\frac{x+y}{2}\right\rfloor\right) \tag{C.4}
\end{equation*}
$$

where the floor $\lfloor\cdot\rfloor$ and ceiling $\lceil\cdot\rceil$ functions are interpreted elementwise.

Remark C.2.1. An $L^{\natural}$-convex function need not be DR-submodular, and vice-versa. Hence algorithms for optimizing one type may not apply for the other.

Proof. Consider $f_{1}\left(x_{1}, x_{2}\right)=-x_{1}^{2}-2 x_{1} x_{2}$ and $f_{2}\left(x_{1}, x_{2}\right)=x_{1}^{2}+x_{2}^{2}$, both defined on $\{0,1,2\} \times\{0,1,2\}$. The function $f_{1}$ is DR -submodular but violates discrete midpoint convexity for the pair of points $(0,0)$ and $(2,2)$, while $f_{2}$ is $L^{\natural}$-convex but does not have diminishing returns in either dimension.

Intuitively-speaking, $L^{\natural}$-convex functions look like discretizations of convex functions. The continuous objective function $\mathcal{I}(x, y)$ we consider need not be convex, hence its discretization need not be $L^{\natural}$-convex, and we cannot use those tools. However, in some regimes (namely if each $y(s) \in\{0\} \cup[1, \infty)$ ), it happens that $\mathcal{I}(x, y)$ is DR-submodular in $x$.

## C. 3 Constrained Continuous Submodular Function Minimization

## C.3.1 Solving the Optimization Problem

Here, we describe how to solve the convex problem (6.15) to which we reduced the original constrained submodular minimization problem. Bach (2019), at the beginning of Section 5.2, states that this surrogate problem can be optimized via the Frank-Wolfe method and its variants. However, Bach (2019) only elaborates on the simpler version of Problem (6.15) without the extra functions $a_{i x_{i}}$. Here we detail how Frank-Wolfe algorithms can be used to solve the more general parametric regularized problem. Our aim is to spell out very clearly the applicability of Frank-Wolfe to this problem, for the ease of practitioners.

Bach (2019) notes that, by duality, Problem (6.15) is equivalent to:

$$
\begin{aligned}
& \min _{\rho \in \prod_{i=1}^{n} \mathbb{R}_{\downarrow}^{k_{i}-1}} h_{\downarrow}(\rho)-H(0)+\sum_{i=1}^{n} \sum_{x_{i}=1}^{k_{i}-1} a_{i x_{i}}\left[\rho_{i}\left(x_{i}\right)\right] \\
= & \min _{\rho \in \prod_{i=1}^{n} \mathbb{R}_{\downarrow}^{k_{i}-1}} \max _{w \in B(H)}\langle\rho, w\rangle+\sum_{i=1}^{n} \sum_{x_{i}=1}^{k_{i}-1} a_{i x_{i}}\left[\rho_{i}\left(x_{i}\right)\right] \\
= & \max _{w \in B(H)}\left\{\min _{\rho \in \prod_{i=1}^{n} \mathbb{R}_{\downarrow}^{k_{i}-1}}\langle\rho, w\rangle+\sum_{i=1}^{n} \sum_{x_{i}=1}^{k_{i}-1} a_{i x_{i}}\left[\rho_{i}\left(x_{i}\right)\right]\right\} \\
:= & \max _{w \in B(H)} f(w) .
\end{aligned}
$$

Here, the base polytope $B(H)$ happens to be the convex hull of all vectors $w$ which could be output by the greedy algorithm in (Bach, 2019).

It is the dual problem, where we maximize over $w$, which is amenable to FrankWolfe. For Frank-Wolfe methods, we need two oracles: an oracle which, given $w$, returns $\nabla f(w)$; and an oracle which, given $\nabla f(w)$, produces a point $s$ which solves the linear optimization problem $\max _{s \in B(H)}\langle s, \nabla f(w)\rangle$.

Per Bach (2019), an optimizer of the linear problem can be computed directly from the greedy algorithm. For the gradient oracle, recall that we can find a subgradient
of $g(x)=\min _{y} h(x, y)$ at the point $x_{0}$ by finding $y\left(x_{0}\right)$ which is optimal for the inner problem, and then computing $\nabla_{x} h\left(x, y\left(x_{0}\right)\right)$. Moreover, if such $y\left(x_{0}\right)$ is the unique optimizer, then the resulting vector is indeed the gradient of $g(x)$ at $x_{0}$. Hence, in our case, it suffices to first find $\rho(w)$ which solves the inner problem, and then $\nabla f(w)$ is simply $\rho(w)$ because the inner function is linear in $w$. Since each function $a_{i x_{i}}$ is strictly convex, the minimizer $\rho(w)$ is unique, confirming that we indeed get a gradient of $f$, and that $f$ is differentiable.

Of course, we still need to compute the minimizer $\rho(w)$. For a given $w$, we want to solve

$$
\min _{\rho \in \prod_{i=1}^{n} \mathbb{R}_{\downarrow}^{k_{i}-1}}\langle\rho, w\rangle+\sum_{i=1}^{n} \sum_{x_{i}=1}^{k_{i}-1} a_{i x_{i}}\left[\rho_{i}\left(x_{i}\right)\right]
$$

There are no constraints coupling the vectors $\rho_{i}$, and the objective is similarly separable, so we can independently solve $n$ problems of the form

$$
\min _{\rho \in \mathbb{R}_{\downarrow}^{k-1}}\langle\rho, w\rangle+\sum_{j=1}^{k-1} a_{j}\left(\rho_{j}\right) .
$$

Recall that each function $a_{i y_{i}}(t)$ takes the form $\frac{1}{2} t^{2} r_{i y_{i}}$ for some $r_{i y_{i}}>0$. Let $D=$ $\operatorname{diag}(r)$, the $(k-1) \times(k-1)$ matrix with diagonal entries $r_{j}$. Our problem can then be written as

$$
\begin{aligned}
\min _{\rho \in \mathbb{R}_{\downarrow}^{k-1}}\langle\rho, w\rangle+\frac{1}{2} \sum_{j=1}^{k-1} r_{j} \rho_{j}^{2} & =\min _{\rho \in \mathbb{R}_{\downarrow}^{k-1}}\langle\rho, w\rangle+\frac{1}{2}\langle D \rho, \rho\rangle \\
& =\min _{\rho \in \mathbb{R}_{\downarrow}^{k-1}}\left\langle D^{1 / 2} \rho, D^{-1 / 2} w\right\rangle+\frac{1}{2}\left\langle D^{1 / 2} \rho, D^{1 / 2} \rho\right\rangle .
\end{aligned}
$$

Completing the square, the above problem is equivalent to

$$
\begin{aligned}
\min _{\rho \in \mathbb{R}_{\downarrow}^{k-1}}\left\|D^{1 / 2} \rho+D^{-1 / 2} w\right\|_{2}^{2} & =\min _{\rho \in \mathbb{R}_{\downarrow}^{k-1}} \sum_{j=1}^{k-1}\left(r_{j}^{1 / 2} \rho_{j}+r_{j}^{-1 / 2} w_{j}\right)^{2} \\
& =\min _{\rho \in \mathbb{R}_{\downarrow}^{k-1}} \sum_{j=1}^{k-1} r_{j}\left(\rho_{j}+r_{j}^{-1} w_{j}\right)^{2} .
\end{aligned}
$$

This last expression is precisely the problem which is called weighted isotonic regression: we are fitting $\rho$ to $\operatorname{diag}\left(r^{-1}\right) w$, with weights $r$, subject to a monotonicity constraint. Weighted isotonic regression is solved efficiently via the Pool Adjacent Violators algorithm of Best and Chakravarti (1990).

## C.3.2 Runtime

Frank-Wolfe returns an $\tau$-suboptimal solution in $O\left(\tau^{-1} D^{2} L\right)$ iterations, where $D$ is the diameter of the feasible region, and $L$ is the Lipschitz constant for the gradient of the objective (Jaggi, 2013). Our optimization problem is $\max _{w \in B(H)} f(w)$ as defined in the previous section. Each $w \in B(H)$ has $O\left(n \delta^{-1}\right)$ coordinates of the form $H^{\delta}(x+$ $\left.e_{i}\right)-H^{\delta}(x)$. Since $H^{\delta}$ is an expected influence in the range $[0, T]$, we can bound the magnitude of each coordinate of $w$ by $T$ and hence $D^{2}$ by $O\left(n \delta^{-1} T^{2}\right)$. If $\alpha$ is the minimum derivative of the functions $R_{i}$, then the smallest coefficient of the functions $a_{i x_{i}}(t)$ is bounded below by $\alpha \delta$. Hence the objective is the conjugate of an $\alpha \delta$-strongly convex function, and therefore has $\alpha^{-1} \delta^{-1}$-Lipschitz gradient. Combining these, we arrive at the $O\left(\tau^{-1} n \delta^{-2} \alpha^{-1} T^{2}\right)$ iteration bound. The most expensive step in each iteration is computing the subgradient, which requires sorting the $O\left(n \delta^{-1}\right)$ elements of $\rho$ in time $O\left(n \delta^{-1} \log n \delta^{-1}\right)$. Hence the total runtime of Frank-Wolfe is $O\left(\tau^{-1} n^{2} \delta^{-3} \alpha^{-1} T^{2} \log n \delta^{-1}\right)$.

As specified in the main text, relating an approximate solution of (6.15) to a solution of (6.12) is nontrivial. Assume $\rho^{*}$ has distinct elements separated by $\eta$, and chose $\tau$ to be less than $\eta^{2} \alpha \delta / 8$. If $\rho$ is $\tau$-suboptimal, then by $\alpha \delta$-strong convexity we must have $\left\|\rho-\rho^{*}\right\|_{2}<\eta / 2$, and therefore $\left\|\rho-\rho^{*}\right\|_{\infty}<\eta / 2$. Since the smallest consecutive gap between elements of $\rho^{*}$ is $\eta$, this implies that $\rho$ and $\rho^{*}$ have the same ordering, and therefore admit the same solution $x$ after thresholding. Accounting for this choice in $\tau$, we have an exact solution to (6.12) in total runtime of $O\left(\eta^{-2} n^{2} \delta^{-4} \alpha^{-2} T^{2} \log n \delta^{-1}\right)$.

## Appendix D

## Escaping saddle points with Adaptive Gradient Methods and perturbations

## D. 1 More Insights from Idealized Adaptive Methods (IAM)

Suppose for now that we have oracle access to $G_{t}=\mathbb{E}\left[g_{t} g_{t}^{T}\right]$. Why should preconditioning by $A=\mathbb{E}\left[g g^{T}\right]^{-1 / 2}$ help optimization? The original Adam paper (Kingma and Ba, 2015) argues that Adam is an approximation to natural gradient descent, since if the objective $f$ is a log-likelihood, $\mathbb{E}\left[g g^{T}\right]$ approximates the Fisher information matrix $F$, which captures curvature information in the space of distributions. This connection is tenuous at best, since the approximation $F \approx \mathbb{E}\left[g g^{T}\right]$ is only valid near optimality. Moreover, the exponent is wrong: Adam preconditions by $\mathbb{E}\left[g g^{T}\right]^{-1 / 2}$, but natural gradient should precondition by $\mathbb{E}\left[g g^{T}\right]^{-1}$. But using the exponent -1 is reported in the literature as unstable, even for Adagrad:"without the square root operation, the algorithm performs much worse" (Ruder, 2016). So the exponent is changed to $-1 / 2$ instead of -1 .

Both of the above issues with the natural gradient interpretation are also pointed
out by Balles and Hennig (2018), who argue that the primary function of adaptive methods is to equalize the stochastic gradient noise in each direction. But it is still not clear precisely why or how equalized noise should help optimization.

By assuming oracle access to $\mathbb{E}\left[g g^{T}\right]$, we can immediately argue that the exponent cannot be more aggressive than $-1 / 2$. Suppose we run preconditioned SGD with the preconditioner $G_{t}^{-1}$ (instead of $G_{t}^{-1 / 2}$ as in RMSProp), and apply this to a noiseless problem; that is, $g_{t}$ always equals the full gradient $\nabla_{t}=\nabla f\left(x_{t}\right)$. The preconditioner is then

$$
\begin{equation*}
A_{t}=\left(\mathbb{E}\left[g_{t} g_{t}^{T}\right]+\varepsilon I\right)^{-1}=\left(\nabla_{t} \nabla_{t}^{T}+\varepsilon I\right)^{-1} \tag{D.1}
\end{equation*}
$$

Taking $\varepsilon \rightarrow 0$, the idealized RMSProp update approaches

$$
\begin{equation*}
w_{t+1} \leftarrow w_{t}-\eta \frac{\nabla_{t}}{\left\|\nabla_{t}\right\|^{2}} . \tag{D.2}
\end{equation*}
$$

First, the actual descent direction is not changed, and curvature is totally absent. Second, the resulting algorithm is unstable unless $\eta$ decreases rapidly: as $x_{t}$ approaches a stationary point, the magnitude of the step $\nabla_{t} /\left\|\nabla_{t}\right\|^{2}$ grows arbitrarily large, making it impossible to converge without rapidly decreasing the stepsize.

By contrast, using the standard $-1 / 2$ exponent and taking $\varepsilon \rightarrow 0$ in the noiseless case yields normalized gradient descent:

$$
\begin{equation*}
w_{t+1} \leftarrow w_{t}-\eta \frac{\nabla_{t}}{\left\|\nabla_{t}\right\|} \tag{D.3}
\end{equation*}
$$

In neither case do adaptive methods actually change the direction of descent (e.g. via curvature information); only the stepsize is changed.

## D. 2 Algorithm Details

Per our estimation results in Section 7.4.1, we must alter RMSProp to ensure it achieves an accurate estimate of the preconditioner. Namely, before updating the parameter $w_{t}$, we need to burn-in the estimate for several iterations so the initial

```
Algorithm 8 BurnIn
    function BurnIn(burn-in length W, 
        for }t=0,\ldots,W\mathrm{ do
            gt}\leftarrow\mathrm{ stochastic gradient
            \mp@subsup{\hat{G}}{t}{}}\leftarrow\beta\mp@subsup{\hat{G}}{t-1}{}+(1-\beta)\mp@subsup{g}{t}{}\mp@subsup{g}{t}{T
        end for
        return }\mp@subsup{\hat{G}}{t}{
    end function
```

```
Algorithm 9 Hallucinate
    function Hallucinate(hallucination length \(\left.S, \beta, \hat{G}, w_{\text {start }}, w_{\text {end }}\right)\)
        for \(s=0, \ldots, S\) do
            \(g_{s} \leftarrow\) stochastic gradient at \(w_{\text {start }}+\frac{s}{S}\left(w_{\text {end }}-w_{\text {start }}\right)\)
            \(\hat{G} \leftarrow \beta \hat{G}+(1-\beta) g_{s} g_{s}^{T}\)
        end for
        return \(\hat{G}\)
    end function
```

estimate $\hat{G}_{0}$ is accurate. This subroutine is given in Algorithm 8.
Later, when we prove second-order convergence, we need to modify RMSProp to occassionally take a large step. However, this complicates estimation: per Theorem 7.4.1, estimation quality deteriorates as the step size increases. Naively applying Theorem 7.4.1 to the large stepsize yields an estimate of $G$ that is not accurate enough. To get around this, every time RMSProp takes a large step, we will hallucinate a number of smaller steps to feed into the estimation procedure. This is formalized in Algorithm 9. Overall, the variant of RMSProp we study is formalized in Algorithm 10.

## D. 3 Curvature and noise constants for different preconditioners

Our analysis for general preconditioners depends on constants $\Lambda_{1}, \Lambda_{2}, \Gamma, \nu$, as well as $\lambda_{-}=\lambda_{\min }(A)$ that measure various properties of the preconditioner $A$. For convenience, we reproduce the definition:

Definition D.3.1. We say $A(w)$ is a $\left(\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}\right)$-preconditioner if, for all $x$ in the

```
Algorithm 10 Full-matrix RMSProp with increasing stepsize
    Input: initial \(w_{0}\), time \(T\), stepsizes \(\eta\), \(r\), threshold \(t_{\text {thresh }}\), time \(S\), burn-in length
    \(W\), momentum \(\beta\)
    \(\hat{G}_{0} \leftarrow \operatorname{BurnIn}(W, \beta) \quad \triangleright\) Algorithm 8
    for \(t=0, \ldots, T\) do
        \(g_{t} \leftarrow\) stochastic gradient at \(w_{t}\)
        \(\hat{G}_{t} \leftarrow \beta \hat{G}_{t-1}+(1-\beta) g_{t} g_{t}^{T}\)
        \(A_{t} \leftarrow \hat{G}_{t}^{-1 / 2}\)
        if \(t \bmod t_{\text {thresh }}=0\) then
            \(w_{t+1} \leftarrow w_{t}-r A_{t} g_{t}\)
            \(\hat{G}_{t} \leftarrow \operatorname{Hallucinate}\left(S, \beta, \hat{G}_{t}, w_{t}, w_{t+1}\right) \quad \triangleright\) Algorithm 9
        else
            \(w_{t+1} \leftarrow w_{t}-\eta A_{t} g_{t}\)
        end if
    end for
```

domain, the following bounds hold. First, $\|A \nabla f\|^{2} \leq \Lambda_{1}\left\|A^{1 / 2} \nabla f\right\|^{2}$. Second, if $\tilde{f}(w)$ is the quadratic approximation of $f$ at some point $w_{0}$, we assume $\|A(\nabla f-\nabla \tilde{f})\| \leq$ $\Lambda_{2}\|\nabla f-\nabla \tilde{f}\|$. Third, $\Gamma \geq \mathbb{E}\left[\|A g\|^{2}\right]$. Fourth, $\nu \leq \lambda_{\min }\left(A \mathbb{E}\left[g g^{T}\right] A^{T}\right)$. Finally, $\lambda_{-} \leq \lambda_{\min }(A)$.

As before, we write $G=\mathbb{E}\left[g g^{T}\right]$ throughout.

## D.3.1 Constants for identity preconditioner

In the simplest case, $A=I$ and we merely run SGD. We reproduce Proposition 7.4.3:
Proposition D.3.1. The preconditioner $A=I$ is a $\left(\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}\right)$-preconditioner, with $\Lambda_{1}=\Lambda_{2}=1, \Gamma=\mathbb{E}\left[\|g\|^{2}\right], \nu \leq \lambda_{\min }(G)$, and $\lambda_{-}=1$.

The overall second-order complexity depends on

$$
\begin{equation*}
\frac{\Lambda_{1} \Lambda_{2} \Gamma}{\nu}=\frac{\mathbb{E}\left[\|g\|^{2}\right]}{\lambda_{\min }(G)}, \tag{D.4}
\end{equation*}
$$

as well as $\lambda_{-}=\lambda_{\min }(A)=1$.
Proof of Proposition D.3.1. Clearly, $\Lambda_{1}=\Lambda_{2}=\lambda_{-}=1$. Then,

$$
\begin{equation*}
\mathbb{E}\left[\|A g\|^{2}\right]=\mathbb{E}\left[\|g\|^{2}\right]=: \Gamma . \tag{D.5}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
\lambda_{\min }\left(A G A^{T}\right)=\lambda_{\min }(G)=: \nu \tag{D.6}
\end{equation*}
$$

## D.3.2 Constants for full matrix IAM

Write $G=\mathbb{E}\left[g g^{T}\right]$, and define the preconditioner $A$ by $A=(G+\varepsilon I)^{-1 / 2}$. We reproduce Proposition 7.4.4:

Proposition D.3.2. The preconditioner $A=(G+\varepsilon I)^{-1 / 2}$ is a $\left(\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}\right)$preconditioner, with

$$
\begin{equation*}
\Lambda_{1}=\Lambda_{2}=\left(\lambda_{\min }(G)+\varepsilon\right)^{-1 / 2}, \Gamma=\frac{d \lambda_{\max }(G)}{\varepsilon+\lambda_{\max }(G)}, \nu=\frac{\lambda_{\min }(G)}{\lambda_{\min }(G)+\varepsilon} \tag{D.7}
\end{equation*}
$$

and $\lambda_{-}=\left(\lambda_{\max }(G)+\varepsilon\right)^{-1 / 2}$.

Overall, the complexity depends on $\Lambda_{1} \Lambda_{2} \Gamma / \nu$ :

$$
\begin{align*}
\frac{\Lambda_{1} \Lambda_{2} \Gamma}{\nu} & =\frac{1}{\sqrt{\lambda_{\min }(G)+\varepsilon}} \cdot \frac{1}{\sqrt{\lambda_{\min }(G)+\varepsilon}} \cdot \frac{d \lambda_{\max }(G)}{\varepsilon+\lambda_{\max }(G)} \cdot \frac{\lambda_{\min }(G)+\varepsilon}{\lambda_{\min }(G)}  \tag{D.8}\\
& =\frac{d \lambda_{\max }(G)}{\left(\varepsilon+\lambda_{\max }(G)\right) \lambda_{\min }(G)} \tag{D.9}
\end{align*}
$$

Therefore

$$
\begin{align*}
\frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4}}{\lambda_{-}^{10} \nu^{4}} & \leq\left(\frac{d \lambda_{\max }(G)}{\left(\varepsilon+\lambda_{\max }(G)\right) \lambda_{\min }(G)}\right)^{4}\left(\lambda_{\max }(G)+\varepsilon\right)^{5}  \tag{D.10}\\
& =d^{4} \kappa(G)^{4}\left(\lambda_{\max }(G)+\varepsilon\right) \tag{D.11}
\end{align*}
$$

Note that when $\varepsilon=0$ and we do not regularize the preconditioner, the complexity bound is

$$
\begin{equation*}
\frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4}}{\lambda_{-}^{10} \nu^{4}}=d^{4} \kappa(G)^{4} \lambda_{\max }(G) \tag{D.12}
\end{equation*}
$$

If we make the optimistic but often reasonable assumptions that $\Lambda_{1}=O(1)$ (if $A$ is aligned well with the Hessian) and $\Lambda_{2}=O(1)$ (the function $f$ is essentially quadratic at saddle points) then all dependence on $\lambda_{\min }(G)$ vanishes, and the bound is

$$
\begin{equation*}
\frac{\Gamma^{4}}{\lambda_{-}^{10} \nu^{4}}=d^{4} \lambda_{\max }(G)^{5} \tag{D.13}
\end{equation*}
$$

Proof of Proposition 7.4.4. We can bound both $\Lambda_{1}$ and $\Lambda_{2}$ by

$$
\begin{equation*}
\Lambda_{1}, \Lambda_{2} \leq \lambda_{\max }(A)=\lambda_{\min }(G+\varepsilon I)^{-1 / 2}=\left(\lambda_{\min }(G)+\varepsilon\right)^{-1 / 2} \tag{D.14}
\end{equation*}
$$

For $\Gamma$, we need to bound $\mathbb{E}\left[\|A g\|^{2}\right]=\operatorname{tr}\left(A^{2} G\right)$. Expanding, we may write

$$
\begin{equation*}
A^{2} G=(G+\varepsilon I)^{-1} G \tag{D.15}
\end{equation*}
$$

The mapping $t \mapsto t /(t+\varepsilon)$ is increasing, so by using the bound $\lambda_{\max }(G) I \succeq G$, we may bound

$$
\begin{equation*}
A^{2} G \preceq \frac{\lambda_{\max }(G)}{\varepsilon+\lambda_{\max }(G)} I . \tag{D.16}
\end{equation*}
$$

It follows that we can bound the trace of $A^{2} G$ by

$$
\begin{equation*}
\Gamma=d \cdot \frac{\lambda_{\max }(G)}{\varepsilon+\lambda_{\max }(G)} \tag{D.17}
\end{equation*}
$$

Next, $\nu$ is a bound on the least eigenvalue of

$$
\begin{equation*}
A G A^{T}=(G+\varepsilon I)^{-1 / 2} G(G+\varepsilon I)^{-1 / 2}=(G+\varepsilon I)^{-1} G \tag{D.18}
\end{equation*}
$$

Since $t \mapsto t /(t+\varepsilon)$ is increasing, it is minimized when $t$ is small. Therefore

$$
\begin{equation*}
\lambda_{\min }\left(A G A^{T}\right) \geq \frac{\lambda_{\min }(G)}{\lambda_{\min }(G)+\varepsilon}=: \nu . \tag{D.19}
\end{equation*}
$$

## D.3.3 Constants for diagonal IAM

Define the preconditioner $A$ by $A=\operatorname{diag}\left(\mathbb{E}\left[g^{2}\right]+\varepsilon\right)^{-1 / 2}$.

Proposition D.3.3. The preconditioner $A=\operatorname{diag}\left(\mathbb{E}\left[g^{2}\right]+\varepsilon\right)^{-1 / 2}$ is a $\left(\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}\right)$preconditioner, with

$$
\begin{align*}
\Lambda_{1}=\Lambda_{2} & =\left(\varepsilon+\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right)^{-1 / 2},  \tag{D.20}\\
\Gamma & =\frac{d \max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]}{\varepsilon+\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]},  \tag{D.21}\\
\nu & =\frac{\lambda_{\min }\left(G \operatorname{diag}(G)^{-1}\right) \cdot \min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]}{\varepsilon+\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]}, \text { and }  \tag{D.22}\\
\lambda_{-} & =\left(\varepsilon+\max _{i \in[d]} \mathbb{E}\left[g_{i}\right]^{2}\right)^{-1 / 2} . \tag{D.23}
\end{align*}
$$

Overall,

$$
\begin{align*}
\frac{\Lambda_{1} \Lambda_{2} \Gamma}{\nu} & =\frac{\varepsilon+\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]}{\left(\varepsilon+\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right) \cdot \lambda_{\min }\left(G \operatorname{diag}(G)^{-1}\right) \min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]} \cdot \frac{d \cdot \max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]}{\varepsilon+\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]}  \tag{D.24}\\
& =\frac{1}{\lambda_{\min }\left(G \operatorname{diag}(G)^{-1}\right) \min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]} \cdot \frac{d \cdot \max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]}{\varepsilon+\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]} \tag{D.25}
\end{align*}
$$

so the overall second-order dependence is

$$
\begin{align*}
\frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4}}{\lambda_{-}^{10} \nu^{4}} & =\frac{\left(\varepsilon+\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right)^{5}}{\lambda_{\min }\left(G \operatorname{diag}(G)^{-1}\right)^{4}\left(\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right)^{4}} \cdot \frac{d^{4} \cdot\left(\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right)^{4}}{\left(\varepsilon+\max _{i \in[d])} \mathbb{E}\left[g_{i}^{2}\right]\right)^{4}}  \tag{D.27}\\
& =\frac{\left(\varepsilon+\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right) \cdot d^{4} \cdot\left(\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right)^{4}}{\lambda_{\min }\left(G \operatorname{diag}(G)^{-1}\right)^{4}\left(\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right)^{4}} \tag{D.28}
\end{align*}
$$

If we set $\varepsilon=0$ and do not regularize the preconditioner, the complexity bound is

$$
\begin{equation*}
\frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4}}{\lambda_{-}^{10} \nu^{4}}=\frac{d^{4} \cdot\left(\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right)^{5}}{\lambda_{\min }\left(G \operatorname{diag}(G)^{-1}\right)^{4}\left(\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right)^{4}} \tag{D.29}
\end{equation*}
$$

Proof of Proposition D.3.3. As before, we can bound both $\Lambda_{1}$ and $\Lambda_{2}$ by

$$
\begin{equation*}
\Lambda_{1}, \Lambda_{2} \leq \lambda_{\max }(A)=\left(\varepsilon+\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]\right)^{-1 / 2} \tag{D.30}
\end{equation*}
$$

For $\Gamma$, using the same manipulations as before, we want to bound

$$
\begin{align*}
\mathbb{E}\left[\|A g\|^{2}\right] & =\operatorname{tr}\left(\operatorname{diag}\left(\mathbb{E}\left[g^{2}\right]\right) \operatorname{diag}\left(\varepsilon+\mathbb{E}\left[g^{2}\right]\right)^{-1}\right)  \tag{D.31}\\
& =\operatorname{tr}\left(\operatorname{diag}\left(\frac{\mathbb{E}\left[g^{2}\right]}{\varepsilon+\mathbb{E}\left[g^{2}\right]}\right)\right)  \tag{D.32}\\
& \leq d \cdot \frac{\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]}{\varepsilon+\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]} . \tag{D.33}
\end{align*}
$$

Again, bounding $\nu$ is difficult, as we would need to bound the least eigenvalue of

$$
\begin{align*}
A \mathbb{E}\left[g g^{T}\right] A & =\mathbb{E}\left[g g^{T}\right] \operatorname{diag}\left(\varepsilon+\mathbb{E}\left[g^{2}\right]\right)^{-1}  \tag{D.34}\\
& =G(\varepsilon+\operatorname{diag}(G))^{-1}  \tag{D.35}\\
& =G\left(\operatorname{diag}(G)^{-1}-\operatorname{diag}(G)^{-1}\left(\varepsilon^{-1} I+\operatorname{diag}(G)^{-1}\right)^{-1} \operatorname{diag}(G)^{-1}\right)  \tag{D.36}\\
& =G \operatorname{diag}(G)^{-1}\left(I-\left(\varepsilon^{-1} I+\operatorname{diag}(G)^{-1}\right)^{-1} \operatorname{diag}(G)^{-1}\right) \tag{D.37}
\end{align*}
$$

The first two terms are $\nu$ if we had not added $\varepsilon$ to $A$. The remaining terms can be bounded as before by

$$
\begin{equation*}
I-\left(\varepsilon^{-1} I+\operatorname{diag}(G)^{-1}\right)^{-1} \operatorname{diag}(G)^{-1} \succeq \frac{\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]}{\varepsilon+\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]} \cdot I \tag{D.38}
\end{equation*}
$$

so that overall we can take

$$
\begin{equation*}
\nu=\lambda_{\min }\left(G \operatorname{diag}(G)^{-1}\right) \cdot \frac{\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]}{\varepsilon+\min _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]} \leq \lambda_{\min }\left(G(\varepsilon+\operatorname{diag}(G))^{-1}\right) \tag{D.39}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
\lambda_{-}=\lambda_{\min }(A)=\frac{1}{\left(\max _{i \in[d]} \mathbb{E}\left[g_{i}^{2}\right]+\varepsilon\right)^{1 / 2}} \tag{D.40}
\end{equation*}
$$

```
Algorithm 11 Diagonal RMSProp with burn-in
    Input: initial \(w_{0}\), time \(T\), stepsize \(\eta\), burn-in length \(W\)
    \(\hat{v}_{0} \leftarrow \operatorname{diag}(\operatorname{BurnIn}(W, \beta))\)
    for \(t=0, \ldots, T\) do
        \(g_{t} \leftarrow\) stochastic gradient
        \(\hat{v}_{t} \leftarrow \beta \hat{v}_{t-1}+(1-\beta) g_{t}^{2}\)
        \(\hat{A}_{t} \leftarrow \operatorname{diag}\left(\hat{v}_{t}\right)^{-1 / 2}\)
        \(w_{t+1} \leftarrow w_{t}-\eta \hat{A}_{t} g_{t}\)
    end for
```

```
Algorithm 12 Diagonal RMSProp with increasing stepsize
    Input: initial \(w_{0}\), time \(T\), stepsizes \(\eta, r\), threshold \(t_{\text {thresh }}\), time \(S\), burn-in length
    \(W\), momentum \(\beta\)
    \(\hat{v}_{0} \leftarrow \operatorname{diag}(\operatorname{BurnIn}(W, \beta)) \quad \triangleright\) Algorithm 8
    for \(t=0, \ldots, T\) do
        \(g_{t} \leftarrow\) stochastic gradient at \(w_{t}\)
        \(\hat{v}_{t} \leftarrow \beta \hat{v}_{t-1}+(1-\beta) g_{t}^{2}\)
        \(A_{t} \leftarrow \operatorname{diag}\left(\hat{v}_{t}\right)^{-1 / 2}\)
        if \(t \bmod t_{\text {thresh }}=0\) then
            \(w_{t+1} \leftarrow w_{t}-r A_{t} g_{t}\)
            \(\hat{v}_{t} \leftarrow \operatorname{diag}\left(\operatorname{HaLLUCinate}\left(S, \beta, \operatorname{diag}\left(\hat{v}_{t}\right), w_{t}, w_{t+1}\right)\right) \quad \triangleright\) Algorithm 9
        else
            \(w_{t+1} \leftarrow w_{t}-\eta A_{t} g_{t}\)
        end if
    end for
```


## D. 4 Convergence results for the diagonal case

In this section we give convergence results for the diagonal approximation $A=$ $\operatorname{diag}\left(\mathbb{E}\left[g^{2}\right]+\varepsilon\right)^{-1 / 2}$.

There are three interacting components to the results. First, using estimates $Y_{t}=\operatorname{diag}\left(g_{t}^{2}\right)$, Theorem 7.4 .1 says we can accurately estimate $\mathbb{E}\left[Y_{t}\right]=\operatorname{diag}\left(\mathbb{E}\left[g_{t}^{2}\right]\right)$ via an exponential moving average, under reasonable assumptions. Second, the curvature and noise constants for this case are already given in Appendix D.3, specifically Proposition D.3.3. Finally, we plug these results in, together with Theorems 7.4.3 and 7.4.4, to get convergence bounds for the common diagonal version of RMSProp:

Corollary D.4.1. Consider diagonal RMSProp with burn-in, as in Algorithm 11, where we estimate $A=\left(\mathbb{E}\left[g^{2}\right]+\varepsilon\right)^{-1 / 2}$. Retain the same choice of $\eta=O\left(\tau^{2}\right)$ and
$T=O\left(\tau^{-4}\right)$ as in Theorem 7.4.3. For small enough $\tau$, such a choice of $\eta$ will yield $\Delta<\lambda_{-} / 2$. Choose all other parameters e.g. $\beta$ in accordance with Proposition 7.4.2. In particular, choose $W=\Theta\left(\eta^{-2 / 3}\right)=\Theta\left(\tau^{-4 / 3}\right)=O(T)$ for the burn-in parameter. Then with probability $1-\delta$, in overall time $O(W+T)=O\left(\tau^{-4}\right)$, we achieve

$$
\begin{equation*}
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right] \leq \tau^{2} \tag{D.41}
\end{equation*}
$$

Corollary D.4.2. Consider the diagonal RMSProp version of Algorithm 7 that is formalized in Algorithm 12. Retain the same choice of $\eta=O\left(\tau^{5 / 2}\right), r=O(\tau)$, and $T=O\left(\tau^{-5}\right)$ as in Theorem 7.4.4. For small enough $\tau$, such a choice of $\eta$ will yield $\Delta<\lambda_{-} / 2$. Choose $W=\Theta\left(\eta^{-2 / 3}\right)=\Theta\left(\tau^{-5 / 3}\right)=O(T)$ for the burn-in parameter Choose $S=O\left(\tau^{-3 / 2}\right)$, so that as far as the estimation scheme is concerned, the stepsize is bounded by $\max \{\eta, r / S\}=O\left(\tau^{5 / 2}\right)=O(\eta)$. Then with probability $1-\delta$, we can reach an $(\tau, \sqrt{\rho \tau})$-stationary point in total time

$$
\begin{equation*}
W+T=\tilde{O}\left(\frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{4}}{\lambda_{-}^{10} \nu^{4}} \cdot \frac{L^{3}}{\rho \delta^{3}} \cdot \tau^{-5}\right) \tag{D.42}
\end{equation*}
$$

where $\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}$are the constants describing $A=\operatorname{diag}\left(\mathbb{E}\left[g^{2}\right]+\varepsilon\right)^{-1 / 2}$.

Note that in Algorithms 11 and 12, it is simple to implement efficient diagonal versions of the BurnIn (Algorithm 8) and Hallucinate (Algorithm 9) subroutines.

## D. 5 Main Proof

Here we will study the convergence of Algorithm 7. This is the same as Algorithm 4 except that once in a while we take a large stepsize so we may escape saddlepoints.

In order to unify our results, we prove second order convergence for general preconditioners $A(w)$. The convergence rate will depend on various properties of $A(w)$, and $A=\mathbb{E}\left[g g^{T}\right]^{-1 / 2}$ will turn out to be particularly well-behaved.

## D.5.1 Definitions

Let $\rho$ be the Lipschitz constant of the Hessian $H$, and let $\alpha$ be the Lipschitz constant of the preconditioner matrix $A(w)$ as a function of the current iterate $w$. The usual stepsize is $\eta$, while $r$ is the occasional large stepsize that happens every $t_{\text {thresh }}$ iterations. $\delta$ is a small probability of failure, $d$ is the dimension. Since it will recur often, we define $\kappa=(1+\eta \gamma)$, where $\gamma$ is the magnitude of the most negative eigenvalue of $A^{1 / 2} H A^{1 / 2}$. By the following lemma, we will be able to lower bound $\gamma$ by $\lambda_{\text {min }}(A)\left|\lambda_{\text {min }}(H)\right| \geq \lambda_{-\sqrt{\rho \tau}}$ :

Lemma D.5.1. Suppose $A$ and $H$ are symmetric matrices, with $A \succ 0$ and $\lambda_{\min }(H)<$ 0 . Then there is a negative eigenvalue of $A^{1 / 2} H A^{1 / 2}$ with magnitude at least $\lambda_{\min }(A)\left|\lambda_{\min }(H)\right|$.

Proof. Let $v$ be the minimum eigenvector of $H$, so that $v^{T} H v=-\lambda_{\min }(H)\|v\|^{2}=$ $-\lambda_{\min }(H)$. Define the unit vector $u=A^{-1 / 2} v /\left\|A^{-1 / 2} v\right\|$. Then,

$$
\begin{equation*}
u^{T} A^{1 / 2} H A^{1 / 2} u=\frac{1}{\left\|A^{-1 / 2} v\right\|^{2}} v^{T} H v=-\frac{\lambda_{\min }(H)}{\left\|A^{-1 / 2} v\right\|^{2}} . \tag{D.43}
\end{equation*}
$$

The vector $u$ is not necessarily an eigenvector of $A^{1 / 2} H A^{1 / 2}$, but the above expression guarantees that $A^{1 / 2} H A^{1 / 2}$ has a negative eigenvalue with magnitude at least

$$
\begin{equation*}
\frac{\lambda_{\min }(H)}{\left\|A^{-1 / 2} v\right\|^{2}} \geq \frac{\lambda_{\min }(H)}{\lambda_{\max }\left(A^{-1}\right)\|v\|^{2}}=\lambda_{\min }(H) \lambda_{\min }(A) \tag{D.44}
\end{equation*}
$$

Throughout, we will assume that $A$ is a $\left(\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}\right)$-preconditioner, that $\hat{A}$ also satisfies the $\Lambda_{1}$ inequality, and that $\|\hat{A}-A\| \leq \Delta$.

Differing from Daneshmand et al. (2018), we will assume a uniform bound on $\|A g\| \leq M$. In general this bound need not depend on either the spectrum of $A$ or any uniform bound on $g$. For example, if $g$ were Gaussian, $A g$ would be a Gaussian with zero mean and identity covariance, so we would expect $\|A g\|=O(\sqrt{d})$ with high probability. In general $M$ should have the same scale as $\sqrt{\Gamma}$, and the statement of Theorem 7.4.4 reflects this.

The proofs rely on a few other quantities that we will optimally determine as a function of the problem parameters: $f_{\text {thresh }}$ is a threshold on the function value progress, and $g_{\text {thresh }}=f_{\text {thresh }} / t_{\text {thresh }}$ is the time-amortized average of $f_{\text {thresh }}$.

## D.5.2 High level picture

For shorthand we write $A_{t}:=A\left(w_{t}\right)$. Since we want to converge to a second order stationary point, our overall goal is to study the event

$$
\begin{align*}
\mathcal{E}_{t} & :=\left\{\left\|\nabla f\left(w_{t}\right)\right\| \geq \tau \text { or } \lambda_{\min }\left(\nabla^{2} f\left(w_{t}\right)\right) \leq-\sqrt{\rho} \tau^{1 / 2}\right\}  \tag{D.45}\\
& =\left\{\left\|\nabla f\left(w_{t}\right)\right\| \geq \tau \text { or }\left(\left\|\nabla f\left(w_{t}\right)\right\| \leq \tau \text { and } \lambda_{\min }\left(\nabla^{2} f\left(w_{t}\right)\right) \leq-\sqrt{\rho} \tau^{1 / 2}\right)\right\} . \tag{D.46}
\end{align*}
$$

(where $t$ is obvious from context, we will omit it. In words, $\mathcal{E}_{t}$ is the event that we are not at a second order stationary point. The main theorem results from bounding the progress we make when $\mathcal{E}_{t}$ does not yet hold, while also ensuring we do not leave once we hit a second order stationary point:

Lemma D.5.2. Suppose that both

$$
\begin{align*}
\mathbb{E}\left[f\left(w_{t+1}\right)-f\left(w_{t}\right) \mid \mathcal{E}_{t}\right] & \leq-g_{\mathrm{thresh}}  \tag{D.47}\\
\text { and } \mathbb{E}\left[f\left(w_{t+1}\right)-f\left(w_{t}\right) \mid \mathcal{E}_{t}^{c}\right] & \leq \delta g_{\text {thresh }} / 2 . \tag{D.48}
\end{align*}
$$

Set $T=2\left(f\left(w_{0}\right)-\min _{w} f(w)\right) /\left(\delta g_{\text {thresh }}\right)$. We return $w_{t}$ uniformly randomly from $w_{1}, \ldots, w_{T}$. Then, with probability at least $1-\delta$, we will have chosen a time $t$ where $\mathcal{E}_{t}$ did not occur.

Proof. Let $P_{t}$ be the probability that $\mathcal{E}_{t}$ occurs. Then,

$$
\begin{align*}
\mathbb{E}\left[f\left(w_{t+1}\right)-f\left(w_{t}\right)\right] & =\mathbb{E}\left[f\left(w_{t+1}\right)-f\left(w_{t}\right) \mid \mathcal{E}_{t}\right] P_{t}+\mathbb{E}\left[f\left(w_{t+1}\right)-f\left(w_{t}\right) \mid \mathcal{E}_{t}^{c}\right]\left(1-P_{t}\right)  \tag{D.49}\\
& \leq-g_{\text {thresh }} P_{t}+\delta g_{\text {thresh }} / 2 \cdot\left(1-P_{t}\right)  \tag{D.50}\\
& \leq \delta g_{\text {thresh }} / 2-(1+\delta / 2) g_{\text {thresh }} P_{t}  \tag{D.51}\\
& \leq \delta g_{\text {thresh }} / 2-g_{\text {thresh }} P_{t} . \tag{D.52}
\end{align*}
$$

Summing over all $T$ iterations, we have:

$$
\begin{gather*}
\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}\left[f\left(w_{t+1}\right)-f\left(w_{t}\right)\right] \leq g_{\mathrm{thresh}} \cdot \frac{1}{T} \sum_{t=1}^{T}\left(\delta / 2-P_{t}\right)  \tag{D.53}\\
\Longrightarrow \frac{1}{T} \sum_{t=1}^{T} P_{t} \leq \delta / 2+\frac{f\left(w_{0}\right)-f^{*}}{T g_{\mathrm{thresh}}} \leq \delta  \tag{D.54}\\
\Longrightarrow \frac{1}{T} \sum_{t=1}^{T}\left(1-P_{t}\right) \geq 1-\delta \tag{D.55}
\end{gather*}
$$

Theorem D.5.1. Write $\gamma=\lambda_{-\sqrt{\rho}} \tau^{1 / 2}$. Let $K$ be a universal constant. The parameter $\omega$ will be set later and depends only logarithmically on the other parameters. Set

$$
\begin{aligned}
r & =\gamma^{2} \cdot \frac{\delta \nu K}{54 \Lambda_{1} \Lambda_{2} \Gamma L \rho M} \\
\eta & =\gamma^{5} \cdot \frac{\delta^{2} \nu^{2} K^{2}}{324 M^{2} L^{2} \Lambda_{1}^{2} \Lambda_{2}^{2} \Gamma^{2} \rho^{2} \omega} \\
f_{\text {thresh }} & =\gamma^{4} \cdot \frac{\delta \nu^{2} K^{2}}{54 \cdot 12 \Lambda_{1}^{2} \Lambda_{2}^{2} \Gamma L \rho^{2} M^{2}} .
\end{aligned}
$$

Let $t_{\text {thresh }}=\omega /(\eta \gamma), \Delta=O\left(\tau^{1 / 2}\right)$, and set $g_{\text {thresh }}=f_{\text {thresh }} / t_{\text {thresh }}$. Then we have both

$$
\begin{align*}
\mathbb{E}\left[f\left(w_{t+1}\right)-f\left(w_{t}\right) \mid \mathcal{E}_{t}\right] & \leq-g_{\text {thresh }}  \tag{D.56}\\
\text { and } \mathbb{E}\left[f\left(w_{t+1}\right)-f\left(w_{t}\right) \mid \mathcal{E}_{t}^{c}\right] & \leq \delta g_{\text {thresh }} / 2 . \tag{D.57}
\end{align*}
$$

Corollary D.5.1. In the above setting, with probability $1-\delta$, we reach an $\left(\tau, \sqrt{\rho} \tau^{1 / 2}\right)$ stationary point in time

$$
\begin{equation*}
\tilde{O}\left(\frac{M^{4} L^{3}}{\rho \delta^{3}} \cdot \frac{\Lambda_{1}^{4} \Lambda_{2}^{4} \Gamma^{2}}{\lambda_{-}^{10} \nu^{4}} \cdot \tau^{-5}\right) \tag{D.58}
\end{equation*}
$$

Proof. Simply observe $T=C\left(f_{0}-f^{*}\right) /\left(\delta g_{\text {thresh }}\right)$ and plug in $g_{\text {thresh }}$.

## D.5.3 Amortized increase due to large stepsize iterations

Before we start casework on whether $\mathcal{E}_{t}$ holds We want to bound the amortized effect on the objective of increasing the stepsize every $t_{\text {thresh }}$ iterations. By Corollary D.5.2,

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{t+1}\right)\right]-f\left(w_{t}\right) \leq \frac{9 L \Gamma r^{2}}{8} \tag{D.59}
\end{equation*}
$$

Note that for our particular setting of $r$ and $f_{\text {thresh }}$, we have

$$
\begin{align*}
\frac{9 L \Gamma}{8} \cdot r^{2} & =\frac{9 L \Gamma}{8} \cdot \gamma^{4} \cdot \frac{\delta^{2} \nu^{2} K^{2}}{54^{2} \Lambda_{1}^{2} \Lambda_{2}^{2} \Gamma^{2} L^{2} \rho^{2} M^{2}}  \tag{D.60}\\
& =\frac{9 \delta}{8} \cdot \frac{12}{54} \cdot \gamma^{4} \cdot \frac{\delta \nu^{2} K^{2}}{54 \cdot 12 \Lambda_{1}^{2} \Lambda_{2}^{2} \Gamma L \rho^{2} M^{2}}  \tag{D.61}\\
& =\frac{\delta f_{\text {thresh }}}{4} \tag{D.62}
\end{align*}
$$

so also

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{t+1}\right)\right]-f\left(w_{t}\right) \leq \frac{\delta f_{\text {thresh }}}{4} \tag{D.63}
\end{equation*}
$$

Therefore on average

$$
\begin{equation*}
\frac{\mathbb{E}\left[f\left(w_{t+1}\right)\right]-f\left(w_{t}\right)}{t_{\mathrm{thresh}}} \leq \delta g_{\mathrm{thresh}} / 4 \tag{D.64}
\end{equation*}
$$

## D.5.4 Bound on possible increase when $\mathcal{E}_{t}^{c}$ occurs

For the main result we need to bound

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{t+1}\right)-f\left(w_{t}\right) \mid \mathcal{E}_{t}^{c}\right] \leq \delta g_{\mathrm{thresh}} / 4 \tag{D.65}
\end{equation*}
$$

Note that

$$
\begin{align*}
\mathcal{E}_{t}^{c} & =\left\{\left\|\nabla f\left(w_{t}\right)\right\| \geq \tau \text { or } \lambda_{\min }\left(\nabla^{2} f\left(w_{t}\right)\right) \leq-\sqrt{\rho} \tau^{1 / 2}\right\}^{c}  \tag{D.66}\\
& =\left\{\left\|\nabla f\left(w_{t}\right)\right\|<\tau \text { and } \lambda_{\min }\left(\nabla^{2} f\left(w_{t}\right)\right)>-\sqrt{\rho} \tau^{1 / 2}\right\} . \tag{D.67}
\end{align*}
$$

Hence it suffices to bound the function increase conditioned on $\left\|\nabla f\left(w_{t}\right)\right\| \leq \tau$. By Corollary D.5.2 we have

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{t+1}\right)\right]-f\left(w_{t}\right) \leq \frac{9 L \Gamma \eta^{2}}{8} \tag{D.68}
\end{equation*}
$$

We want this to not exceed $\delta g_{\text {thresh }} / 4$ :

$$
\begin{align*}
& \frac{9 L \Gamma \eta^{2}}{8} \stackrel{?}{\leq} \frac{\delta}{4} g_{\text {thresh }}  \tag{D.69}\\
& \Leftrightarrow \frac{9 L \Gamma \eta^{2}}{8} \stackrel{?}{\leq} \frac{\delta}{4} f_{\text {thresh }} \cdot \frac{\eta \gamma}{\omega}  \tag{D.70}\\
& \Leftrightarrow \frac{9 L \Gamma \eta}{2} \stackrel{?}{\leq} \delta f_{\text {thresh }} \cdot \frac{\gamma}{\omega}  \tag{D.71}\\
& \Leftrightarrow \frac{9 L \Gamma}{2} \cdot \gamma^{5} \cdot \frac{\delta^{2} \nu^{2} K^{2}}{324 M^{2} L^{2} \Lambda_{1}^{2} \Lambda_{2}^{2} \Gamma^{2} \rho^{2} \omega} \stackrel{?}{\leq} \delta \cdot \frac{\gamma}{\omega} \cdot \gamma^{4} \cdot \frac{\delta \nu^{2} K^{2}}{54 \cdot 12 \Lambda_{1}^{2} \Lambda_{2}^{2} \Gamma L \rho^{2} M^{2}} \tag{D.72}
\end{align*}
$$

Cancelling like terms, we find that the inequality is equivalent to $\omega \geq 9 / 4$, which we can easily enforce later. Therefore we may indeed write that

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{t+1}\right)\right]-f\left(w_{t}\right) \leq \frac{\delta g_{\mathrm{thresh}}}{4} \tag{D.73}
\end{equation*}
$$

## D.5.5 Bound on decrease (progress) when $\mathcal{E}_{t}$ occurs

We need to bound

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{t+1}\right)-f\left(w_{t}\right) \mid \mathcal{E}_{t}\right] \leq-g_{\text {thresh }} \tag{D.74}
\end{equation*}
$$

By definition,

$$
\begin{equation*}
\mathcal{E}_{t}=\left\{\left\|\nabla f\left(w_{t}\right)\right\| \geq \tau\right\} \cup\left\{\lambda_{\min }\left(\nabla^{2} f\left(w_{t}\right)\right) \leq-\sqrt{\rho} \tau^{1 / 2} \text { and }\left\|\nabla f\left(w_{t}\right)\right\| \leq \tau\right\} \tag{D.75}
\end{equation*}
$$

In words, we split $\mathcal{E}_{t}$ into two cases: either the gradient is large, or we are near a saddlepoint but there is an escape direction.

## Large gradient regime

If the norm of the gradient is large enough, i.e.

$$
\begin{equation*}
\left\|\nabla f\left(w_{t}\right)\right\|^{2} \geq \tau^{2} \tag{D.76}
\end{equation*}
$$

then by Corollary D.5.4,

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{t+1}\right)\right]-f\left(w_{t}\right) \leq-\frac{\eta \tau^{2} \lambda_{-}}{4} \leq-g_{\mathrm{thresh}} \tag{D.77}
\end{equation*}
$$

as long as $\eta \leq \frac{4 \lambda-\tau^{2}}{9 L \Gamma}$ and $g_{\text {thresh }} \leq \frac{\eta \tau^{2} \lambda_{-}}{4}$. For our choice of $\eta=O\left(\tau^{5 / 2}\right)$ and $g_{\text {thresh }}=$ $\tilde{O}\left(\tau^{5}\right)$, each of these will hold for small enough $\tau$.

## Sharp negative curvature regime

We start at a point $w_{0}$ around which we base our Hessian approximation:

$$
\begin{equation*}
g(w)=f\left(w_{0}\right)+\left(w-w_{0}\right)^{T} \nabla f\left(w_{0}\right)+\frac{1}{2}\left(w-w_{0}\right)^{T} H\left(w-w_{0}\right) \tag{D.78}
\end{equation*}
$$

where we write $H=\nabla^{2} f\left(w_{0}\right)$. We will also write $A=\mathbb{E}\left[g_{0} g_{0}^{T}\right]^{1 / 2}$ as the preconditioner at $w_{0}$.

Lemma D.5.3. For every twice differentiable $\rho$-Hessian Lipschitz function $f$ we have

$$
\begin{equation*}
\|\nabla f(w)-\nabla g(w)\| \leq \frac{\rho}{2}\left\|w-w_{0}\right\|^{2} \tag{D.79}
\end{equation*}
$$

Proof. From Lemma 1.2.4 in (Nesterov, 2004), we have

$$
\begin{equation*}
\left\|\nabla f(w)-\nabla f\left(w_{0}\right)-H\left(w-w_{0}\right)\right\| \leq \frac{\rho}{2}\left\|w-w_{0}\right\|^{2} \tag{D.80}
\end{equation*}
$$

Now simply observe that $\nabla g(w)=\nabla f\left(w_{0}\right)+H\left(w-w_{0}\right)$.

Lemma D.5.4. Suppose that $\left\|\nabla f\left(w_{0}\right)\right\| \leq \tau$. Also suppose the Hessian at $w_{0}$ has a strong escape direction, i.e. $\lambda_{\min }\left(\nabla^{2} f\left(w_{0}\right)\right) \leq-\sqrt{\rho} \tau^{1 / 2}$, and define $\gamma=\lambda_{-\sqrt{\rho}} \tau^{1 / 2}$ so that $\sqrt{\rho} \tau^{1 / 2}=\lambda_{-}^{-1} \gamma$. Then there exists $k<t_{\text {thresh }}$ so that

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{k}\right)\right]-f\left(w_{0}\right) \leq-f_{\text {thresh }} \tag{D.81}
\end{equation*}
$$

Proof. Suppose not, i.e. suppose that for all $t<t_{\text {thresh }}$ it holds that

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{t}\right)\right]-f\left(w_{0}\right) \geq-f_{\mathrm{thresh}} \tag{D.82}
\end{equation*}
$$

Under this assumption we will prove bounds which will imply that the assumption cannot hold. In particular, we will give a lower bound on $\mathbb{E}\left[\left\|w_{t}-w_{0}\right\|^{2}\right]$ that conflicts with Lemma D.5.11.

Define the following terms, each of which is selected to satisfy a certain recursion:

Term

$$
\begin{array}{ll}
u_{t}=(I-\eta A H)^{t}\left(w_{1}-w_{0}\right) . & u_{t}=(I-\eta A H) u_{t-1} \\
\delta_{t}=\sum_{i=1}^{t}(I-\eta A H)^{t-i} A\left(-\nabla f\left(w_{i}\right)+\nabla g\left(w_{i}\right)\right) & \delta_{t}=A\left(-\nabla f\left(w_{t}\right)+\nabla g(u\right. \\
d_{t}=-\sum_{i=1}^{t}(I-\eta A H)^{t-i} A \nabla f\left(w_{0}\right) & d_{t}=-A \nabla f\left(w_{0}\right)+(I-r \\
\zeta_{t}=\sum_{i=1}^{t}(I-\eta A H)^{t-i} \xi_{i} & \zeta_{t}=\xi_{t}+(I-\eta A H) \zeta_{t-1} \\
\chi_{t}=\sum_{i=1}^{t}(I-\eta A H)^{t-i}\left(A-A_{i}\right) \nabla f\left(w_{i}\right) & \chi_{t}=\left(A-A_{t}\right) \nabla f\left(w_{t}\right)+ \\
\iota_{t}=\sum_{i=1}^{t}(I-\eta A H)^{t-i}\left(A_{i}-\hat{A}_{i}\right) \nabla f\left(w_{i}\right) & \iota_{t}=\left(A_{t}-\hat{A}_{t}\right) \nabla f\left(w_{t}\right)+
\end{array}
$$

Recursion identity

$$
\begin{aligned}
& u_{t}=(I-\eta A H) u_{t-1} \\
& \delta_{t}=A\left(-\nabla f\left(w_{t}\right)+\nabla g\left(w_{t}\right)\right)+(I-\eta A H) \delta_{t-1} \\
& d_{t}=-A \nabla f\left(w_{0}\right)+(I-\eta A H) d_{t-1} \\
& \zeta_{t}=\xi_{t}+(I-\eta A H) \zeta_{t-1} \\
& \chi_{t}=\left(A-A_{t}\right) \nabla f\left(w_{t}\right)+(I-\eta A H) \chi_{t-1} \\
& \iota_{t}=\left(A_{t}-\hat{A}_{t}\right) \nabla f\left(w_{t}\right)+(I-\eta A H) \iota_{t-1} .
\end{aligned}
$$

By convention we take $\delta_{0}=d_{0}=\zeta_{0}=\chi_{0}=\iota_{0}=0$, and for convenience we will write $\pi_{t}=\delta_{t}+d_{t}+\zeta_{t}+\chi_{t}+\iota_{t}$. These terms are chosen so that each is a kind of error term in a stale Taylor expansion of $f$. The error terms cancel so that the following identity holds:

$$
\begin{equation*}
\pi_{t}=(I-\eta A H) \pi_{t-1}+A H\left(w_{t}-w_{0}\right)-\hat{A}_{t} \nabla f\left(w_{t}\right)+\xi_{t} . \tag{D.83}
\end{equation*}
$$

We will inductively prove the identity

$$
\begin{align*}
w_{t+1}-w_{0} & =u_{t}+\eta \pi_{t}  \tag{D.84}\\
& =u_{t}+\eta\left(\delta_{t}+d_{t}+\zeta_{t}+\chi_{t}+\iota_{t}\right) \tag{D.85}
\end{align*}
$$

for $t \geq 0$. The base case is simple because $u_{0}=w_{1}-w_{0}$ and the other terms are all zero. For the inductive step, note

$$
\begin{aligned}
\left(w_{t+1}-w_{0}\right)-\left(w_{t}-w_{0}\right) & =w_{t+1}-w_{t} \\
& =-\eta \hat{A}_{t} \nabla f\left(w_{t}\right)+\eta \xi_{t} \\
& =\eta\left[\pi_{t}-(I-\eta A H) \pi_{t-1}-A H\left(w_{t}-w_{0}\right)\right]
\end{aligned}
$$

where the last equality follows from equation (D.83). Rearranging, we have

$$
\begin{align*}
w_{t+1}-w_{0} & =\eta\left[\pi_{t}-(I-\eta A H) \pi_{t-1}\right]+(I-\eta A H)\left(w_{t}-w_{0}\right)  \tag{D.86}\\
& =\eta\left[\pi_{t}-(I-\eta A H) \pi_{t-1}\right]+(I-\eta A H)\left(u_{t-1}+\eta \pi_{t-1}\right) \tag{D.87}
\end{align*}
$$

by induction. Since $u_{t}=(I-\eta A H) u_{t-1}$, we can further simplify:

$$
\begin{align*}
w_{t+1}-w_{0} & =\eta\left[\pi_{t}-(I-\eta A H) \pi_{t-1}\right]+(I-\eta A H)\left(u_{t-1}+\eta \pi_{t-1}\right)  \tag{D.88}\\
& \left.=\eta\left[\pi_{t}-(I-\eta A H) \pi_{t-1}\right]+u_{t}+\eta(I-\eta A H) \pi_{t-1}\right)  \tag{D.89}\\
& =u_{t}+\eta \pi_{t} \tag{D.90}
\end{align*}
$$

as desired.

To proceed with our saddle point escape argument, we must bound all the terms $u_{t}, \delta_{t}, d_{t}, \zeta_{t}, \chi_{t}, \iota_{t}$ to show that $w_{t}-w_{0}$ grows fast enough.

Lemma D.5.5. Under the above conditions, we have

$$
\begin{equation*}
\mathbb{E}\left[\left\|\chi_{t}\right\|\right] \leq \alpha \tau \sqrt{\eta^{3} L \Gamma \Lambda_{1}} \cdot \kappa^{t} \cdot\left(\frac{4}{(\eta \gamma)^{2}}+\frac{6 f_{\text {thresh }}}{\eta^{3} \gamma L \Gamma}+\frac{2}{\eta \gamma} \cdot \sqrt{\frac{2 r^{2}}{\eta^{3} L \Lambda_{1}}}\right) . \tag{D.91}
\end{equation*}
$$

Proof. We assume $A(x)$ is $\alpha$ Lipschitz, so that $\left\|A_{i}-A\right\| \leq \alpha\left\|w_{i}-w_{0}\right\|$. Then,

$$
\begin{align*}
\mathbb{E}\left[\left\|\chi_{t}\right\|\right] & =\mathbb{E}\left[\left\|\sum_{i=1}^{t}(I-\eta A H)^{t-i}\left(A-A_{i}\right) \nabla f\left(x_{i}\right)\right\|\right]  \tag{D.92}\\
& \leq \sum_{i=1}^{t}(1+\eta \gamma)^{t-i} \mathbb{E}\left[\left\|\left(A-A_{i}\right) \nabla f\left(x_{i}\right)\right\|\right]  \tag{D.93}\\
& \leq \sum_{i=1}^{t}(1+\eta \gamma)^{t-i} \mathbb{E}\left[\left\|A-A_{i}\right\|\left\|\nabla f\left(x_{i}\right)\right\|\right]  \tag{D.94}\\
& \leq \tau \sum_{i=1}^{t}(1+\eta \gamma)^{t-i} \mathbb{E}\left[\left\|A-A_{i}\right\|\right]  \tag{D.95}\\
& \leq \alpha \tau \sum_{i=1}^{t}(1+\eta \gamma)^{t-i} \mathbb{E}\left[\left\|w_{i}-w_{0}\right\|\right]  \tag{D.96}\\
& \leq \alpha \tau \sum_{i=1}^{t}(1+\eta \gamma)^{t-i} \sqrt{\mathbb{E}\left[\left\|w_{i}-w_{0}\right\|^{2}\right]}  \tag{D.97}\\
& \leq \alpha \tau \sum_{i=1}^{t}(1+\eta \gamma)^{t-i} \sqrt{6 \eta f_{\text {thresh }} \Lambda_{1} i+\eta^{3} L \Gamma \Lambda_{1} i^{2}+2 \Gamma r^{2}} \tag{D.98}
\end{align*}
$$

where for the last identity we have applied Lemma D.5.11. By Lemma D.5.12, we may further bound this by

$$
\begin{align*}
\mathbb{E}\left[\left\|\chi_{t}\right\|\right] & \leq \alpha \tau \sqrt{\eta^{3} L \Gamma \Lambda_{1}} \sum_{i=1}^{t}(1+\eta \gamma)^{t-i}\left(2 i+\frac{3 \eta f_{\text {thresh }} \Lambda_{1}}{\eta^{3} L \Gamma \Lambda_{1}}+\sqrt{\frac{2 \Gamma r^{2}}{\eta^{3} L \Gamma \Lambda_{1}}}\right)  \tag{D.99}\\
& =\alpha \tau \sqrt{\eta^{3} L \Gamma \Lambda_{1}} \sum_{i=1}^{t}(1+\eta \gamma)^{t-i}\left(2 i+\frac{3 f_{\text {thresh }}}{\eta^{2} L \Gamma}+\sqrt{\frac{2 r^{2}}{\eta^{3} L \Lambda_{1}}}\right) \tag{D.100}
\end{align*}
$$

Applying Lemma D.5.14 with $\beta=\eta \gamma$ yields:

$$
\begin{align*}
\mathbb{E}[\|\chi\|] & \leq \alpha \tau \sqrt{\eta^{3} L \Gamma \Lambda_{1}} \cdot \kappa^{t} \cdot\left(\frac{4}{(\eta \gamma)^{2}}+\frac{2}{\eta \gamma} \cdot \frac{3 f_{\text {thresh }}}{\eta^{2} L \Gamma}+\frac{2}{\eta \gamma} \cdot \sqrt{\frac{2 r^{2}}{\eta^{3} L \Lambda_{1}}}\right)  \tag{D.101}\\
& =\alpha \tau \sqrt{\eta^{3} L \Gamma \Lambda_{1}} \cdot \kappa^{t} \cdot\left(\frac{4}{(\eta \gamma)^{2}}+\frac{6 f_{\text {thresh }}}{\eta^{3} \gamma L \Gamma}+\frac{2}{\eta \gamma} \cdot \sqrt{\frac{2 r^{2}}{\eta^{3} L \Lambda_{1}}}\right) . \tag{D.102}
\end{align*}
$$

Lemma D.5.6. Under the above conditions, we have

$$
\begin{equation*}
\mathbb{E}\left[\left\|\delta_{t}\right\|\right] \leq \Lambda_{2} \rho \kappa^{t}\left[\frac{2 \Gamma r^{2}}{\eta \gamma}+\frac{6 \eta f_{\text {thresh }} \Lambda_{1}}{(\eta \gamma)^{2}}+\frac{3 \eta^{3} L \Gamma \Lambda_{1}}{(\eta \gamma)^{3}}\right] \tag{D.103}
\end{equation*}
$$

Proof. We write

$$
\begin{align*}
\mathbb{E}\left[\left\|\delta_{t}\right\|\right] & =\mathbb{E}\left[\left\|\sum_{i=1}^{t}(I-\eta A H)^{t-i} A\left(\nabla f\left(w_{i}\right)-\nabla g\left(w_{i}\right)\right)\right\|\right]  \tag{D.104}\\
& \leq \sum_{i=1}^{t}(1+\eta \gamma)^{t-i} \mathbb{E}\left[\left\|A\left(\nabla f\left(w_{i}\right)-\nabla g\left(w_{i}\right)\right)\right\|\right]  \tag{D.105}\\
& \leq \Lambda_{2} \sum_{i=1}^{t} \kappa^{t-i} \mathbb{E}\left[\left\|\nabla f\left(w_{i}\right)-\nabla g\left(w_{i}\right)\right\|\right]  \tag{D.106}\\
& \leq \Lambda_{2}(\rho / 2) \sum_{i=1}^{t} \kappa^{t-i} \mathbb{E}\left[\left\|w_{i}-w_{0}\right\|^{2}\right]  \tag{D.107}\\
& \leq \Lambda_{2}(\rho / 2) \sum_{i=1}^{t} \kappa^{t-i}\left(6 \eta f_{\text {thresh }} \Lambda_{1} i+\eta^{3} L \Gamma \Lambda_{1} i^{2}+2 \Gamma r^{2}\right) \tag{D.108}
\end{align*}
$$

where again, the last inequality comes from Lemma D.5.11. Applying Lemma D.5.14 with $\beta=\eta \gamma$ yields:

$$
\begin{align*}
\mathbb{E}\left[\left\|\delta_{t}\right\|\right] & \leq \frac{\Lambda_{2} \rho \kappa^{t}}{2}\left[\left(6 \eta f_{\text {thresh }} \Lambda_{1}\right) \cdot \frac{2}{\eta^{2} \gamma^{2}}+\eta^{3} L \Gamma \Lambda_{1} \cdot \frac{6}{\eta^{3} \gamma^{3}}+2 \Gamma r^{2} \cdot \frac{2}{\eta \gamma}\right]  \tag{D.109}\\
& =\Lambda_{2} \rho \kappa^{t}\left[\frac{2 \Gamma r^{2}}{\eta \gamma}+\frac{6 \eta f_{\text {thresh }} \Lambda_{1}}{(\eta \gamma)^{2}}+\frac{3 \eta^{3} L \Gamma \Lambda_{1}}{(\eta \gamma)^{3}}\right] \tag{D.110}
\end{align*}
$$

Lemma D.5.7. Under the above conditions,

$$
\begin{equation*}
\left.\mathbb{E}\left\|\iota_{t}\right\|\right] \leq 2 \tau(\eta \gamma)^{-1} \Delta \kappa^{t} \tag{D.111}
\end{equation*}
$$

Proof. Write

$$
\begin{align*}
\left.\mathbb{E}\left\|\iota_{t}\right\|\right] & =\mathbb{E}\left[\left\|\sum_{i=1}^{t}(I-\eta A H)^{t-i}\left(A_{i}-\hat{A}_{i}\right) \nabla f\left(w_{i}\right)\right\|\right]  \tag{D.112}\\
& \leq \sum_{i=1}^{t}(1+\eta \gamma)^{t-i} \mathbb{E}\left[\left\|\left(A_{i}-\hat{A}_{i}\right) \nabla f\left(w_{i}\right)\right\|\right]  \tag{D.113}\\
& \leq \tau \sum_{i=1}^{t}(1+\eta \gamma)^{t-i} \mathbb{E}\left[\left\|A_{i}-\hat{A}_{i}\right\|\right]  \tag{D.114}\\
& \leq 2 \tau(\eta \gamma)^{-1} \kappa^{t} \max _{i} \mathbb{E}\left[\left\|A_{i}-\hat{A}_{i}\right\|\right]  \tag{D.115}\\
& \leq 2 \tau(\eta \gamma)^{-1} \Delta \kappa^{t} \tag{D.116}
\end{align*}
$$

Lemma D.5.8. Under the above conditions, $\mathbb{E}\left[u_{t}^{T}\right] d_{t} \geq 0$.

Proof. We have

$$
\begin{equation*}
\mathbb{E}\left[u_{t}\right]=(I-\eta A H)^{t} \mathbb{E}\left[w_{1}-w_{0}\right]=-r(I-\eta A H)^{t} A \nabla f\left(w_{0}\right) . \tag{D.117}
\end{equation*}
$$

For small enough $\eta$, we have $\|\eta A H\| \leq 1$ and hence:

$$
\begin{align*}
\mathbb{E}\left[u_{t}^{T}\right] d_{t} & =r\left[(I-\eta A H)^{t} A \nabla f\left(w_{0}\right)\right]^{T} \sum_{i=1}^{t}(I-\eta A H)^{t-i} A \nabla f\left(w_{0}\right)  \tag{D.118}\\
& =r \sum_{i=1}^{t}\left(A \nabla f\left(w_{0}\right)\right)^{T}(I-\eta A H)^{2 t-i}\left(A \nabla f\left(w_{0}\right)\right) \geq 0 \tag{D.119}
\end{align*}
$$

Lemma D.5.9. Under the above conditions, we get an exponentially growing lower
bound on the expected squared norm of $u_{t}$ :

$$
\begin{equation*}
\mathbb{E}\left[\left\|u_{t}\right\|^{2}\right] \geq(1+\eta \gamma)^{2 t} r^{2} \nu=\kappa^{2 t} r^{2} \nu \tag{D.120}
\end{equation*}
$$

Proof. For unit vectors $v$, we may write

$$
\begin{equation*}
\mathbb{E}\left[\left\|u_{t}\right\|^{2}\right] \geq \mathbb{E}\left[\left(v^{T} u_{t}\right)^{2}\right] \tag{D.121}
\end{equation*}
$$

In particular, by definition of $u_{t}$,

$$
\begin{equation*}
\mathbb{E}\left[\left\|u_{t}\right\|^{2}\right] \geq \mathbb{E}\left[\left(v^{T}(I-\eta A H)^{t}\left(w_{1}-w_{0}\right)\right)^{2}\right] . \tag{D.122}
\end{equation*}
$$

We wish to choose a unit vector $v$ so that this is as large as possible. If $A H$ were symmetric, we could choose $v$ to be an eigenvector, but the product of symmetric matrices is not in general symmetric. However, because $A$ and $H$ are both symmetric, and $A$ is positive definite, it follows that $A^{1 / 2}$ exists and that $A^{1 / 2} H A^{1 / 2}$ is symmetric. Hence for orthonormal $U$ and diagonal $\Lambda$, we have

$$
\begin{align*}
A^{1 / 2} H A^{1 / 2} & =U \Lambda U^{T}  \tag{D.123}\\
\Longrightarrow A^{-1 / 2} A H A^{1 / 2} & =U \Lambda U^{T}  \tag{D.124}\\
\Longrightarrow A H & =A^{1 / 2} U \Lambda\left(A^{1 / 2} U\right)^{-1} . \tag{D.125}
\end{align*}
$$

The diagonal matrix $\Lambda$ contains the eigenvalues of $A^{1 / 2} H A^{1 / 2}$. Without loss of generality, $\Lambda_{11}$ corresponds to a negative eigenvalue with absolute value $\gamma$. Therefore

$$
\begin{align*}
(I-\eta A H)^{t} & =\left(A^{1 / 2} U(I-\eta \Lambda)\left(A^{1 / 2} U\right)^{-1}\right)^{t}  \tag{D.126}\\
& =A^{1 / 2} U(I-\eta \Lambda)^{t}\left(A^{1 / 2} U\right)^{-1} . \tag{D.127}
\end{align*}
$$

Since we can choose $v$ to be any unit vector we want, we will set it equal to $C\left(U^{T} A^{1 / 2}\right)^{-1} e_{1}$ so that $U^{T} A^{1 / 2} v=C e_{1}$. Here $e_{1}$ is the first standard basis vector and $C$ is a scalar constant chosen to make $v$ a unit vector. Taking transposes, we have $v^{T} A^{1 / 2} U=C e_{1}^{T}$.

Now,

$$
\begin{align*}
v^{T}(I-\eta A H)^{t} & =v^{T} A^{1 / 2} U(I-\eta \Lambda)^{t}\left(A^{1 / 2} U\right)^{-1}  \tag{D.128}\\
& =C e_{1}^{T}(I-\eta \Lambda)^{t}\left(A^{1 / 2} U\right)^{-1}  \tag{D.129}\\
& =C\left(1+\eta \Lambda_{11}\right)^{t} e_{1}^{T}\left(A^{1 / 2} U\right)^{-1}  \tag{D.130}\\
& =(1+\eta \gamma)^{t} \cdot C e_{1}^{T}\left(A^{1 / 2} U\right)^{-1} \tag{D.131}
\end{align*}
$$

Substituting in the definition of $v$, this is equal to:

$$
\begin{align*}
v^{T}(I-\eta A H)^{t} & =(1+\eta \gamma)^{t} \cdot v^{T}\left(A^{1 / 2} U\right)\left(A^{1 / 2} U\right)^{-1}  \tag{D.132}\\
& =(1+\eta \gamma)^{t} v^{T} \tag{D.133}
\end{align*}
$$

This equality holds for any $v$ of the form specified above; in particular, choose $C$ so that $v$ is unit. Then, we may finally bound

$$
\begin{align*}
\mathbb{E}\left[\left\|u_{t}\right\|^{2}\right] & \geq \mathbb{E}\left[\left(v^{T}(I-\eta A H)^{t}\left(w_{1}-w_{0}\right)\right)^{2}\right]  \tag{D.134}\\
& \geq(1+\eta \gamma)^{2 t} \mathbb{E}\left[\left(v^{T}\left(w_{1}-w_{0}\right)\right)^{2}\right]  \tag{D.135}\\
& =(1+\eta \gamma)^{2 t} r^{2} \mathbb{E}\left[\left(v^{T} A g_{0}\right)^{2}\right]  \tag{D.136}\\
& =(1+\eta \gamma)^{2 t} r^{2} v^{T} \mathbb{E}\left[A g_{0} g_{0}^{T} A^{T}\right] v  \tag{D.137}\\
& =(1+\eta \gamma)^{2 t} r^{2} v^{T} A \mathbb{E}\left[g_{0} g_{0}^{T}\right] A^{T} v  \tag{D.138}\\
& \geq(1+\eta \gamma)^{2 t} r^{2} \lambda_{\min }\left(A \mathbb{E}\left[g_{0} g_{0}^{T}\right] A^{T}\right)  \tag{D.139}\\
& \geq(1+\eta \gamma)^{2 t} r^{2} \nu \tag{D.140}
\end{align*}
$$

where the last two lines follow by the fact that $\|v\|=1$ and by definition of $\nu$.

Lemma D.5.10. Under the above conditions we have a deterministic bound on $\left\|u_{t}\right\|$ :

$$
\begin{equation*}
\left\|u_{t}\right\| \leq \kappa^{t} r M \tag{D.141}
\end{equation*}
$$

Proof. We write

$$
\begin{align*}
\left\|u_{t}\right\| & =\left\|(I-\eta A H)^{t}\left(w_{1}-w_{0}\right)\right\|  \tag{D.142}\\
& \leq\|I-\eta A H\|^{t} \cdot\left\|w_{1}-w_{0}\right\|  \tag{D.143}\\
& \leq(1+\eta \gamma)^{t} \cdot r\left\|A g_{0}\right\|  \tag{D.144}\\
& \leq(1+\eta \gamma)^{t} \cdot r M \tag{D.145}
\end{align*}
$$

Putting all these results together, we can give a lower bound on the distance between iterates:

$$
\begin{aligned}
\mathbb{E}\left[\left\|w_{t+1}-w_{0}\right\|^{2}\right]= & \mathbb{E}\left[\left\|u_{t}+\eta\left(\delta_{t}+d_{t}+\zeta_{t}+\chi_{t}+\iota_{t}\right)\right\|^{2}\right] \\
= & \mathbb{E}\left[\left\|u_{t}\right\|^{2}\right]+2 \eta \mathbb{E}\left[u_{t}^{T}\left(\delta_{t}+d_{t}+\zeta_{t}+\chi_{t}+\iota_{t}\right)\right] \\
& \quad+\eta^{2} \mathbb{E}\left[\left\|\delta_{t}+d_{t}+\zeta_{t}+\chi_{t}+\iota_{t}\right\|^{2}\right] \\
\geq & \mathbb{E}\left[\left\|u_{t}\right\|^{2}\right]+2 \eta \mathbb{E}\left[u_{t}^{T}\left(\delta_{t}+d_{t}+\zeta_{t}+\chi_{t}+\iota_{t}\right)\right] \\
= & \mathbb{E}\left[\left\|u_{t}\right\|^{2}\right]+2 \eta \mathbb{E}\left[u_{t}^{T}\left(\delta_{t}+d_{t}+\chi_{t}+\iota_{t}\right)\right] \\
= & \mathbb{E}\left[\left\|u_{t}\right\|^{2}\right]+2 \eta \mathbb{E}\left[u_{t}^{T} \delta_{t}\right]+2 \eta \mathbb{E}\left[u_{t}^{T} d_{t}\right]+2 \eta \mathbb{E}\left[u_{t}^{T} \chi_{t}\right] \\
= & \mathbb{E}\left[\left\|u_{t}\right\|^{2}\right]+2 \eta \mathbb{E}\left[u_{t}^{T} \delta_{t}\right]+2 \eta \mathbb{E}\left[u_{t}\right]^{T} d_{t}+2 \eta \mathbb{E}\left[u_{t}^{T} \chi_{t}\right]+2 \eta \mathbb{E}\left[u_{t}^{T} \iota_{t}\right] \\
\geq & \mathbb{E}\left[\left\|u_{t}\right\|^{2}\right]+2 \eta \mathbb{E}\left[u_{t}^{T} \delta_{t}\right]+2 \eta \mathbb{E}\left[u_{t}^{T} \chi_{t}\right]+2 \eta \mathbb{E}\left[u_{t}^{T} \iota_{t}\right] \\
\geq & \mathbb{E}\left[\left\|u_{t}\right\|^{2}\right]-2 \eta\left\|u_{t}\right\| \mathbb{E}\left[\left\|\delta_{t}\right\|\right]-2 \eta\left\|u_{t}\right\| \mathbb{E}\left[\left\|\chi_{t}\right\|\right]-2 \eta\left\|u_{t}\right\| \mathbb{E}\left[\left\|\iota_{t}\right\|\right] \\
\geq & \kappa^{2 t} r^{2} \nu-2 \eta \kappa^{t} r M \mathbb{E}\left[\left\|\delta_{t}\right\|+\left\|\chi_{t}\right\|+\left\|\iota_{t}\right\|\right] .
\end{aligned}
$$

Substituting in the bounds for $\mathbb{E}\left[\left\|\delta_{t}\right\|\right], \mathbb{E}\left[\left\|\chi_{t}\right\|\right]$, and $\mathbb{E}\left[\left\|\iota_{t}\right\|\right]$, we finally have the lower bound:

$$
\begin{array}{r}
\left(r \nu-2 \eta M\left[\Lambda_{2} \rho\left[\frac{2 \Gamma r^{2}}{\eta \gamma}+\frac{6 \eta f_{\text {thresh }} \Lambda_{1}}{(\eta \gamma)^{2}}+\frac{3 \eta^{3} L \Gamma \Lambda_{1}}{(\eta \gamma)^{3}}\right]\right.\right. \\
\left.\left.+\alpha \tau \sqrt{\eta^{3} L \Gamma \Lambda_{1}}\left(\frac{4}{(\eta \gamma)^{2}}+\frac{6 f_{\text {thresh }}}{\eta^{3} \gamma L \Gamma}+\frac{2}{\eta \gamma} \cdot \sqrt{\frac{2 r^{2}}{\eta^{3} L \Lambda_{1}}}\right)+2 \tau(\eta \gamma)^{-1} \Delta\right]\right) r \kappa^{2 t} \tag{D.147}
\end{array}
$$

As long as the sum in the parentheses is positive, this term will grow exponentially and grant us the contradiction we seek. We want to bound each of the seven terms in brackets by $r \nu / 8$, so that the overall bound is $r^{2} \kappa^{2 t} \nu / 8$. For simplicity, we will write $K=1 / 8$ as a universal constant. Then, we want to choose parameters so the following inequalities all hold.

We start with the last term (from $\iota_{t}$ ) because it is the most simple. Since $\gamma=$ $\Theta\left(\tau^{1 / 2}\right)$, we require that

$$
\begin{align*}
2 \eta M \cdot 2 \tau(\eta \gamma)^{-1} \Delta & \leq r \nu K  \tag{D.148}\\
\Leftrightarrow 4 M \tau \gamma^{-1} \Delta & \leq r \nu K  \tag{D.149}\\
\Leftrightarrow \tau \cdot \tau^{-1 / 2} \Delta & \leq O(r)  \tag{D.150}\\
\Leftrightarrow \Delta & \leq O\left(\tau^{-1 / 2} r\right) \tag{D.151}
\end{align*}
$$

Since we will eventually set $r=O(\tau)$, this constraint is simply $\Delta \leq O\left(\tau^{1 / 2}\right)$.
Next we move onto the first three terms, which correspond to $\delta_{t}$ :

$$
\begin{gather*}
2 \eta M \Lambda_{2} \rho \cdot \frac{2 \Gamma r^{2}}{\eta \gamma} \leq r \nu K \Leftrightarrow r \leq \frac{\gamma \nu K}{4 \Lambda_{2} \Gamma \rho M}  \tag{D.152}\\
2 \eta M \Lambda_{2} \rho \cdot \frac{6 \eta f_{\text {thresh }} \Lambda_{1}}{\eta^{2} \gamma^{2}} \leq r \nu K \Leftrightarrow f_{\text {thresh }} \leq \frac{\gamma^{2} r \nu K}{12 \Lambda_{1} \Lambda_{2} \rho M}  \tag{D.153}\\
2 \eta M \Lambda_{2} \rho \cdot \frac{3 \eta^{3} L \Gamma \Lambda_{1}}{\eta^{3} \gamma^{3}} \leq r \nu K \Leftrightarrow \eta \leq \frac{\gamma^{3} r \nu K}{6 M L \Lambda_{1} \Lambda_{2} \Gamma \rho} . \tag{D.154}
\end{gather*}
$$

The first constraint is satisfied for small enough $\tau$ because we chose $r=O(\tau) \leq$ $O\left(\tau^{1 / 2}\right)$. The second term is equivalent to

$$
\begin{gather*}
f_{\text {thresh }} \stackrel{?}{\leq} \frac{\gamma^{2} \nu K}{12 \Lambda_{1} \Lambda_{2} \rho M} \cdot r  \tag{D.155}\\
\Leftrightarrow \gamma^{4} \cdot \frac{\delta \nu^{2} K^{2}}{54 \cdot 12 \Lambda_{1}^{2} \Lambda_{2}^{2} \Gamma L \rho^{2} M^{2}}  \tag{D.156}\\
\stackrel{?}{\leq} \frac{\gamma^{2} \nu K}{12 \Lambda_{1} \Lambda_{2} \rho M} \cdot \gamma^{2} \cdot \frac{\delta \nu K}{54 \Lambda_{1} \Lambda_{2} \Gamma L \rho M}  \tag{D.157}\\
\Leftrightarrow \frac{\delta \nu^{2} K^{2}}{54 \cdot 12 \Lambda_{1}^{2} \Lambda_{2}^{2} \Gamma L \rho^{2} M^{2}} \stackrel{?}{\leq} \frac{\delta \nu^{2} K^{2}}{54 \cdot 12 \Lambda_{1}^{2} \Lambda_{2}^{2} \Gamma L \rho^{2} M^{2}}
\end{gather*}
$$

which trivially always holds since the two expressions are equal.
Finally, we address the three terms corresponding to $\chi_{t}$. For small enough $\tau$, it
will turn out that none of the resulting constraints are tight, i.e. they are all weaker than some other constraint we already require. First,

$$
\begin{align*}
& 2 \eta M \alpha \tau \sqrt{\eta^{3} L \Gamma \Lambda_{1}} \cdot \frac{4}{\eta^{2} \gamma^{2}} \leq r \nu K  \tag{D.158}\\
& \Leftarrow \eta^{1 / 2} \tau \leq O\left(r \gamma^{2}\right)  \tag{D.159}\\
& \Leftrightarrow \eta \leq O\left(r^{2} \gamma^{4} \tau^{-2}\right)=O\left(\tau^{2}\right) \tag{D.160}
\end{align*}
$$

Next,

$$
\begin{align*}
2 \eta M \alpha \tau \sqrt{\eta^{3} L \Gamma \Lambda_{1}} \cdot \frac{6 f_{\text {thresh }}}{\eta^{3} \gamma L \Gamma} & \leq r \nu K  \tag{D.161}\\
\Leftarrow \eta \tau \eta^{3 / 2} \frac{f_{\text {thresh }}}{\eta^{3} \gamma} & \leq O(r)  \tag{D.162}\\
\Leftrightarrow f_{\text {thresh }} & \leq O\left(\eta^{1 / 2} r \gamma \tau^{-1}\right)=O\left(\tau^{7 / 4}\right) \tag{D.163}
\end{align*}
$$

Finally,

$$
\begin{align*}
2 \eta M \alpha \tau \sqrt{\eta^{3} L \Gamma \Lambda_{1}} \cdot \frac{2}{\eta \gamma} \cdot \sqrt{\frac{2 r^{2}}{\eta^{3} L \Lambda_{1}}} & \leq r \nu K  \tag{D.164}\\
\Leftarrow \tau \sqrt{\eta^{3}} \cdot \frac{1}{\gamma} \cdot \frac{r}{\sqrt{\eta^{3}}} & \leq O(r)  \tag{D.165}\\
\Leftrightarrow \tau \gamma^{-1} r & \leq O(r)  \tag{D.166}\\
\Leftrightarrow \tau & \leq O(\gamma)=O\left(\tau^{1 / 2}\right) \tag{D.167}
\end{align*}
$$

Hence, for small enough $\tau$, for the above parameter settings, we have

$$
\begin{equation*}
\mathbb{E}\left[\left\|w_{t+1}-w_{0}\right\|^{2}\right] \geq r^{2} \kappa^{2 t} \nu K \tag{D.168}
\end{equation*}
$$

We now have a lower bound and an upper bound that when combined yield $(1+\eta \gamma)^{2 t} \leq C$, where

$$
\begin{equation*}
C=\left[\left(6 \eta f_{\mathrm{thresh}} \Lambda_{1}\right) t+\eta^{3} L \Gamma \Lambda_{1} t^{2}+2 \Gamma r^{2}\right] \cdot \frac{1}{r^{2} \nu K} \tag{D.169}
\end{equation*}
$$

We can choose $\omega$ that is only logarithmic in all parameters, i.e. $\omega=O\left(\log \left(\frac{\Lambda_{1} \Lambda_{2} \Gamma L \eta f_{\text {thresh }}}{\nu r}\right)\right)$, so that setting $t \geq t_{\text {thresh }}=\omega /(\eta \gamma)$ yields $(1+\eta \gamma)^{2 t} \geq C$. This contradicts the upper bound, as desired.

Lemma D.5.11. Assume that Equation (D.82) holds. Assume also that $\eta \leq \frac{f_{\text {thresh }} \Lambda_{1}}{\Gamma}$. Then,

$$
\begin{equation*}
\mathbb{E}\left[\left\|w_{t}-w_{0}\right\|^{2}\right] \leq 6 \eta f_{\text {thresh }} \Lambda_{1} t+\eta^{3} L \Gamma \Lambda_{1} t^{2}+2 \Gamma r^{2} \tag{D.170}
\end{equation*}
$$

Proof. By Lemma D.5.16,

$$
\begin{align*}
-f_{\text {thresh }} & \leq \mathbb{E}\left[f\left(w_{t}\right)\right]-f\left(w_{0}\right)  \tag{D.171}\\
& =\mathbb{E}\left[\sum_{i=0}^{t-1} f\left(w_{i+1}\right)-f\left(w_{i}\right)\right]  \tag{D.172}\\
& \leq-\eta \sum_{i=0}^{t-1} \mathbb{E}\left[\left\|\hat{A}_{i}^{1 / 2} \nabla f\left(w_{i}\right)\right\|^{2}\right]+\frac{\eta^{2} L \Gamma(t-1)}{2}+\frac{r^{2} L \Gamma}{2} . \tag{D.173}
\end{align*}
$$

Remember, we are making the simplifying assumption that $\Lambda_{1}$ serves as a bound in the same way for $\hat{A}$ as it does for $A$. This is trivially true if $\Delta=0$. Applying the definition of $\Lambda_{1}$ yields:

$$
\begin{equation*}
-f_{\text {thresh }} \leq-\eta \Lambda_{1}^{-1} \sum_{i=0}^{t-1} \mathbb{E}\left[\left\|\hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right]+\frac{\eta^{2} L \Gamma t}{2}+\frac{r^{2} L \Gamma}{2} \tag{D.174}
\end{equation*}
$$

By rearranging, we can get a bound on the gradient norms:

$$
\begin{align*}
\sum_{i=0}^{t-1} \mathbb{E}\left[\left\|\hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right] & \leq \frac{\Lambda_{1}}{\eta}\left(\frac{\eta^{2} L \Gamma t}{2}+\frac{r^{2} L \Gamma}{2}+f_{\text {thresh }}\right)  \tag{D.175}\\
& =\frac{\eta L \Gamma \Lambda_{1} t}{2}+\frac{r^{2} L \Gamma \Lambda_{1}}{2 \eta}+\frac{f_{\text {thresh }} \Lambda_{1}}{\eta} \tag{D.176}
\end{align*}
$$

Before we proceed, note that we already have

$$
\begin{equation*}
\frac{\delta f_{\text {thresh }}}{4} \geq \frac{9 L \Gamma r^{2}}{8} \Longrightarrow \frac{f_{\text {thresh }} \Lambda_{1}}{\eta} \geq \frac{9}{2 \delta} \frac{r^{2} L \Gamma \Lambda_{1}}{\eta} \geq \frac{r^{2} L \Gamma \Lambda_{1}}{2 \eta} . \tag{D.177}
\end{equation*}
$$

Hence we can further bound equation (D.176) by

$$
\begin{equation*}
\sum_{i=0}^{t-1} \mathbb{E}\left[\left\|\hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right] \leq \frac{\eta L \Gamma \Lambda_{1} t}{2}+\frac{2 f_{\text {thresh }} \Lambda_{1}}{\eta} \tag{D.178}
\end{equation*}
$$

Now we will work toward bounding the norm of the difference $w_{t}-w_{0}$. We will first bound the difference $w_{t}-w_{1}$, then the difference $w_{1}-w_{0}$.

$$
\begin{align*}
\mathbb{E}\left[\left\|w_{t}-w_{1}\right\|^{2}\right] & \leq \mathbb{E}\left[\left\|\sum_{i=1}^{t-1} w_{i+1}-w_{i}\right\|^{2}\right]  \tag{D.179}\\
& \leq \eta^{2} \mathbb{E}\left[\left\|\sum_{i=1}^{t-1}\left(\xi_{i}-\hat{A}_{i} \nabla f\left(w_{i}\right)\right)\right\|^{2}\right] \tag{D.180}
\end{align*}
$$

where $\xi_{i}=\hat{A}_{i}\left(\nabla f\left(w_{i}\right)-g_{i}\right)$ is the zero mean effective noise that arises from rescaling the stochastic gradient noise. We may write

$$
\begin{align*}
\mathbb{E}\left[\left\|\sum_{i=1}^{t-1}\left(\xi_{i}-\hat{A}_{i} \nabla f\left(w_{i}\right)\right)\right\|^{2}\right] & =\mathbb{E}\left[\left\|\sum_{i=1}^{t-1} \xi_{i}-\sum_{i=1}^{t-1} \hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right]  \tag{D.181}\\
& =\mathbb{E}\left[\left\|\sum_{i=1}^{t-1} \hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}+\left\|\sum_{i=1}^{t-1} \xi_{i}\right\|^{2}-2 \sum_{i=1}^{t-1} \sum_{j=1}^{t-1}\left\langle\xi_{i}, \hat{A}_{j} \nabla f\left(w_{j}\right)\right\rangle\right]  \tag{D.182}\\
& =\mathbb{E}\left[\left\|\sum_{i=1}^{t-1} \hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right]+\mathbb{E}\left[\left\|\sum_{i=1}^{t-1} \xi_{i}\right\|^{2}\right] \tag{D.183}
\end{align*}
$$

because $\xi_{i}$ are zero mean. Since $\mathbb{E}\left[\xi_{i}^{T} \xi_{j}\right]=0$ for $i \neq j$, the expression can be simplified
as:

$$
\begin{align*}
\mathbb{E}\left[\left\|\sum_{i=1}^{t-1}\left(\xi_{i}-\hat{A}_{i} \nabla f\left(w_{i}\right)\right)\right\|^{2}\right] & =\mathbb{E}\left[\left\|\sum_{i=1}^{t-1} \hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right]+\sum_{i=1}^{t-1} \mathbb{E}\left[\left\|\xi_{i}\right\|^{2}\right]  \tag{D.184}\\
& \leq \mathbb{E}\left[\left\|\sum_{i=1}^{t-1} \hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right]+\sum_{i=1}^{t-1} \mathbb{E}\left[\left\|\xi_{i}\right\|^{2}\right]  \tag{D.185}\\
& \leq \mathbb{E}\left[\left(\sum_{i=1}^{t-1}\left\|\hat{A}_{i} \nabla f\left(w_{i}\right)\right\|\right)^{2}\right]+\sum_{i=1}^{t-1} \mathbb{E}\left[\left\|\xi_{i}\right\|^{2}\right]  \tag{D.186}\\
& \leq(t-1) \sum_{i=1}^{t-1} \mathbb{E}\left[\left\|\hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right]+\sum_{i=1}^{t-1} \mathbb{E}\left[\left\|\xi_{i}\right\|^{2}\right] \tag{D.187}
\end{align*}
$$

Note

$$
\begin{align*}
\mathbb{E}\left[\left\|\xi_{i}\right\|^{2}\right] & \leq \mathbb{E}\left[\left\|\hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right]+\mathbb{E}\left[\left\|\hat{A}_{i} g_{i}\right\|^{2}\right]  \tag{D.188}\\
& \leq \mathbb{E}\left[\left\|\hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right]+\frac{9}{4} \Gamma \tag{D.189}
\end{align*}
$$

where we have used Lemma D.5.15. We can then bound

$$
\begin{equation*}
\mathbb{E}\left[\left\|\sum_{i=1}^{t-1}\left(\xi_{i}-\hat{A}_{i} \nabla f\left(w_{i}\right)\right)\right\|^{2}\right] \leq(t-1+1) \sum_{i=1}^{t-1} \mathbb{E}\left[\left\|\hat{A}_{i} \nabla f\left(w_{i}\right)\right\|^{2}\right]+\frac{9 t \Gamma}{4} . \tag{D.190}
\end{equation*}
$$

Plugging in Equation (D.178) we get:

$$
\begin{equation*}
\mathbb{E}\left[\left\|\sum_{i=1}^{t-1}\left(\xi_{i}-\hat{A}_{i} \nabla f\left(w_{i}\right)\right)\right\|^{2}\right] \leq t\left(\frac{\eta L \Gamma \Lambda_{1} t}{2}+\frac{2 f_{\text {thresh }} \Lambda_{1}}{\eta}\right)+t \Gamma \tag{D.191}
\end{equation*}
$$

Plugging this into Equation (D.180) yields:

$$
\begin{align*}
\mathbb{E}\left[\left\|w_{t}-w_{1}\right\|^{2}\right] & \leq t \eta^{2}\left(\frac{\eta L \Gamma \Lambda_{1} t}{2}+\frac{2 f_{\text {thresh }} \Lambda_{1}}{\eta}\right)+\eta^{2} \Gamma t  \tag{D.192}\\
& =\left(4 \eta f_{\text {thresh }} \Lambda_{1}+\eta^{2} \Gamma\right) t+\frac{\eta^{3} L \Gamma \Lambda_{1} t^{2}}{2} \tag{D.193}
\end{align*}
$$

Then we may write

$$
\begin{align*}
\mathbb{E}\left[\left\|w_{t}-w_{0}\right\|^{2}\right] & \leq 2 \mathbb{E}\left[\left\|w_{t}-w_{1}\right\|^{2}\right]+2 \mathbb{E}\left[\left\|w_{1}-w_{0}\right\|^{2}\right]  \tag{D.194}\\
& \leq\left(4 \eta f_{\text {thresh }} \Lambda_{1}+2 \eta^{2} \Gamma\right) t+\eta^{3} L \Gamma \Lambda_{1} t^{2}+2 \Gamma r^{2} \tag{D.195}
\end{align*}
$$

We are almost done. By our additional assumption that $\eta \leq \frac{f_{\text {thresh }} \Lambda_{1}}{\Gamma}$ (which will wind up being true for small enough $\tau$ ), it also follows that

$$
\begin{equation*}
2 \eta^{2} \Gamma \leq 2 \eta f_{\text {thresh }} \Lambda_{1} \tag{D.196}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\mathbb{E}\left[\left\|w_{t}-w_{0}\right\|^{2}\right] \leq 6 \eta f_{\text {thresh }} \Lambda_{1} t+\eta^{3} L \Gamma \Lambda_{1} t^{2}+2 \Gamma r^{2} \tag{D.197}
\end{equation*}
$$

## D.5.6 Auxiliary lemmas

Lemma D.5.12. For $z, A, B, C \geq 0$,

$$
\begin{equation*}
\sqrt{A z^{2}+B z+C} \leq \sqrt{A} \cdot\left(2 z+\frac{B}{2 A}+\sqrt{\frac{C}{A}}\right) \tag{D.198}
\end{equation*}
$$

Proof. Note the following two facts:

$$
\begin{equation*}
A z^{2}+B z+C=A\left(z^{2}+B / A z+C / A\right)=A\left[(z+B /(2 A))^{2}+C / A-B^{2} /(2 A)^{2}\right] \tag{D.199}
\end{equation*}
$$

and

$$
\begin{equation*}
A z^{2}+B z+C=A\left(z^{2}+B / A z+C / A\right)=A\left[(z+\sqrt{C / A})^{2}-2 \sqrt{C / A}+B / A\right] . \tag{D.200}
\end{equation*}
$$

If $B^{2} \geq 4 A C$, then $C / A-B^{2} /(2 A)^{2} \leq 0$. Otherwise, $-2 \sqrt{C / A}+B / A \leq 0$. Hence,

$$
\begin{align*}
\sqrt{A z^{2}+B z+C} & \leq \begin{cases}\sqrt{A} \cdot(z+B /(2 A)) & \text { case } 1 \\
\sqrt{A} \cdot(z+\sqrt{C / A}) & \text { case } 2 .\end{cases}  \tag{D.201}\\
& \leq \sqrt{A} \cdot[(z+B /(2 A))+(z+\sqrt{C / A})] \tag{D.202}
\end{align*}
$$

Lemma D.5.13. Let $0<x<1$. For $t \geq 2 \log C / x$, we have $(1+x)^{t} \geq C$.

Proof. For $x<1$ we have $\log (1+x) \leq x-x^{2} / 2 \leq x / 2$. Hence,

$$
\begin{align*}
t \log (1+x) & \geq t x / 2  \tag{D.203}\\
& \geq \log C \tag{D.204}
\end{align*}
$$

and the lemma follows by exponentiating both sides.

## Series lemmas

Lemma D.5.14 (As in (Daneshmand et al., 2018)). For $0<\beta<1$ the following inequalities hold:

$$
\begin{gather*}
\sum_{i=1}^{t}(1+\beta)^{t-i} \leq 2 \beta^{-1}(1+\beta)^{t}  \tag{D.205}\\
\sum_{i=1}^{t}(1+\beta)^{t-i} i \leq 2 \beta^{-2}(1+\beta)^{t}  \tag{D.206}\\
\sum_{i=1}^{t}(1+\beta)^{t-i} i^{2} \leq 6 \beta^{-3}(1+\beta)^{t} \tag{D.207}
\end{gather*}
$$

## D.5.7 Descent lemmas

First we need a quick lemma relating the constants of the true preconditioner to those of an approximate preconditioner:

Lemma D.5.15. Let $\Gamma$ be an upper bound on $\mathbb{E}\left[\|A g\|^{2}\right]$. Let $\hat{A}$ be another matrix with $\|\hat{A}-A\| \leq \Delta<\lambda_{-} / 2$. Then, $\mathbb{E}\left[\|\hat{A} g\|^{2}\right] \leq \frac{9}{4} \Gamma$.

Proof. The proof is straightforward:

$$
\begin{align*}
\mathbb{E}\left[\|\hat{A} g\|^{2}\right] & \leq \mathbb{E}\left[\|(A+\Delta I) g\|^{2}\right]  \tag{D.208}\\
& \leq \mathbb{E}\left[\left\|\frac{3}{2} A g\right\|^{2}\right]  \tag{D.209}\\
& =\frac{9}{4} \mathbb{E}\left[\|A g\|^{2}\right]=\frac{9}{4} \Gamma \tag{D.210}
\end{align*}
$$

where the penultimate line follows by $\Delta<\lambda_{-} / 2$ and $\Delta I \preceq \frac{1}{2} A_{t}$.
Note that in the noiseless case $\Delta=0$, all the below results still apply, and we only lose a constant factor compared to the typical descent lemma.

Lemma D.5.16. Assume $f$ has L-Lipschitz gradient. Suppose we perform the updates $w_{t+1} \leftarrow w_{t}-\eta \hat{A}_{t} g_{t}$, where $g_{t}$ is a stochastic gradient, $A_{t}$ is a $\left(\Lambda_{1}, \Lambda_{2}, \Gamma, \nu, \lambda_{-}\right)$preconditioner, and $\left\|\hat{A}_{t}-A_{t}\right\| \leq \Delta<\frac{\lambda_{-}}{2}$. Then,

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{t+1}\right)\right] \leq f\left(w_{t}\right)-\frac{\eta \lambda_{-}}{2}\left\|\nabla f\left(w_{t}\right)\right\|^{2}+\frac{9 \eta^{2} L \Gamma}{8} \tag{D.211}
\end{equation*}
$$

Proof. We write

$$
\begin{align*}
\mathbb{E}\left[f\left(w_{t+1}\right)\right] & \leq f\left(w_{t}\right)+\left\langle\nabla f\left(w_{t}\right), \mathbb{E}\left[w_{t+1}-w_{t}\right]\right\rangle+\frac{L}{2} \mathbb{E}\left[\left\|w_{t+1}-w_{t}\right\|^{2}\right]  \tag{D.212}\\
& =f\left(w_{t}\right)-\eta\left\langle\nabla f\left(w_{t}\right), \hat{A}_{t} \nabla f\left(w_{t}\right)\right\rangle+\frac{\eta^{2} L}{2} \mathbb{E}\left[\left\|\hat{A}_{t} g_{t}\right\|^{2}\right]  \tag{D.213}\\
& \leq f\left(w_{t}\right)-\eta\left(\lambda_{-}-\Delta\right)\left\|\nabla f\left(w_{t}\right)\right\|^{2}+\frac{9 \eta^{2} L \Gamma}{8}  \tag{D.214}\\
& \leq f\left(w_{t}\right)-\frac{\eta \lambda_{-}}{2}\left\|\nabla f\left(w_{t}\right)\right\|^{2}+\frac{9 \eta^{2} L \Gamma}{8} \tag{D.215}
\end{align*}
$$

where the third line follows by Lemma D.5.15.
Corollary D.5.2. Always

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{1}\right)\right]-f\left(w_{0}\right) \leq \frac{9 \eta^{2} L \Gamma}{8} \tag{D.216}
\end{equation*}
$$

Corollary D.5.3. Suppose $\eta \leq 4 \lambda_{-}\left\|\nabla f\left(w_{0}\right)\right\|^{2} /(9 L \Gamma)$. Then,

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{1}\right)\right]-f\left(w_{0}\right) \leq-\frac{\eta \lambda_{-}}{4}\left\|\nabla f\left(w_{0}\right)\right\|^{2} \tag{D.217}
\end{equation*}
$$

Corollary D.5.4. Suppose $\left\|\nabla f\left(w_{0}\right)\right\|^{2} \geq \tau^{2}$. Then if $\eta \leq 4 \lambda_{-} \tau^{2} /(9 L \Gamma)$

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{1}\right)\right]-f\left(w_{0}\right) \leq-\frac{\eta \lambda_{-}}{4}\left\|\nabla f\left(w_{0}\right)\right\|^{2} \leq-\frac{\eta \lambda_{-}}{4} \tau^{2} \tag{D.218}
\end{equation*}
$$

## D. 6 Convergence to First-Order Stationary Points

## D.6.1 Generic Preconditioners: Proof of Theorem 7.4.2

Proof. Let $g$ be the stochastic gradient at time $t$. We will precondition by $A_{t}=A\left(w_{t}\right)$. We write

$$
\begin{align*}
\mathbb{E}\left[f\left(w_{t+1}\right)\right] & \leq f\left(w_{t}\right)+\left\langle\nabla f\left(w_{t}\right), \mathbb{E}\left[w_{t+1}-w_{t}\right]\right\rangle+\frac{L}{2} \mathbb{E}\left[\left\|w_{t+1}-w_{t}\right\|^{2}\right]  \tag{D.219}\\
& =f\left(w_{t}\right)-\eta\left\langle\nabla f\left(w_{t}\right), A_{t} \nabla f\left(w_{t}\right)\right\rangle+\frac{\eta^{2} L}{2} \mathbb{E}\left[\left\|A_{t} g_{t}\right\|^{2}\right]  \tag{D.220}\\
& \leq f\left(w_{t}\right)-\eta\left\langle\nabla f\left(w_{t}\right), A_{t} \nabla f\left(w_{t}\right)\right\rangle+\frac{\eta^{2} L \Gamma}{2}  \tag{D.221}\\
& \leq f\left(w_{t}\right)-\eta \lambda_{\min }\left(A_{t}\right)\left\|\nabla f\left(w_{t}\right)\right\|^{2}+\frac{\eta^{2} L \Gamma}{2}  \tag{D.222}\\
& \leq f\left(w_{t}\right)-\eta \lambda_{-}\left\|\nabla f\left(w_{t}\right)\right\|^{2}+\frac{\eta^{2} L \Gamma}{2} . \tag{D.223}
\end{align*}
$$

Summing and telescoping, we have

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{T}\right)\right] \leq \mathbb{E}\left[f\left(w_{0}\right)\right]-\eta \lambda_{-} \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right]+\frac{\eta^{2} L T \Gamma}{2} \tag{D.224}
\end{equation*}
$$

Now rearrange, and bound $f\left(w_{T}\right)$ by $f^{*}$ to get:

$$
\begin{equation*}
\frac{1}{T} \cdot \lambda_{-} \cdot \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right] \leq \frac{f\left(w_{0}\right)-f^{*}}{T \eta}+\frac{\eta L \Gamma}{2} \tag{D.225}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right] \leq\left(\frac{f\left(w_{0}\right)-f^{*}}{T \eta}+\frac{\eta L \Gamma}{2}\right) \cdot \frac{1}{\lambda_{-}} . \tag{D.226}
\end{equation*}
$$

Optimally choosing $\eta=\sqrt{2\left(f\left(w_{0}\right)-f^{*}\right) /(T L \Gamma)}$ yields the overall bound

$$
\begin{equation*}
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right] \leq \sqrt{\frac{2\left(f\left(w_{0}\right)-f^{*}\right) L \Gamma}{T}} \cdot \frac{1}{\lambda_{-}} \tag{D.227}
\end{equation*}
$$

Rephrasing, in order to be guaranteed that the left hand term is bounded by $\tau^{2}$, it suffices to choose $T$ so that

$$
\begin{array}{r}
\sqrt{\frac{2\left(f\left(w_{0}\right)-f^{*}\right) L \Gamma}{T}} \cdot \frac{1}{\lambda_{-}} \leq \tau^{2} \\
\quad \Leftrightarrow T \geq \frac{2\left(f\left(w_{0}\right)-f^{*}\right) L \Gamma}{\tau^{4} \lambda_{-}^{2}} \tag{D.229}
\end{array}
$$

and

$$
\begin{align*}
\eta & =\sqrt{\frac{2\left(f\left(w_{0}\right)-f^{*}\right)}{T L \Gamma}}  \tag{D.230}\\
& \leq \sqrt{\frac{2\left(f\left(w_{0}\right)-f^{*}\right)}{L \Gamma} \cdot \frac{\tau^{4} \lambda_{-}^{2}}{2\left(f\left(w_{0}\right)-f^{*}\right) L \Gamma}}=\frac{\tau^{2} \lambda_{-}}{L \Gamma} . \tag{D.231}
\end{align*}
$$

## D.6.2 Generic Preconditioners with Errors: Proof of Theorem 7.4.3

Proof. Let $g$ be the stochastic gradient at time $t$. We will precondition by $\hat{A}_{t}$ which satisfies $\left\|\hat{A}_{t}-A_{t}\right\| \leq \Delta<\lambda_{-} / 2$. We write

$$
\begin{align*}
\mathbb{E}\left[f\left(w_{t+1}\right)\right] & \leq f\left(w_{t}\right)+\left\langle\nabla f\left(w_{t}\right), \mathbb{E}\left[w_{t+1}-w_{t}\right]\right\rangle+\frac{L}{2} \mathbb{E}\left[\left\|w_{t+1}-w_{t}\right\|^{2}\right]  \tag{D.232}\\
& =f\left(w_{t}\right)-\eta\left\langle\nabla f\left(w_{t}\right), \hat{A}_{t} \nabla f\left(w_{t}\right)\right\rangle+\frac{\eta^{2} L}{2} \mathbb{E}\left[\left\|\hat{A}_{t} g_{t}\right\|^{2}\right]  \tag{D.233}\\
& \leq f\left(w_{t}\right)-\eta\left(\lambda_{-}-\Delta\right)\left\|\nabla f\left(w_{t}\right)\right\|^{2}+\frac{\eta^{2} L}{2} \mathbb{E}\left[\left\|\left(A_{t}+\Delta I\right) g_{t}\right\|^{2}\right]  \tag{D.234}\\
& \leq f\left(w_{t}\right)-\frac{\eta \lambda_{-}}{2}\left\|\nabla f\left(w_{t}\right)\right\|^{2}+\frac{\eta^{2} L}{2} \mathbb{E}\left[\left\|\frac{3}{2} A_{t} g_{t}\right\|^{2}\right]  \tag{D.235}\\
& =f\left(w_{t}\right)-\frac{\eta \lambda_{-}}{2}\left\|\nabla f\left(w_{t}\right)\right\|^{2}+\frac{9 \eta^{2} L \Gamma}{8} \tag{D.236}
\end{align*}
$$

where the penultimate line follows by $\Delta<\lambda_{-} / 2$ and $\Delta I \preceq \frac{1}{2} A_{t}$. Summing and telescoping, and further bounding $9 / 8<2$, we have

$$
\begin{equation*}
\mathbb{E}\left[f\left(w_{T}\right)\right] \leq \mathbb{E}\left[f\left(w_{0}\right)\right]-\frac{\eta \lambda_{-}}{2} \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right]+2 \eta^{2} L \Gamma \tag{D.237}
\end{equation*}
$$

Now rearrange, and bound $f\left(w_{T}\right)$ by $f^{*}$ to get:

$$
\begin{equation*}
\frac{1}{T} \cdot \frac{\lambda_{-}}{2} \cdot \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right] \leq \frac{f\left(w_{0}\right)-f^{*}}{T \eta}+2 \eta L \Gamma \tag{D.238}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right] \leq\left(\frac{f\left(w_{0}\right)-f^{*}}{T \eta}+2 \eta L \Gamma\right) \frac{2}{\lambda_{-}} . \tag{D.239}
\end{equation*}
$$

Optimally choosing $\eta=\sqrt{\left(f\left(w_{0}\right)-f^{*}\right) /(2 T L \Gamma)}$ yields the overall bound

$$
\begin{equation*}
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\left[\left\|\nabla f\left(w_{t}\right)\right\|^{2}\right] \leq \sqrt{\frac{32\left(f\left(w_{0}\right)-f^{*}\right) L \Gamma}{T}} \cdot \frac{1}{\lambda_{-}} \tag{D.240}
\end{equation*}
$$

Rephrasing, in order to be guaranteed that the left hand term is bounded by $\tau^{2}$, it suffices to choose $T$ so that

$$
\begin{array}{r}
\sqrt{\frac{32\left(f\left(w_{0}\right)-f^{*}\right) L \Gamma}{T}} \cdot \frac{1}{\lambda_{-}} \leq \tau^{2} \\
\Leftrightarrow T \geq \frac{32\left(f\left(w_{0}\right)-f^{*}\right) L \Gamma}{\tau^{4} \lambda_{-}^{2}} \tag{D.242}
\end{array}
$$

and

$$
\begin{equation*}
\eta=\sqrt{\frac{f\left(w_{0}\right)-f^{*}}{2 T L \Gamma}} \leq \sqrt{\frac{\left(f\left(w_{0}\right)-f^{*}\right) \tau^{4} \lambda_{-}^{2}}{32\left(f\left(w_{0}\right)-f^{*}\right) L^{2} \Gamma^{2}}}=\frac{\tau^{2} \lambda_{-}}{4 \sqrt{2} L \Gamma} \tag{D.243}
\end{equation*}
$$

## D. 7 Online Matrix Estimation

We first reproduce the Matrix Freedman inequality as presented by Tropp (2011):

Theorem D.7.1 (Matrix Freedman). Consider a matrix martingale $\left\{Y_{i}: i=0,1, \ldots\right\}$ (adapted to the filtration $\mathcal{F}_{i}$ ) whose values are symmetric $d \times d$ matrices, and let $\left\{Z_{i}: i=1,2, \ldots\right\}$ be the difference sequence, i.e. $Z_{i}=Y_{i}-Y_{i-1}$. For simplicity, let $Y_{0}=0$, so that $Y_{n}=\sum_{i=1}^{n} Z_{i}$. Assume that $\left\|Z_{i}\right\| \leq R$ almost surely for each $i=1,2, \ldots$ Define $W_{i}:=\sum_{j=1}^{i} \mathbb{E}\left[Z_{j}^{2} \mid \mathcal{F}_{j-1}\right]$. Then for all $k \geq 0$,

$$
\mathbb{P}\left(\left\|Y_{n}\right\| \geq k \text { and }\left\|W_{n}\right\| \leq \sigma^{2}\right) \leq d \exp \left(\frac{-k^{2} / 2}{\sigma^{2}+R k / 3}\right) .
$$

Corollary D.7.1. Let $\left\{Z_{i}: i=1,2, \ldots\right\}$ be a martingale difference sequence (adapted to the filtration $\mathcal{F}_{i}$ ) whose values are symmetric $d \times d$ matrices. Assume $\left\|Z_{i}\right\| \leq R$ and $\left\|\mathbb{E}\left[Z_{i}^{2} \mid \mathcal{F}_{i-1}\right]\right\| \leq \sigma_{\max }^{2}$ for all $i$. Let $p \in \Delta_{n}$ in the simplex. Then for all $k \leq$ $3\|p\|_{2}^{2} \sigma_{\text {max }}^{2} / R$,

$$
\mathbb{P}\left(\left\|\sum_{i=1}^{n} p_{i} Z_{i}\right\| \geq k\right) \leq d \exp \left(\frac{-k^{2}}{4\|p\|_{2}^{2} \sigma_{\max }^{2}}\right) .
$$

Proof. Observe that $Y_{i}:=\sum_{j=1}^{i} p_{j} Z_{j}$ is a matrix martingale; we are trying to bound $\mathbb{P}\left(\left\|Y_{n}\right\| \geq k\right)$. Define the predictable quadratic variation process $W_{i}:=\sum_{j=1}^{i} \mathbb{E}\left[\left(p_{j} Z_{j}\right)^{2} \mid \mathcal{F}_{j-1}\right]$. By assumption, we may bound

$$
\begin{align*}
\left\|W_{n}\right\|=\left\|\sum_{j=1}^{n} \mathbb{E}\left[p_{j}^{2} Z_{j}^{2} \mid \mathcal{F}_{j-1}\right]\right\| \leq \sum_{j=1}^{n}\left\|\mathbb{E}\left[p_{j}^{2} Z_{j}^{2} \mid \mathcal{F}_{j-1}\right]\right\| & =\sum_{j=1}^{n} p_{j}^{2}\left\|\mathbb{E}\left[Z_{j}^{2} \mid \mathcal{F}_{j-1}\right]\right\|  \tag{D.244}\\
& \leq \sum_{j=1}^{n} p_{j}^{2} \sigma_{\max }^{2}=\sigma_{\max }^{2}\|p\|_{2}^{2} \tag{D.245}
\end{align*}
$$

In other words, we can deterministically bound $\left\|W_{n}\right\| \leq \sigma_{\max }^{2}\|w\|_{2}^{2}$. Combining this bound with Theorem D.7.1, it follows that for any $k \geq 0$,

$$
\begin{align*}
\mathbb{P}\left(\left\|Y_{n}\right\| \geq k\right) & =\mathbb{P}\left(\left\|Y_{n}\right\| \geq k \text { and }\left\|W_{n}\right\| \leq \sigma_{\max }^{2}\|p\|_{2}^{2}\right)  \tag{D.246}\\
& \leq d \exp \left(\frac{-k^{2} / 2}{\sigma_{\max }^{2}\|p\|_{2}^{2}+R k / 3}\right) \tag{D.247}
\end{align*}
$$

By assumption, $k \leq 3\|p\|_{2}^{2} \sigma_{\max }^{2} / R$, so $R k / 3 \leq \sigma_{\max }^{2}\|p\|_{2}^{2}$, and we may further bound

$$
d \exp \left(\frac{-k^{2} / 2}{\sigma_{\max }^{2}\|p\|_{2}^{2}+R k / 3}\right) \leq d \exp \left(\frac{-k^{2}}{4\|p\|_{2}^{2} \sigma_{\max }^{2}}\right)
$$

Now we can apply the above matrix concentration results to prove Theorem 7.4.1:

Proof of Theorem 7.4.1. First we separately bound the bias and variance of the estimate $\sum_{t=1}^{T} p_{t} Y_{t}$, then use Corollary D.7.1. Since $\mathbb{E}\left[Y_{t} \mid \mathcal{F}_{t-1}\right]=G_{t}=G\left(w_{t}\right)$, the bias
of the estimate is:

$$
\begin{align*}
\left\|\sum_{t=1}^{T} p_{t} G\left(w_{t}\right)-G\left(w_{T}\right)\right\| & =\left\|\sum_{t=1}^{T} p_{t}\left(G\left(w_{t}\right)-G\left(w_{T}\right)\right)\right\|  \tag{D.248}\\
& \leq \sum_{t=1}^{T} p_{t}\left\|G\left(w_{t}\right)-G\left(w_{T}\right)\right\|  \tag{D.249}\\
& \leq L \sum_{t=1}^{T} p_{t}\left\|w_{t}-w_{T}\right\|  \tag{D.250}\\
& \leq L \sum_{t=1}^{T} p_{t} \sum_{s=t+1}^{T}\left\|w_{s}-w_{s-1}\right\|  \tag{D.251}\\
& \leq \eta M L \sum_{t=1}^{T} p_{t}(T-t)  \tag{D.252}\\
& =\eta M L \cdot \frac{1}{\sum_{t=1}^{T} \beta^{T-t}} \cdot \sum_{t=1}^{T} \beta^{T-t}(T-t) . \tag{D.253}
\end{align*}
$$

Note that by a well-known identity,

$$
\begin{equation*}
\sum_{t=1}^{T} \beta^{T-t}(T-t)=\sum_{s=0}^{T-1} s \beta^{s} \leq \sum_{s=0}^{\infty} s \beta^{s}=\frac{\beta}{(1-\beta)^{2}} \tag{D.254}
\end{equation*}
$$

Hence, the bias is bounded by

$$
\begin{align*}
\eta M L \cdot \frac{1}{\sum_{t=1}^{T} \beta^{T-t}} \cdot \frac{\beta}{(1-\beta)^{2}} & =\eta M L \cdot \frac{1-\beta}{1-\beta^{T}} \cdot \frac{\beta}{(1-\beta)^{2}}  \tag{D.255}\\
& =\eta M L \cdot \frac{1}{1-\beta^{T}} \cdot \frac{\beta}{1-\beta}  \tag{D.256}\\
& \leq M L \cdot \frac{\eta}{(1-\beta)\left(1-\beta^{T}\right)} \tag{D.257}
\end{align*}
$$

Applying Corollary D.7.1 to the martingale difference sequence $Z_{t}=Y_{t}-G\left(w_{t}\right)$, we have that

$$
\mathbb{P}\left(\left\|\sum_{t=1}^{T} p_{t}\left(Y_{t}-G\left(w_{t}\right)\right)\right\|>k\right) \leq d \exp \left(\frac{-k^{2}}{4\|p\|_{2}^{2} \sigma_{\max }^{2}}\right)
$$

Now note that

$$
\begin{align*}
\|w\|_{2}^{2}=\sum_{t=1}^{T} p_{t}^{2} & =\frac{1}{\left(\sum_{t=1}^{T} \beta^{T-t}\right)^{2}} \sum_{t=1}^{T}\left(\beta^{2}\right)^{T-t}  \tag{D.258}\\
& =\frac{(1-\beta)^{2}}{\left(1-\beta^{T}\right)^{2}} \sum_{t=1}^{T}\left(\beta^{2}\right)^{T-t}  \tag{D.259}\\
& =\frac{(1-\beta)^{2}}{\left(1-\beta^{T}\right)^{2}} \cdot \frac{1-\beta^{2 T}}{1-\beta^{2}}  \tag{D.260}\\
& =\frac{1-\beta^{2 T}}{\left(1-\beta^{T}\right)^{2}} \cdot \frac{(1-\beta)^{2}}{1-\beta^{2}}  \tag{D.261}\\
& =\frac{1+\beta^{T}}{1-\beta^{T}} \cdot \frac{1-\beta}{1+\beta}  \tag{D.262}\\
& \leq \frac{2(1-\beta)}{1-\beta^{T}} . \tag{D.263}
\end{align*}
$$

Setting the right hand side of the high probability bound to $\delta$, we have concentration w.p. $1-\delta$ for $k$ satisfying

$$
\begin{equation*}
\delta \geq d \exp \left(\frac{-k^{2}}{4\|p\|_{2}^{2} \sigma_{\max }^{2}}\right) \tag{D.264}
\end{equation*}
$$

Rearranging, we find

$$
\begin{gather*}
\log (d / \delta) \leq \frac{k^{2}}{4\|p\|_{2}^{2} \sigma_{\max }^{2}}  \tag{D.265}\\
\Leftrightarrow k \geq 2 \sigma_{\max }\|p\|_{2} \sqrt{\log (d / \delta)} \tag{D.266}
\end{gather*}
$$

Combining this with the triangle inequality,

$$
\begin{align*}
\left\|\sum_{t=1}^{T} p_{t} y_{t}-G\left(w_{T}\right)\right\| & \leq\left\|\sum_{t=1}^{T} p_{t} y_{t}-\sum_{t=1}^{T} p_{t} G\left(w_{t}\right)\right\|+\left\|\sum_{t=1}^{T} p_{t}\left(G\left(w_{t}\right)-G\left(w_{T}\right)\right)\right\|  \tag{D.267}\\
& \leq 2 \sigma_{\max }\|w\|_{2} \sqrt{\log (d / \delta)}+M L \cdot \frac{\eta}{(1-\beta)\left(1-\beta^{T}\right)}  \tag{D.268}\\
& \leq 2^{3 / 2} \sigma_{\max } \frac{\sqrt{1-\beta}}{\sqrt{1-\beta^{T}}} \sqrt{\log (d / \delta)}+M L \cdot \frac{\eta}{(1-\beta)\left(1-\beta^{T}\right)} . \tag{D.269}
\end{align*}
$$

with probability $1-\delta$. Since $1 / \sqrt{1-\beta^{T}} \leq 1 /\left(1-\beta^{T}\right)$, this can further be bounded by

$$
\begin{equation*}
\left(2^{3 / 2} \sigma_{\max } \sqrt{1-\beta} \sqrt{\log (d / \delta)}+M L \cdot \frac{\eta}{(1-\beta)}\right) \cdot \frac{1}{1-\beta^{T}} \tag{D.270}
\end{equation*}
$$

Write $\alpha=1-\beta$. The inner part of the bound is optimized when

$$
\begin{align*}
2^{3 / 2} \sigma_{\max } \sqrt{\alpha} \sqrt{\log (d / \delta)} & =M L \cdot \frac{\eta}{\alpha}  \tag{D.271}\\
\Leftrightarrow \alpha^{3 / 2} & =\frac{M L \eta}{2^{3 / 2} \sigma_{\max } \sqrt{\log (d / \delta)}}  \tag{D.272}\\
\Leftrightarrow \alpha & =\frac{M^{2 / 3} L^{2 / 3} \eta^{2 / 3}}{2 \sigma_{\max }^{2 / 3}(\log (d / \delta))^{1 / 3}} \tag{D.273}
\end{align*}
$$

for which the overall inner bound is

$$
\begin{equation*}
2 \cdot 2^{3 / 2} \sigma_{\max } \sqrt{\alpha} \sqrt{\log (d / \delta)}=4 \sigma_{\max }^{2 / 3}(\log (d / \delta))^{1 / 3} M^{1 / 3} L^{1 / 3} \eta^{1 / 3} . \tag{D.274}
\end{equation*}
$$

If $T$ is sufficiently large, the $1 /\left(1-\beta^{T}\right)$ term will be less than 2 . In particular,

$$
\begin{equation*}
T>\frac{2}{\log (1+\alpha)} \Longrightarrow \frac{1}{1-(1-\alpha)^{T}}<2 \tag{D.275}
\end{equation*}
$$

Since $\log (1+\alpha)>\alpha / 2$ for $\alpha<1$, it suffices to have $T>4 / \alpha$.

## D. 8 Converting Noise Estimates into Preconditioner Estimates

Lemma D.8.1. Suppose $\|G-\hat{G}\| \leq \varepsilon$, i.e. $\hat{G}$ is a good estimate of $G$ in operator norm. Assume $\varepsilon$ is so small that $\varepsilon\left\|G^{-1}\right\|<1 / 2$. Then,

$$
\begin{equation*}
\left\|G^{-1}-\hat{G}^{-1}\right\| \leq \frac{\varepsilon}{2\left(\lambda_{\min }(G)\right)^{2}} \tag{D.276}
\end{equation*}
$$

Proof. Observe

$$
\begin{equation*}
G^{-1}(\hat{G}-G) \hat{G}^{-1}=G^{-1}-\hat{G}^{-1} \tag{D.277}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\delta=\left\|G^{-1}-\hat{G}^{-1}\right\| & =\left\|G^{-1}(\hat{G}-G) \hat{G}^{-1}\right\|  \tag{D.278}\\
& \leq \varepsilon\left\|G^{-1}\right\|\left\|\hat{G}^{-1}\right\|  \tag{D.279}\\
& \leq \varepsilon\left\|G^{-1}\right\|\left(\left\|G^{-1}\right\|+\delta\right) . \tag{D.280}
\end{align*}
$$

Grouping $\delta$ terms together, we find

$$
\begin{align*}
\left(1-\varepsilon\left\|G^{-1}\right\|\right) & \delta \leq \varepsilon\left\|G^{-1}\right\|^{2}  \tag{D.281}\\
\Longrightarrow & \delta \leq \frac{\left\|G^{-1}\right\|^{2}}{1-\varepsilon\left\|G^{-1}\right\|} \cdot \varepsilon \tag{D.282}
\end{align*}
$$

By assumption $\varepsilon$ is small enough so that $\varepsilon\left\|G^{-1}\right\|<1 / 2$, so overall we have

$$
\begin{equation*}
\delta \leq \frac{\left\|G^{-1}\right\|^{2}}{2} \cdot \varepsilon=\frac{1}{2\left(\lambda_{\min }(G)\right)^{2}} \cdot \varepsilon \tag{D.283}
\end{equation*}
$$

Lemma D.8.2. Suppose $\|G-\hat{G}\| \leq \varepsilon$, i.e. $\hat{G}$ is a good estimate of $G$ in operator norm. Assume $\varepsilon$ is so small that $\varepsilon<\frac{3}{4} \lambda_{\min }(G)$. Then,

$$
\begin{equation*}
\left\|G^{1 / 2}-\hat{G}^{1 / 2}\right\| \leq \frac{\varepsilon}{\left(\lambda_{\min }(G)\right)^{1 / 2}} \tag{D.284}
\end{equation*}
$$

Proof. We can equivalently write

$$
\begin{equation*}
G-\varepsilon I \preceq \hat{G} \preceq G+\varepsilon I . \tag{D.285}
\end{equation*}
$$

By monotonicity of the matrix square root,

$$
\begin{equation*}
(G-\varepsilon I)^{1 / 2} \preceq \hat{G}^{1 / 2} \preceq(G+\varepsilon I)^{1 / 2} \tag{D.286}
\end{equation*}
$$

and therefore

$$
\begin{align*}
(G-\varepsilon I)^{1 / 2}-G^{1 / 2} & \preceq \hat{G}^{1 / 2}-G^{1 / 2}  \tag{D.287}\\
& \preceq(G+\varepsilon I)^{1 / 2}-G^{1 / 2} \tag{D.288}
\end{align*}
$$

At this point we can bound each side by applying Lemma D.8.3 to $G$ and to $G-\varepsilon I$. The result is the bound

$$
\frac{-\varepsilon}{2\left(\lambda_{\min }(G)-\varepsilon\right)^{1 / 2}} \preceq \hat{G}^{1 / 2}-G^{1 / 2} \preceq \frac{\varepsilon}{2\left(\lambda_{\min }(G)\right)^{1 / 2}} .
$$

The lower bound is looser, so the operator norm of the difference is bounded by

$$
\frac{\varepsilon}{2\left(\lambda_{\min }(G)-\varepsilon\right)^{1 / 2}}<\frac{\varepsilon}{2\left(\frac{1}{4} \lambda_{\min }(G)\right)^{1 / 2}}=\frac{\varepsilon}{\left(\lambda_{\min }(G)\right)^{1 / 2}}
$$

Lemma D.8.3. Let $A \succ 0$ and $\varepsilon>0$. Then

$$
\begin{equation*}
\left\|(A+\varepsilon)^{1 / 2}-A^{1 / 2}\right\| \leq \frac{\varepsilon}{2\left(\lambda_{\min }(A)\right)^{1 / 2}} \tag{D.289}
\end{equation*}
$$

Proof. The bound reduces to plugging in the eigenvalues of $A$ to a scalar function $f: \mathbb{R} \rightarrow \mathbb{R}$. Define $f(x)=(x+\varepsilon)^{1 / 2}-x^{1 / 2}$. Note that

$$
\begin{align*}
f(x) & =\frac{\left((x+\varepsilon)^{1 / 2}-x^{1 / 2}\right)\left((x+\varepsilon)^{1 / 2}+x^{1 / 2}\right)}{(x+\varepsilon)^{1 / 2}+x^{1 / 2}}  \tag{D.290}\\
& =\frac{(x+\varepsilon)-x}{(x+\varepsilon)^{1 / 2}+x^{1 / 2}}  \tag{D.291}\\
& =\frac{\varepsilon}{(x+\varepsilon)^{1 / 2}+x^{1 / 2}}  \tag{D.292}\\
& \leq \frac{\varepsilon}{2 x^{1 / 2}}, \tag{D.293}
\end{align*}
$$

from which the result follows.

Corollary D.8.1. Suppose $\|G-\hat{G}\| \leq \varepsilon$, for small enough $\varepsilon$. Then,

$$
\left\|(G+\delta I)^{-1 / 2}-(\hat{G}+\delta I)^{-1 / 2}\right\| \leq \frac{\varepsilon}{2\left(\delta+\lambda_{\min }(G)\right)^{3 / 2}}
$$

Proof. Simply apply Lemma D.8.1 and Lemma D.8.2 to $G+\delta I$.


[^0]:    ${ }^{1}$ This is done via approximating the Fourier transform $\mathcal{F}\left[h^{2}\right]$ of $h^{2}$, and using the fact that, for shift-invariant kernels $k$, the norm $\|f\|_{\mathcal{H}}^{2}=\int_{\omega}|\mathcal{F}[f(\omega)]|^{2} / \mathcal{F}[k(\omega)] d \omega$, up to a constant that depends on how the Fourier transform is defined. Numerically estimating this integral leads to an estimate of $\left\|h^{2}\right\|_{\sigma^{\prime}}$.

[^1]:    ${ }^{1}$ More generally, AGMs precondition the stochastic gradient update direction. Most AGMs use per-coordinate learning rates, equivalent to preconditioning by a diagonal matrix. In our work it is actually simpler to first study full-matrix preconditioning, and then to modify the results for the more common diagonal case.

[^2]:    ${ }^{2}$ In cases where $G=\mathbb{E}\left[g g^{T}\right]$ is rank deficient, e.g. in high-dimensional finite sum problems, lower bounds on $\lambda_{\min }(G)$ should be understood as lower bounds on $\mathbb{E}\left[\left(v^{T} g\right)^{2}\right]$ for escape directions $v$ from saddle points, analogous to the "CNC condition" from (Daneshmand et al., 2018).

[^3]:    ${ }^{3}$ The same phenomenon still holds in higher dimensions but the presentation is simpler with $d=2$.

