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ABSTRACT

Children are now growing up with AI-enabled, socially interactive technology. As such, we need to deeply understand how children perceive, interact, and relate to this kind of technology, especially given the many ethical concerns that arise in the context of human-machine interactions, most of which are most contentious with children. To this end, I explore questions about young children’s interactions and relationships with one such technology—social robots—during language learning activities. Language learning is a ripe area for exploring these questions because of the social, interactive, interpersonal nature of the activity. In addition, literacy, language, and interpersonal skills are some of the most important skills any child will learn, as they can greatly impact children’s later educational and life success.

Through a series of 9 empirical child-robot interaction studies with 347 children and using both teleoperated and autonomous robots, I establish the role of social robots as relational technology—that is, technology that can build long-term, social-emotional relationships with users. I hypothesize that a key aspect of why social robots can benefit children’s learning is their social and relational nature. To that end, I demonstrate the capabilities of social robots as learning companions for young children that afford opportunities for social engagement and reciprocal interaction, particularly peer-to-peer mirroring. I discuss how we can understand children’s conceptualizations of social robots as relational agents and measure children’s relationships over time.

I introduce the term relational AI to refer to autonomous relational technologies. I develop a computational relational AI system to examine how using relational AI in a social robot can impact child-robot learning interactions. Through testing the autonomous system in a longitudinal study with 49 children, I explore connections between children’s relationship and rapport with the robot and their engagement and learning. I discuss the ethical use and design implications of relational AI. I show that relational AI is a new, powerful educational tool, unlike any other existing technology, that we can leverage to support children’s early education and development.
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INTRODUCTION

1.1 AI EVERYWHERE

People now regularly live and interact with a wide range of smart Internet of Things devices (e.g., smart speakers such as Amazon Echo\(^1\), Google Home\(^2\)), AI-enabled digital assistants (e.g., Google Now\(^3\), Siri\(^4\), Cortana\(^5\)); personal home robots for assistance, education, health, and home security (e.g., Jibo\(^6\), Buddy\(^7\), Mabu\(^8\), Dash and Dot\(^9\), Cosmo\(^10\), and Angee\(^11\)); and more. Intelligent machines designed to work with and alongside people are becoming more common in manufacturing, warehouse, and retail environments (e.g., Baxter\(^12\), Kiva\(^13\), and Pepper\(^14\)).

With so many AI-enabled, socially interactive, and collaborative technologies entering everyday life, we need to deeply understand how these technologies affect us. How do people interact with and respond to them? How do people conceptualize and understand them? What kinds of relationships are people forming with their social and AI-enabled technology—because they are forming relationships of some kind? What are the long-term consequences of having such technology in our lives—whether benefits or detriments? How can these technologies be used to promote human flourishing? How do we mitigate ethical concerns—and there are many—about the use of social technology and AI in our lives?

In this thesis, I explore some of these questions through the lens of children’s interactions and relationships with AI-enabled social technology, specifically, with social robots that act as language learning companions. Children today are growing up with AI, and AI-enabled technology is increasingly being used in both formal and informal educational contexts—in classrooms, in homes, as part of casual question-asking in conversation. Studying children in an educational context can bring insight into how different social and interactive capabilities of an agent can affect children’s behavior, engagement, rapport, relationships, and learning over time. We can learn about how children conceptualize robots, whether they understand that robots and other social technology are different than humans, and what their longitudinal relationships might be like. In addition, many of the ethical concerns about social technology and AI are most contentious with children, such as concerns about emotional attachment, decept-

---

1.2 EXPLORING RELATIONAL AI WITH CHILDREN

Studying children can also provide much needed data to ethical discussions as well as our understanding of how to design new social, relational technology in beneficial ways.

1.2 EXPLORING RELATIONSHIPS AND AI THROUGH CHILDREN’S LANGUAGE LEARNING

Language and interpersonal skills are arguably the most important skills any child will learn. Language is the foundation of most human knowledge transfer. Through language, we share our stories and understand the stories of others. We use language with imagination to create new stories and new knowledge. But words alone are not enough: The stories we share have purpose. We communicate using words; words are for creating and sharing meaning with others. Thus, we cannot talk about language without also talking about social, interpersonal skills. Both are equally important for children’s development. They are both critical for nearly all subsequent learning and can greatly impact children’s later educational and life success.

1.2.1 Language

Numerous studies in the United States have shown that children who grow up with an impoverished exposure to English—such as fewer total words heard, fewer novel words heard, and a lack of rich vocabulary-building curricula or cognitively challenging tasks in preschools—show language deficits that may negatively affect the child’s entire academic career (Fish and Pinkerman, 2003; Hart and Risley, 1995; Huttenlocher et al., 1991, 2002, 2010; Paez, Tabors, and Lopez, 2007; Perkins, Finegood, and Swain, 2013; Schwab and Lew-Williams, 2016; Snow et al., 2007). For example, Hart and Risley (1995) studied children from 42 families as they learned to speak, observing the children for an hour every month from when they were 1-2 years old until they were 3-4 years old. They used the number of words addressed to children as a measure of children’s cumulative language experience. They found significant effects of the families’ socio-economic status (SES) on the estimated number of words each child heard: children raised in high-SES families heard an estimated 30 million words more than children from low-SES families. Furthermore, this was linked to children’s vocabularies, with low-SES children having significantly smaller vocabularies. Vocabulary use at age 3 was also predictive of children’s language skills at ages 9-10 years, as well as being associated with scores on later vocabulary and reading comprehension tests. In addition, there were differences in the type of language children’s parents used. For example, parents in high-SES families used more encouraging feedback, with a 6:1 ratio of affirmatives to prohibitions, while low-SES parents used a ratio of 12:7, and welfare families had a ratio of 5:11.

Fish and Pinkerman (2003) performed a longitudinal study following children from infancy through kindergarten in rural Appalachia to examine the impact of maternal behavior, the caregiving environment, their socio-economic status, and child temperament on the children’s language skills. The children studied were all from low-SES families. They found that the aforementioned negative low-SES effects were not evident until children were 2-3 years old, but thereafter, the children were comparable to low-SES children from other regions. Their language skills at 15-months predicted their language skills at four years and at the start of kindergarten. Maternal interac-
tion behavior was also significantly related to their language skills: children whose mothers were more facilitative and gave more contingent feedback performed better.

These two studies highlight the importance of contingent, encouraging feedback and quality language input for children’s language learning. As both Harris, Golinkoff, and Hirsh-Pasek (2011) and Neuman, Pinkham, and Kaefer (2013) have discussed, vocabulary learning is not about memorizing words in isolation, but is about learning the concepts for which words stand. Children learn words that they hear often, that involve concepts and events that interest them or are relevant to them, and that are discovered in interactive, meaningful contexts. Receiving repeated exposure to a great variety of novel words, connecting words to other related words, and hearing words integrated in context can all improve learning. For example, Snow et al. (2007) found that children whose preschool instructors used unfamiliar words and engaged them in cognitively challenging tasks entered kindergarten with higher language abilities. Hearing varied, complex language provides greater opportunity for uncovering grammatical patterns.

1.2.2 Social Language

I have listed several important behaviors related to children’s successful language learning, including quality language input, facilitative interactions, and encouraging feedback. These point to particular beneficial language learning environments: the dialogic context. Children learn language best when they are active participants, engaged as speakers and listeners for the purpose of communicating with words (Bloom, 2000; Duranti and Goodwin, 1992; Teale and Sulzby, 1986; Vygotsky, 1978). A dialogic context involves children directly and actively—they are not passive receivers of input, but social agents, learning to communicate using words, emotions, and other nonverbal signals, with the other social agents around them. Recent work from John Gabrieli and colleagues has found that independent of children’s socio-economic status, IQ, and total amount of speech, a greater number of conversational turns in adult-child conversations led to greater left inferior frontal activation (Broca’s area, a brain region associated with language and verbal skill) (Romeo et al., 2018a,b). Prior research has demonstrated the importance of social interaction for language development (e.g., Hoff, 2006; Romeo et al., 2018a,b), especially social cues that facilitate joint attention and rapport—such as eye-gaze, motor, and affective mimicry and synchrony (Chartrand and Baaren, 2009; Valdesolo and DeSteno, 2011; Wiltermuth and Heath, 2009). These social cues can impact both children’s language learning (Bloom, 2000; Meltzoff et al., 2009; Sage and Baldwin, 2010) and their willingness to engage with and learn from instructors (Corriveau et al., 2009; Harris, 2007, 2012). Furthermore, (Kuhl, 2007, 2011) has argued that a lack of social interaction with a partner may even impair language learning, showing that infants learn to differentiate new phonemes that are presented by a live person, but not from a mere audio stream or from a video of a person. In a similar vein, Naigles and Mayeux (2001) suggest that although young children may be able to learn new words from educational television, they may not not learn grammar or complex sentence structures—learning these features of language may require social interaction with a live agent.

Because social interaction is so critical for language development, children’s early interpersonal and social-emotional skills are counted among the most important skills children learn (Elias, 2006; Hoffman, 2009; Liew, 2012). Vice versa, language is counted
as a key component of social competence, given its communicative, social nature (Coolahan et al., 2000; Gallagher, 1993).

1.2.3 Support for Language Learning

Early language learning is linked to later literacy rates (e.g. Griffin et al., 2004; Hart and Risley, 1995). Recent UNESCO reports state that there are approximately 758 million illiterate adults and 122 million illiterate youth around the world\(^\text{15}\). Even in the United States, which is arguably a country better equipped to battle illiteracy than many other countries around the world, the Program for the International Assessment of Adult Competencies (PIAAC) reported in 2014 that 18% of US adults age 16 to 65 fall at or below level 1 proficiency in literacy\(^\text{16}\). These figures are in line with earlier studies that suggested that nearly a quarter of the US population was functionally illiterate (Kaestle et al., 2001; Kutner, Greenberg, and Baer, 2006). These statistics highlight the gap discussed earlier: Despite the importance of early language development, not all children currently receive enough support, instruction, or practice in learning early language, literacy, and interpersonal skills. Some schools have insufficient resources or are understaffed. Some parents cannot spend as much time on literacy-related activities with their children as they might like, or may not be proficient English-speakers themselves. Some children have developmental disabilities or delays and need additional time or therapy. It is imperative for us to address this need.

Many interventions have been developed in recent years, including teacher education programs, parent resources, preschool readiness programs, and educational apps and games. Of these, technology-based interventions in particular have great potential for three key reasons, as listed in (Kory and Breazeal, 2014): (1) accessibility, i.e., real-world deployment at scale as technology becomes cheaper and more accessible; (2) ease-of-use, including rapid customization and the addition of new content; and (3) versatility, in that technology could be used alone, with peers, or with caregivers. Ideally, based on existing evidence, these technologies will target young children aged 3–5 years. Fixing the language gap early will have greater impact, since disparities in children’s language exposure at age 3 magnify over time, resulting in children who have little chance of catching up to their peers (Hart and Risley, 1995). Developmentally, some work suggests that language learning may proceed more rapidly in the early years (Johnson and Newport, 1989). However, recent work with a much larger dataset found that grammar-learning ability is preserved until the late teenage years before declining, setting a definite critical period for language learning but one that is later than earlier work suggested (Hartshorne, Tenenbaum, and Pinker, 2018). Thus, while preschool may not be critical in terms of being the critical period for language learning, starting early can dramatically improve later outcomes. Finally, preschool children are also actively developing the social and emotional skills that facilitate language learning, promote their readiness to learn, moderate positive peer interactions, and contribute to their academic and life success (Coolahan et al., 2000; Gallagher, 1993; McClelland and Morrison, 2003; Pahl and Barrett, 2007). Learning language alongside these skills is natural; all these skills interact and support each other. Preschool is a critical age.


However, there is currently a dearth of quality technological innovation for younger children. Most of the innovation is in apps and games. As Nuñez (2015) reported, in 2012, there were over 20,000 apps labeled “educational” in the Apple app store, but only 5% related to literacy (Chiong and Shuler, 2010; Shuler, Levine, and Ree, 2012). Three years later, there were around 80,000 “educational” apps—largely untested, with unknown actual educational potential (Hirsh-Pasek et al., 2015). The literacy-focused apps tended to target children who were learning to read or already knew how to read, leaving out children who may first need to work on oral language skills. When apps do target oral language, the focus is often exclusively on vocabulary building, not on language as a communicative medium. Furthermore, very few of the literacy-related apps were adequate in terms of pedagogy or engagement, and 75% of the “top” apps were lesson-based, engaging children passively as watchers, listeners, and consumers, rather than being creative, active, and open-ended (Goodwin and Highfield, 2012; Guernsey et al., 2012). But as we have discussed, early language skills are rooted in interpersonal, social interaction. There are many opportunities in this space for quality innovation. Chapter 2 will discuss these technologies further.

When creating technology for children’s education, it is important to acknowledge the concern that these technologies will replace teachers, parents, or other caregivers. That is not the goal. Instead, as (Kory, 2014) outlined, the goal is to supplement what caregivers already do, support them in their efforts, and scaffold or model beneficial behaviors that they may not know to use or may not be able to use. For example, one beneficial behavior during book reading is asking dialogic questions, i.e., open-ended and function/attribute questions that prompt the child to think about the story, predict what is happening, and engage more deeply with the material. Numerous studies have shown that dialogic reading can boost children’s vocabulary (Hargrave and Sénéchal, 2000; Valdez-Menchaca and Whitehurst, 1992; Whitehurst, G. J. et al., 1988). Several digital storybooks have been developed to support dialogic reading, for example, adding a virtual character that modeled dialogic question asking for parents (e.g., Boteanu et al., 2016; Chang et al., 2012; Nuñez, 2015). Technology can also facilitate child-caregiver interactions. For example, Freed (2012) developed a simple game with a robot and a tablet for learning vocabulary that children and their parents played together. The robot’s presence encouraged communication and discussion: without prompting, parents guided and reinforced children’s behavior in a way that aligned with the language learning goals of the game. In general, the goal of many new technologies is to augment—not replace—the existing relationships between children and their families, friends, and caregivers.

1.3 THESIS GOALS AND ROADMAP

As stated above, children are now growing up with AI-enabled devices and a variety of social technology. We need to deeply understand how children perceive, interact, and relate to these technologies, especially during longitudinal interactions, and especially given the many ethical concerns that arise in the context of human-machine interactions.

To this end, I explore questions about children’s interactions and relationships with social technology during language learning activities. Language learning is a ripe area for exploring these questions because of the social, interactive, interpersonal nature of the activity. I expect that new technology developed to support young children’s early oral language development will afford the greatest benefits when it embodies the so-
Relational technology is not merely social; it includes social behaviors, such as nonverbal cues, contingency, and other behaviors that make an agent *someone to interact with*, but also additional behaviors that contribute more directly to building and maintaining an ongoing relationship. Relational technology could deeply engage children and provide either great benefits, or great harm.

One such technology is social robots. Through a series of empirical child-robot interaction studies, I establish the role of social robots as relational technologies that can successfully support young children in learning new language skills (Chapters 2 and 3). These studies begin my explorations of how different social and interactive capabilities of an agent can affect children’s behavior, engagement, and learning.

Next, because learning tends to occur over time, I discuss what we have learned from multiple longitudinal studies, in particular, that social robots have strong capabilities as learning companions that afford opportunities for social engagement and reciprocal interaction, particularly peer-to-peer modeling (Chapter 4). I discuss what we have discovered about the role social robots can play as peers, how children relate to them and learn with them over time, and how this led me to dive more deeply into children’s relationships with social robots and the connection children’s relationships may have to learning (Chapter 5). In Chapter 6, I introduce the term relational AI to refer to a subset of relational technology that is autonomous and changes through time—the kind of technology that these social robots could be.

In my final two studies, I explore how relational AI affects children’s relationships, engagement, and learning. I develop numerous new ways of assessing children’s relationships (Chapter 7). I hypothesize that children’s learning is influenced by their relationships and their rapport with others with whom they are interacting. I explore mechanisms that could modulate children’s peer learning with social robots—specifically, the use of relationship and rapport-building behaviors. In the first of these two studies, I explore the impact of the robot’s use of behavioral mimicry and disclosure on children’s engagement, rapport, relationship, and learning during a single interaction session (Chapter 8). For the final study, I develop a computational relational AI system with a social robot, which I test in a longitudinal child-robot learning interaction (Chapter 9). This study allows me to deeply explore connections between children’s relationship and rapport and their engagement and learning—as well as unexpected connections between children’s gender and their relationship formation (Chapter 10).

I discuss what we now know about how social and relational behaviors affect engagement and learning, as well as how we can understand children’s conceptualizations of social robots as relational agents, different from the other agents children encounter, and the kinds of relationships children currently form with them (Chapter 11). I discuss the implications my work has for the design of new relational technology (Chapter 12), as well as how we can address a variety of ethical concerns that relational technology raises (Chapter 13). Through all of this work, I argue that relational AI is a new, powerful educational tool, unlike any other existing technology, that we can leverage to support children’s early education and development.
1.4 THESIS CONTRIBUTIONS

In this thesis, I make the following technical, empirical, and theoretical contributions (detailed further in Section 14.1):

**Technical:** I built a new relational AI system and implemented it in an autonomous social robot. During this process, I produced digital materials for reuse, including open-source software and assessment instructions.

**Empirical:** I developed new assessments for measuring children's relationships with social robots. Through 9 studies with 347 children, I collected new data that provides insight into children's behavior, engagement, rapport, and relationships with relational technology. These data inform our understanding children's conceptualizations of social robots and the kinds of relationships children form with social robots over time. I also present a model showing how social behavior, relational behavior, engagement, rapport, relationships, and learning are linked.

**Theoretical:** The data I collected can inform our theories about children's conceptualizations of relational technology as well as our understanding of children's language learning and learning with peers. I discuss how our understanding of children's view of technology has changed over time. I present design recommendations informed by this new data and discuss how to address several important ethical concerns about children's interactions with relational technology.
TECHNOLOGIES FOR LITERACY AND LANGUAGE LEARNING

Many technologies that support young children's early literacy and language learning have been developed already and are actively in use in homes and schools. While some early research suggested that media and computer-based teaching may not provide specific learning benefits e.g., Clark, 1983, as technology evolved, its potential as a tool for enabling learning of all kinds has become clear. Current technologies fall into three general categories: (a) apps and games that run on computers, phones, tablets, or iPads; (b) virtual agents, including animated pedagogical agents, embodied conversational agents, and virtual peers; and (c) social robots that act as tutors or peers. I review each category below.

2.1 APPS AND GAMES

Tablets and iPads are easily used by young children. Children quickly pick up the touch-based interfaces for interaction and are highly engaged by the interactive content. Research has found that app and game use can be used successfully to promote children's early literacy skills, such as letter and sound recognition, letter shapes, phonics, and vocabulary learning (Chang and Breazeal, 2011; Chiong and Shuler, 2010; Flewitt, Messer, and Kucirkova, 2015; Hwang et al., 2014; Judge, Floyd, and Jeffs, 2015; McClure et al., 2018; Neumann, 2018; Vaala, Ly, and Levine, 2015). While many of the studies have small sample sizes and test specific apps, these studies show the potential these devices and games may have.

When looking at scale, the best and biggest example of a successful global tablet-based digital learning initiative is Curious Learning (Breazeal et al., 2016a; Gottwald et al., 2017; Wolf et al., 2014; Wolf et al., 2017). Tablets filled with literacy-related content were given to children in rural and underserved areas around the world—including many children who might otherwise not have been exposed to literacy or attended school at all. This project found that children, on their own without adult supervision or guidance, learned many early literacy skills, with 30% teaching themselves how

Figure 1: A mother and child play the TinkRBook storybook app together.
to read. The potential digital devices have for reaching underserved populations and increasing literacy around the world is phenomenal. Given that the digital divide continues to be a concern (Selwyn, 2004; van Dijk, 2006), research showing that access to the digital is increasing and can provide substantial benefits is highly encouraging.

However, there is concern, some of it valid, that mobile media can distract and entertain young children to their detriment (Anderson, Economos, and Must, 2008; Hirsh-Pasek et al., 2015; Radesky and Christakis, 2016; Sisson et al., 2010). One concern is that increased screen time decreases children's time for active play and may be related to increasing rates of childhood obesity (Anderson, Economos, and Must, 2008; Radesky and Christakis, 2016; Sisson et al., 2010). Active play is highly important for children's learning and development, and time for free play is decreasing (Golinkoff, Hirsh-Pasek, and Singer, 2006; Gray, 2013; Singer, Golinkoff, and Hirsh-Pasek, 2006; Singer et al., 2006). However, not all of the decrease is due to increased use of screens (e.g., video games, television, mobile apps); some is related to increased amounts of time in structured school and after-school activities.

A second key issue is that very few apps have been properly tested to determine whether they actually provide useful educational content. Many of the available apps do not add value or promote deep learning, despite being highly engaging. In 2012, there were over 20,000 apps labeled "educational" in Apple's App Store (Shuler, Levine, and Ree, 2012). In 2015, the number had grown to 80,000 (Hirsh-Pasek et al., 2015). Now, it is even higher. This plethora of apps shows the promise apps have, the amount of attention and engagement they can garner, and the ease of developing new content. To this end, Hirsh-Pasek and colleagues (Hirsh-Pasek et al., 2015) have argued for a "second wave" of educational apps that build on the science of learning—active learning, engagement in the learning process, meaningful learning, and social interaction—that can build on the successes of the app market while bringing "education" back into the apps labeled "educational". They argue that not all screen time is bad—instead, screen time can benefit children when used the right way in line with research on how learning actually happens. The digital can supplement and support the physical: e.g., providing exposure to new ideas and new words, facilitating collaboration with teachers, parents, and friends, and enabling social interaction via video chat.

Prior work has shown that involving parents in literacy learning activities with technology can be beneficial (Boteanu et al., 2016; Cairney and Munsie, 1995; Chang et al., 2012; Chiong, C. et al., 2012; Connell, Lauricella, and Wartella, 2015; Freed, 2012; Nuñez, 2015; Takeuchi, Stevens, and others, 2011). Co-use of technology and joint media engagement increase the social interaction and discussion around media use, and help children learn to use technology in appropriate and collaborative ways. For example, (Chang and Breazeal, 2011; Chang et al., 2012) created TinkRBooks, apps that enable children and their parents to actively tinker with and explore concepts in text as they read (Figure 1). They found that including tinkerability in a storybook app encouraged more dialogue, dialogic questions, and print referencing between parents and their children, all of which are beneficial behaviors that promote literacy.

2.2 VIRTUAL AGENTS

Virtual agents have been in use as parts of educational systems for more than thirty years (e.g., André, 2011; Azevedo et al., 2012; Bers et al., 1998; Cassell et al., 2007;
Known variously as animated pedagogical agents, virtual peers, and embodied conversational agents, they are found in the context of games and apps, accompanying written text, as virtual students, as peer-like projected companions, and more. Virtual agents in education are frequently animated as humans. They take on the roles of teachers, mentors, learning companions, and actors in role plays.

Some of the most prominent work with virtual agents in literacy and language learning was conducted by Justine Cassell and colleagues (Bers et al., 1998; Cassell, 2004; Cassell and Ryokai, 2001; Cassell et al., 2007; Ryokai, Vaucelle, and Cassell, 2003). Much of this work involved creating story-listening systems, which used socially-situated virtual peers to engage children in storytelling activities, such that children could produce as well as consume stories in a playful, more natural context. Storytelling can help children learn emergent literacy; new vocabulary, metalinguistic knowledge about language patterns, structure, and function; and decontextualized language (Cassell, 2004; Curenton, Craig, and Flanigan, 2008; Engel, 1995). These systems were often tested in single sessions with children rather than longitudinally; many were teleoperated though the latest work has shifted toward autonomy. There was frequently a focus on nonverbal behaviors for generating rapport, such as appropriate gaze and attention, and using different conversational strategies and styles of speech (Bickmore and Cassell, 2001; Cassell and Bickmore, 2003; Cassell et al., 2009; Iacobelli and Cassell, 2007; Sinha and Cassell, 2015a,b; Zhao et al., 2016). For example, the Sam the CastleMate was a virtual child projected on a screen behind a toy castle (Ryokai, Vaucelle, and Cassell, 2003). Children told stories about a figurine in the toy castle, then could set the figurine in a special room in the castle, which triggered the agent to tell stories of its own. The agent modeled more advanced narrative language during its stories. During children’s stories, it gave verbal and nonverbal feedback to encourage children to continue talking.

Barbara Wise and colleagues created the COLit system, a literacy program that uses a virtual tutor to teach reading and literacy skills (Cole et al., 2007; Wise et al., 2005). The virtual tutor delivered appropriately leveled content based on children’s performance in various reading, phonological awareness, and spelling exercises; provided personalized feedback with encouragement, hints, and explanations of incorrect responses; and aid during tasks such as pronouncing words and reading content aloud. The interaction was primarily text-based, but used speech recognition to check the pronunciation of words; it also included face tracking and gaze tracking, which were used primarily to determine which words children were trying to read.

Numerous other systems have been developed since that help users learn vocabulary, pronunciation, and other language skills (Anderson et al., 2008; Bergmann and Macedoni, 2013; Park, 2018; Pütten, Straßmann, and Krämer, 2016; Wik and Hjalmars-son, 2009). These systems are often reasonably effective, and found that additional social cues such as the use of iconic gestures can improve performance.

Many additional educational agents have been developed for STEM learning, such as learning computer literacy (Baylor and Kim, 2004; Baylor, Ryu, and Shen, 2003; Kim and Baylor, 2006) and learning psychological research methods (D’mello and Graesser, 2012). Other agents teach social skills, e.g., by generating interactive, text-based stories (Ong et al., 2017); or aid in puzzle-solving tasks and mirror affective states (Burleson and Picard, 2004; Burleson and Picard, 2007). There are also many virtual agents developed for healthcare and therapy applications (Bickmore et al., 2016; Bickmore, Gruber, and Picard, 2005; Bickmore, Schulman, and Yin, 2010; Bickmore
2.3 SOCIAL ROBOTS

As a research field, social robotics spans approximately two decades (Breazeal, 2004; Breazeal, Dautenhahn, and Kanda, 2016; Breazeal, Takanishi, and Kobayashi, 2008; Feil-Seifer and Mataric, 2011). Interest in using social robots in education started early, with several projects investigating how a technology that combines traditional computers and machines with the embodied, situated world could engage and benefit children (e.g., Kanda et al., 2004); it has only grown since, with numerous workshops and conferences specifically dedicated to the topic of learning with social robots (e.g., New Friends: The 1st/2nd/3rd International Conference on Social Robots in Therapy and Education; Johal et al., 2017, 2018). With physical bodies, social robots share physical spaces with humans, and leverage human behaviors—such as speech, movement, and nonverbal signals—to communicate with us in more natural ways. This means they can leverage human means of learning and teaching to engage and educate.

A recent survey of 101 studies of robots in education found that 86% of studies positioned robots as teachers or tutors, while 9% placed the robot in a peer or novice role, 4% gave the robot a mixed tutor/teacher role, and 1% gave the robot another role (Belgaeme et al., 2018). Two-thirds of studies looked at affective learning outcomes, while the remaining third looked at cognitive outcomes. Two-thirds of studies also looked at single learners with the robot; the rest involved groups. Nearly 60% of the studies surveyed involved children.

A recent, albeit brief, review on social robots for literacy and language learning suggests that children generally find robots engaging and feel positively about participating in language learning studies (Kanero et al., 2018). Research frequently focused on vocabulary learning, in particular English language learning (often as a second lan-
Language production is somewhat less-studied but growing in popularity as technologies for increasing the robot’s interactive technologies and recognizing children’s speech improve. This review did not mention other literacy-related activities, though there are several that have also been studied, such as reading and handwriting; it also did not discuss the roles robots play in the learning scenarios (e.g., teacher, peer, novice). Thus, I discuss these various categories further here.

With regards to robot role, social robots for literacy and language learning are most frequently positioned as tutors or teachers (e.g., Alemi, Meghdari, and Ghazisaedy, 2014; Chang et al., 2010; Deshmukh et al., 2015; Kennedy et al., 2016b; Lee et al., 2011; Robins et al., 2005; Serholt et al., 2014; You et al., 2006). For example, Alemi, Meghdari, and Ghazisaedy (2015) programmed a robot as an “assistant teacher” that participated in dialogue with the primary teacher and acted out new words to teach new foreign language vocabulary to students. Lee et al. (2011) created an autonomous robot that administered oral English vocabulary lessons to Korean elementary school students. The robot, which had speech recognition, emotional expression, and RFID-enabled person identification capabilities, successfully engaged children, increased their interest in learning English, and helped them improve speaking skills.

Several robots have been situated as peers or slightly advanced peers (e.g., Freed, 2012; Gordon et al., 2016; Kanda et al., 2004; Kory-Westlund et al., 2017b; Kory and Breazeal, 2014) (Figure 2). For example, in my prior work, which was partly inspired by Justine Cassell’s earlier work with story listening systems (Cassell, 2004; Ryokai, Vaucelle, and Cassell, 2003), the robot invited children to play a storytelling game (Kory and Breazeal, 2014). It told stories that were matched to the child’s general language level, such that the robot’s stories were slightly more advanced than what the child might tell, drawing the child into the zone of proximal development (Vygotsky, 1978).

Kanda et al. (2004) created one of the first autonomous robots for English language learning, which interacted with Japanese children aged 6–7 and 11–12 years. The robot was situated as a playmate who spoke a different language. It interacted with children in groups during school, using RFID nametags to identify individual children. It played simple games such as rock-paper-scissors and performed interactive behaviors such as hugging, shaking hands, singing, and pointing. The robot could play over 300 sentences and had speech recognition capabilities for around 50 words, enabling children to practice the new English words they were learning. The idea of robot peer as foreign playmate appeared again in Natalie Freed’s work, where a French-speaking robot played a food-vocabulary with young children (Freed, 2012).

Some robots are positioned as younger peers or novices (e.g., Gordon and Breazeal, 2015; Hood, Lemaignant, and Dillenbourg, 2015; Matsuzoe and Tanaka, 2012; Tanaka and Kimura, 2009; Tanaka et al., 2015; Tanaka and Matsuzoe, 2012). For example, Matsuzoe and Tanaka (2012) and Tanaka and Matsuzoe (2012) set up their robot as a “care-receiving” less competent peer whom the children had to help teach. The overall goal was to see whether the robot could help young Japanese children, aged 3–6 years, learn new English verbs. The robot was remote-operated and played a verb-learning game with each child. In the game, the experimenter asked the child or robot to act out new verbs. On the child’s turns, if the child was uncertain, the experimenter demonstrated the action for the child. On the robot’s turns, initially, the experimenter “taught” the robot the actions; later on, the experimenter asked the child to teach the robot the action. Children were engaged by the activity and did learn new verbs from this format. In a similar setup, Hood, Lemaignant, and Dillenbourg (2015) introduced 7–8-year-old children to a teachable robot that wanted to learn handwriting skills.
Children had to show the robot how to write letters and correct the robot's mistakes, thereby practicing handwriting skills themselves.

One recent study compared a robot that adapted its level of expertise, switching between novice and expert roles in order to maximize children’s engagement and learning, to a purely novice robot and a purely expert robot (Chen, 2018). Children aged 5–7 years played a word-learning game with one of the three robots. Playing with the adaptive role switching role led to increased vocabulary learning compared to playing either the expert or novice robots. This was the first study that dynamically changed the role of the robot according to what might lead the child to learn best.

A range of literacy and language activities have been used with social robots. These activities have included vocabulary learning; oral language, conversation, and storytelling; reading; and handwriting. As mentioned earlier, vocabulary learning may be the most common activity (Breazeal et al., 2016b; Chang et al., 2010; Freed, 2012; Gordon et al., 2016; Kanda et al., 2004; Kennedy et al., 2016b; Kory-Westlund et al., 2015a,b; Lee et al., 2011; Movellan et al., 2009; Tanaka and Matsuzoe, 2012), though the mechanisms of vocabulary teaching have varied—e.g., embedding vocabulary words in stories, games, or interaction (Freed, 2012; Gordon et al., 2016; Kanda et al., 2004; Kory and Breazeal, 2014; Movellan et al., 2009); asking children to act out new words (Matsuzoe and Tanaka, 2012; Tanaka and Matsuzoe, 2012); and discussing or demonstrating new words for children (e.g., Alemi, Meghdari, and Ghazisaedy, 2015; Alemi, Meghdari, and Ghazisaedy, 2014; Lee et al., 2011). One pattern that emerges is the difference in the roles the robots play in relation to the kind of vocabulary activity. Robots situated as teachers or tutors were more likely to explicitly teach, demonstrate, or discuss words; robots situated as peers or novices were more likely to teach words through social interaction. Most of the activities involving vocabulary via social interaction also involved language production, storytelling, or conversation.

With regards to written words, the studies so far situated the robot as a teachable novice. Gordon and Breazeal (2015) created a personalized reading robot, portrayed as a younger peer who wishes to learn to read, which selected child-specific assessment-based words for the child to practice reading. In two studies (Chandra et al., 2018; Hood, Lemaignan, and Dillenbourg, 2015), as mentioned above, children showed the robot how to write letters and gave the robot feedback, correcting its mistakes. It appeared that teaching a robot that appeared to improve (i.e., a “learning” robot) increased children’s own learning and performance (Chandra et al., 2018).

Given the wide range of literacy-related activities that could exist, there is room for new robots that perform new activities. For example, social robots could interact with younger children to support precursors to literacy such as joint pointing, the performative power of words, and pretense reading (Ackermann, 2002). Because of the importance of social and emotional skills in social interaction—and thus in dialogue and language learning—we could explore new work supporting children’s social and emotional development. So far, the majority of the research on social-emotional skills targets children with Autism Spectrum Disorder, using social robots to encourage social interaction (Kim et al., 2013; Ricks and Colton, 2010; Scassellati, Admoni, and Mataric, 2012). Fewer studies have been performed with typically developing children e.g., Leite et al., 2015.
2.4 MIXED SYSTEMS AND VIRTUAL REALITY

Multiple virtual reality systems have been built with the goal of creating an immersive language learning experience (Bailenson et al., 2008; Schwienhorst, 2002a,b; Vázquez et al., 2018; Zheng and Newgarden, 2011; Zheng et al., 2009). Sometimes the user is alone in the virtual reality; sometimes virtual characters are present as well; and sometimes the virtual setting is used to connect multiple human users to each other. For example, Vázquez et al. (2018) created a virtual reality system for a single user that incorporated kinesthetic learning into the learning of word-action pairs, finding that using movement to reinforce word learning increased word retention rates.

Few systems so far have used multiple agents or combinations of systems, such as both a robot and a virtual character, in language learning activities. However, one new study has shown the promise of combining a robot with a virtual human in supporting deaf infants’ exposure to sign language (Scassellati et al., 2018b). Because screen-based media are unlikely to support infants’ learning by itself (Kuhl, Tsao, and Liu, 2003), they created a socially contingent dialogue between a robot and the virtual human that successfully engaged the infants. This shows the promise that multi-agent systems may have in engaging different populations of children.

2.5 WHY ROBOTS?

From the research presented above, we can see that different technologies can benefit and support children’s language and literacy learning in different ways—screen time is not always bad! Games, apps, virtual agents, and social robots have different affordances. We are still learning how to use each technology to its fullest potential, but we are learning. When designing technology for language learning, it appears that technologies that enable social interaction—either with the technology itself (e.g., social robots) or with human others (e.g., video chat, apps that enable collaboration with friends)—may provide more benefit than technologies that ignore the critical social components of language learning.

We have found during interviews with preschool teachers that they are looking for new ways of engaging kids in literacy activities (Kory-Westlund et al., 2016b). As discussed earlier (Chapter 1), using technology can extend the reach of humans, and supplement what parents and caregivers already do in engaging children in language and literacy activities. Many schools are already introducing iPads and tablets with new activities. Should we introduce social robots as another? Some of the concerns around why we might choose apps or virtual agents involve cost, ease of use, ease of access, and deployment at scale. Virtual agents, apps, and games could be used on low-cost smartphones or tablets, such as those that already exist in classrooms and homes, and require no new purchases, just installation of new software. That said, there are now commercial robots available that hit the same price points as iPads and tablets. However, if it was found that virtual agents did not lead to as great of learning gains as robots, it could be that they still lead to more gains than having no intervention or no agent at all, and so their lower cost or ease of use might justify using them regardless. Given all this, is there a compelling reason to choose robots for language and literacy activities when virtual agents and apps may arguably be cheaper to deploy?

I recently surveyed 71 peer-reviewed publications comprising 80 unique comparative studies in human-robot interaction that compared virtual agents to co-present and
2.5 WHY ROBOTS?

Figure 3: Some agents were studied more often than others. This graph shows the number of results favoring each of the main agent types across all the studies surveyed, adjusted for the number of studies that actually included each agent type.

Figure 4: The number of results favoring each main agent type for the dependent variables measured in at least three different studies (affect, attention, attraction/liking, empathy, engagement, interaction, performance, persuasion, preference, social interaction, social presence, trust, utility/helpfulness).
Figure 5: The two robots I used.

(a) Green and yellow DragonBots.
(b) Blue DragonBot.
(c) Tega.
(d) Tega, earlier version of the face.
2.6 ROBOTS USED

In the studies reported in the following chapters, I use two different present, mixed robots: DragonBot (Freed, 2012; Kory, Jeong, and Breazeal, 2013; Setapen, 2012) and Tega (Kory-Westlund et al., 2016c). The robots are shown in Figure 5. Both are squash-and-stretch robots designed for interactions with young children. Their expressive body movement is based on principles of animation (Lasseter, 1987). They can move up and down, tilt to the side, rotate from side to side, and lean forward and backward.

Each robot has an Android phone that displays an animated face and runs control software. The phone’s sensors can be used to capture audio and video, which can be used as input for various behavior modules, e.g., affect recognition and affect mirroring, or for use in teleoperation of the robot. Tega uses a Samsung Galaxy S7 and has an additional camera mounted in its forehead, which can be used to augment the phone’s more limited camera view.

The robots’ animated faces can change to display various facial expressions and mouth movements (visemes) during speech. DragonBot’s face has round blue eyes and a blue mouth. In Study 5 (Section 4.4), Tega’s face had white oval eyes and no
mouth; in the later studies, Tega’s face has blue oval eyes and a white mouth. For both robots, some animations that play on the robot use only the face, while others use both the body and face together. The phone’s microphone can be used to capture audio.

Each robot is covered in a skin of colorful, fluffy fur. DragonBot has skins of several colors that were used in different studies—blue, green and turquoise, yellow and purple. Tega has a skin with red fur and blue stripes.

For both robots, I recorded all speech used, with two exceptions. In Study 3 (Section 3.5), a second experimenter and I each teleoperated a DragonBot, and we live-streamed speech to the robots, rather than using recorded speech. In Study 5 (Section 4.4), a female undergraduate student recorded the robot’s speech. In all cases, all utterances was shifted to a higher pitch to make it sound more childlike.

Finally, in all the studies, the experimenters referred to each robot by name (not with pronouns) in a non-gendered way throughout the study. The names used varied by study and robot skin color. DragonBot was named either Yellow, Green, or Blue; Tega was called either Tega or Red.
3.1 THE IMPORTANCE OF PEERS

The dynamics of children's interactions with peers are very different from their interactions with teachers, parents, and other adults. Relationships with adults can be construed as asymmetrical, with the adult having higher dominance, power, and expertise (Rubin, Bukowski, and Parker, 1998). Peer relationships, on the other hand, are more balanced, with greater opportunity for openness, exploration, and discovery. A great deal of research in the past several decades has shown that children's peers can greatly impact development and learning. Peer interaction can, e.g., enhance children's overall preschool competency and language growth, especially in the company of more advanced peers (DeLay et al., 2016; Fuchs et al., 1997; Justice et al., 2011; Lin et al., 2016; Mashburn et al., 2009; Mathes et al., 1998; Schechter and Bye, 2007; Topping, 2005). For example, (Mashburn et al., 2009) measured preschool children's receptive and expressive language skills at the start of the school year and again at the end of the school year. They found that children's peers' expressive language ability was positively related to children's own language growth during the year. (Justice et al., 2011) replicated this result. Children benefited most from having higher ability peers around them. Furthermore, children with lower skills were much more affected by the skills of their peers, while children who already had higher language skills were more "resilient" to the skill level around them.

There are several theories regarding how peer learning occurs. Each focuses on learning through a different mechanism: e.g., observation of peers, conflict with peers, or cooperation with peers. Piaget, for example, thought that dialogue and discussion among peers could lead to cognitive development (De Lisi and Golbeck, 1999; Piaget, 1932; Rubin, Bukowski, and Parker, 1998; Tudge and Rogoff, 1989). Social influences were not central to Piaget's theories on children's development; rather, the emphasis was on the child as an individual. Peers could provoke higher thinking or cognitive challenge through discourse, negotiation, and argument—i.e., through conflict. Vygotsky, on the other hand, promoted a social-cultural theory in which the child's social context was highly important and influential for development, from infancy onwards (Rubin, Bukowski, and Parker, 1998; Tudge and Rogoff, 1989; Vygotsky, 1978). For example, more advanced or experienced peers could support a child in the zone of proximal development, helping them practice and acquire skills beyond their current skill level—i.e., through cooperation. Peers co-construct knowledge with each other. Children can also take on explicit instructional roles (Neuman and Roskos, 1992; Stone and Christie, 1996). Finally, Bandura and Walters' social learning theory suggests that children learn through observing and imitating others (Bandura, 1971; Bandura and Walters, 1963; Rubin, Bukowski, and Parker, 1998). Children implicitly reinforce and change each others' behaviors in such a way as to reward social competence and socially appropriate behaviors and to punish non-normative or socially incompetent behaviors. They learn both through this peer feedback as well as through observation of the consequences of their peers' actions.
3.1 THE IMPORTANCE OF PEERS

(a) Study 1.

(b) Study 2.

(c) Study 3.

Figure 6: Children interact with DragonBots during the first three studies.
3.2 ROBOTS AS PEERS

Because peers can significantly and positively affect children’s language learning, I postulated that a peer-like robot could lead to similar benefits. Peer interaction has the potential to be highly dynamic and highly fluid. The robot could provide affordances for learning not just through instruction, as in the case of tutor robots, but also via observation, conflict, and cooperation. Peer-like robots could allow the child to switch roles—sometimes teaching, sometimes being taught, but always learning.

The work in the Personal Robots Group involving language, literacy, and social robots as peers began with Natalie Freed’s imaginative work with Sophie, a DragonBot situated as a French-speaking peer (Freed, 2012). Children, accompanied by their parents, encountered the robot in a hybrid physical-virtual “French cafe.” They sat at a play table with the robot. The robot introduced the names of foods in French, which were shown virtually on a tablet. This was one of the first studies using a tablet as a shared game surface, a technique pioneered by several other labs around the same time Baxter, Wood, and Belpaeme, 2012; Park and Howard, 2013. The play scenario involved the robot eating some foods, disliking others, and showing emotion and attention through gaze and animation. Children treated the robot as a social agent, adjusting their speech and behavior to communicate with it. While there were no significant learning gains given the single interaction and foreign language vocabulary, children reportedly enjoyed the interaction and reacted to the robot in communicative, social ways that suggested greater potential for the robot as a language learning companion.

We followed this earlier work with three studies examining several basic questions regarding children’s word learning from social robots. Given the existing evidence (Section 2.3) that social robots can be effective tutors and learning companions, my collaborators and I have asked why are they effective? What design features of the robots positively impact children’s learning and attitudes? As hinted at in Natalie Freed’s earlier work, these three studies highlight the fact that the design of robots as social agents matters for children’s learning. For example, children pay attention to the robot’s nonverbal social cues to guide their learning. Factors such as the contingency of the robot’s nonverbal behavior impact children’s judgments of the robot’s credibility. Children apply social judgments to the robots.

3.3 STUDY 1: CHILDREN LEARN NEW WORDS FROM SOCIAL ROBOTS

This study compared children’s rapid learning of new words from three sources of information: a human, a tablet/iPad, and a social robot (Kory-Westlund et al., 2015a). We found that in a simple word-learning task, in which the child viewed pictures of unfamiliar animals and the child’s interlocutor (human, tablet, or robot) provided names for the animals, all three interlocutors served equally well as providers of new words. We also found that children appraised the robot as an active, social partner (Figure 6a). This study provided evidence that children will learn from social robots, and will think of them as social partners.
3.4 STUDY 2: CHILDREN ATTEND TO A ROBOT’S NONVERBAL SOCIAL CUES DURING WORD LEARNING

Our next study compared preschoolers’ learning of new words from a human and from a social robot in a somewhat more complex learning task (Kory-Westlund et al., 2017a). Children viewed two images of unfamiliar animals at once, and their interlocutor (human or robot) named one of the animals (Figure 6b). Children needed to monitor the interlocutor’s non-verbal cues (gaze and bodily orientation) to determine the intended referent. To assess the discriminability of the cues needed for selective learning, the images were presented either close together, so that the interlocutor’s cues were similar regardless of which animal was being attended to and named, or further apart, so that the distinctiveness of the interlocutor’s cues was more evident. We found that when the images were presented close together, children subsequently identified the correct animals at chance level with both interlocutors. When the images were presented further apart, children identified the correct animals at better than chance level from both interlocutors. Thus, we saw that children learned equally well from the robot and the human. Furthermore, the study provided evidence that children will attend to a social robot’s nonverbal cues during word learning as a cue to linguistic reference, as they do with people.

3.5 STUDY 3: A ROBOT’S NONVERBAL SOCIAL CUES IMPACT CREDIBILITY

This study probed children’s learning with social robots further. We examined not only whether children would be willing to learn new information from a social robot, but in particular, whether they would regard two robots that differed in how contingently responsive they were as equally reliable informants (Breazeal et al., 2016b). We found that children treated both robots as interlocutors and as informants from whom they could seek information (Figure 6c). Consistent with studies of children’s early sensitivity to an interlocutor’s nonverbal signals, children were especially attentive and receptive to whichever robot displayed the greater nonverbal contingency. Such selective information seeking is consistent with recent findings showing that although young children learn from others, they are selective with respect to the informants that they question or endorse (e.g., Harris, 2012). This study provided evidence that children show sensitivity to a robot’s nonverbal social cues, and will use this information when deciding if a robot is a credible informant, as they do with humans.

3.6 SOCIAL ROBOTS ARE BETWIXT AND BETWEEN

The three studies described above showed that children treat robots as social others, apply social judgments to robots, and respond to their social cues in ways similar to how they respond to people. Does this mean children think robots are people? The evidence so far suggests that is unlikely—but neither do children think robots are mere machines. Prior work suggests that children may place robots in a different ontological category than either living or non-living things (Gaudiello, Lefort, and Zibetti, 2015; Kahn et al., 2011; Severson and Carlson, 2010). Children have described a robot as being “in between” living and non-living (Kahn et al., 2012; Severson and Carlson, 2010). They have shown a moral objection to the object-like treatment of robots, such as putting a robot away in a closet, because of the perception they have
formed about the robot as a social other (Kahn et al., 2012); however, they may also say that like other objects, a person made the robot, people can own robots, and that robots can break (Kory-Westlund et al., 2016a; Kory and Breazeal, 2014). In several studies in the early 2000’s, children categorized the robot dog Aibo as not a dog and not a robot, but as a “robotic dog”—a dog with robotic attributes (Bartlett, Estivill-Castro, and Seymon, 2004; Kahn, Friedman, and Hagman, 2002; Melson et al., 2009; Weiss, Wurhofer, and Tscheligi, 2009). The robot was treated both as a technological artifact and as a social other. It was attributed properties of living animals—like mental states, agency, and moral standing—but was also understood to be non-living, running on batteries, and “just a toy”.

In my work and related work from the Personal Robots Group, we have seen children ascribe psychological properties (thinking, being happy), perceptual abilities (seeing, feeling tickles), and properties of artifacts (being man-made, able to break) to robots, but rarely biological properties (eating, growing) (Gordon and Breazeal, 2015; Gordon et al., 2016; Knox, Spaulding, and Breazeal, 2016; Kory-Westlund et al., 2016a, 2017b; Kory and Breazeal, 2014). More recently, Randi Williams and Stefania Druga examined children’s perceptions of autonomous technologies (Amazon Alexa, Google Home, Cozmo, and Julie Chatbot) as well as children’s attributions of intelligence to robots, mice, and to themselves (Druga et al., 2017, 2018). They found that children tended to think of the robots socially and speak about them socially; they compared robots to both people and to toys, assigning them qualities of each.

This research shows that children seem to think of robots as something betwixt and between the dualistic categories of alive, animate beings and inanimate objects, with properties of familiar entities but not exactly the same properties as any of them. Robots are often seen as social, similar to humans and pets, but with qualities of machines, toys, and artifacts. Children’s perceptions of robots are shaped by their experiences in the world as well as by the opinions of those close to them—for example, their attributions of how intelligent a mouse or robot was were very similar to their parents’ (Druga et al., 2018). Children developed and mirrored their parents’ mental models. In addition, we have seen that the stories told to children by an adult about a robot affected their social judgments (Kory-Westlund et al., 2016a). Others’ opinions and the social context influence children’s beliefs.

However, many of these studies examined single encounters that children had with robots. How much of their behavior might be due to novelty or inexperience—might children revise their opinions after more experience interacting with real robots, such as over multiple encounters? How might children’s learning, behavior, and perceptions of the robot change over time? These are some of the questions addressed in the next chapter.
The research discussed so far (Chapters 2 and 3) shows that children will engage with, learn from, and respond socially to social robots in learning contexts. However, many of the earlier studies involved short encounters—just one session with the robot. Learning is, however, a necessarily longitudinal task. Thus, these short-term studies leave open numerous questions about the effectiveness of the robot as a tutor or learning companion over time, as well as how children might perceive the robot over time. Will the robot be as effective over multiple sessions? Will children retain what they have learned? Will the knowledge transfer to other contexts? Will children’s engagement be maintained? How will children’s construal of the robot change? What kind of relationship will children develop with the robot over time?

4.1 Long-term Interaction

Research in HRI looking into how people interact with and perceive robots through time—that is, repeated encounters or long-term interactions—began not long after the field began, in the early 2000’s. With several members of the Personal Robots Group (Sam Spaulding, Hae Won Park, Nikhita Singh, and Pedro Reynolds-Cuellar), I performed a preliminary survey of long-term interaction studies in HRI. We performed a search for relevant empirical work, using the list of papers in Iolanda Leite’s 2013 survey (Leite, Martinho, and Paiva, 2013) as a starting place. We looked at papers these papers referenced and at newer papers referencing the existing papers, and performed searches with various literature search tools such as Google Scholar and keywords such as “long-term interaction,” “longitudinal,” “repeated encounters,” “HRI,” “social robot,” “time,” etc. We found 61 papers published from 2003–2019 (mean 2012, median 2014, mode 2016).

Of these 59 papers, 16 were in the domain of Education; 16 were in Healthcare and 10 in Eldercare, with 4 papers counted in both Healthcare and Eldercare; 10 were in the Home, 7 involved Service/Public Spaces; 2 were in Entertainment; 1 was in the Workplace; and 3 were classified as Other (two involved social play, and one involved physical play, but they were not specifically educational). Within the domain of Education, 7 involved language learning, all with children (Ahmad, Mubin, and Orlando, 2016; Gordon et al., 2016; Kanda et al., 2007; Kanda et al., 2004; Kory and Breazeal, 2014; Movellan et al., 2009; Park et al., 2019). The other educational activities varied in whether they included children or adults as participants and included map reading and geography (Serholt and Barendregt, 2016; van Maris et al., 2017), learning about nutrition (Short et al., 2014), chess and other puzzle tasks (Leite et al., 2009; Leite et al., 2014; Leyzberg, Spaulding, and Scassellati, 2014), among other activities (Hyun, Yoon, and Son, 2010; Kasap and Maguenat-Thalmann, 2012; Ros et al., 2016). All but two of the education interactions (Kanda et al., 2007; Kanda et al., 2004) involved 1-on-1 interactions with the robot.

In total, 46 of the 61 studies used autonomous robots; 6 were teleoperated/Wizard-of-Oz (WoZ) controlled; 1 included both an autonomous robot and a WoZ robot; 5 were partially autonomous; 2 used shared autonomy; and 1 provided no information.
We classified whether the type of autonomy used was "interesting"—i.e., involved some kind of perception, adaptation, or decision-making and was not simply a reactive, roomba-like agent. Twenty-two papers used interesting autonomy; 3 were sort of interesting; 26 were not very interesting; and 3 were not reported. For example, in one of the earlier papers, Gockley et al. (2005) created an autonomous receptionist robot in the Service/Public Spaces domain, which provided information to visitors to the computer science building. The robot had basic face finding and face tracking capabilities. When it found faces, it used an attentional classifier that modeled people as "interested," "engaged," "attending," or "none," and automatically classified people's attention, which informed which behaviors it selected to perform next. It also used chat-bot style pattern matching to engage in dialogue via a tablet screen.

In looking only at the 16 papers in Education, 9 used interesting autonomy; 3 were not very interesting; 3 used WoZ control; and 1 did not report sufficient information for classification. Interestingly, several of the earliest education papers included interesting autonomous robots as well as several of the most recent; in between, we find the papers with less interesting autonomy and WoZ control as researcher explored the space in order to determine what was useful, engaging, or attainable.

The earliest long-term child-robot language learning work (and also the earliest education work in general), from Takayuki Kanda and colleagues, used an autonomous Robovie robot that adapted its behavior according to children's distance from it (Kanda et al., 2004) and the number of previous interactions (Kanda et al., 2007). In both studies, the robot helped children learn new English words by being a foreign-language speaking playmate (as discussed earlier). The robot used RFID nametags to detect individual children, and had basic speech recognition capabilities and motion control. In the latter study, the robot also adapted the interactions based on previous interactions and attempted to estimate friendships between children, using sociograms as representations of children's networks to approximate which children might have trouble socializing, which might have bullying tendencies, and so forth. In the first study, the robot was placed in a school for two weeks, where 9 Japanese children aged 6–7 years and 11–12 years interacted with it daily. In the second study, 32 Japanese children aged 10–11 years interacted with the robot at school daily for about two months. Both studies found that children engaged with the robot over time and learned new words. In the first study, interaction dropped off during the second week; in the second study, the robot's increased capabilities led to greater social interaction and engagement during the full two months. However, this was moderated by children's treatment of the robot as a peer-like friend. About one-third of the children treated the robot as a friend and kept interacting with it; the other children appeared to become bored with the robot after 5–7 weeks.

The next long-term language learning studies occurred in the US, at an early childhood education center with the autonomous RUBI-4 robot (Movellan et al., 2009). The robot had a touch-screen embedded in its chest, which enabled children to play a flash-card vocabulary game. The robot also danced while playing music videos on its screen, and could play give-and-take games with physical objects using its hands. The robot used an "interest indicator" that combined the number of touches on the screen with the number of faces it had recently detected to determine children's interest, which was used to select the next behaviors. The robot also had a game scheduler to determine which games to play next. Children enjoyed the robot and interacted with it appropriately; they also appeared to learn the vocabulary words presented by the robot.
Following this was my WoZ master’s thesis study and our second-language learning study, both of which I will discuss in more detail below (Gordon et al., 2016; Kory and Breazeal, 2014). These two studies led to another project with storytelling and language learning robots from our group, which I will also discuss below (Park et al., 2019). Ahmad, Mubin, and Orlando (2016) created a vocabulary game that children aged 10–12 played with an autonomous Nao robot for about 10 minutes a day for 10 days. The robot remembered and referenced children’s scores in the game from prior sessions. It performed affect recognition and used this information about children’s affect and the game states to choose affective reactions and gestures for the robot. The study was qualitative and did not report significant learning gains, but showed promise for the use of robots as engaging teaching tools with middle school children.

Multiple long-term studies involved children in activities that were not specifically educational, e.g., entertainment, therapy, or play-focused (Barakova et al., 2015; Coninx et al., 2016; Kozima, Michalowski, and Nakagawa, 2009; Kruijff-Korbayová et al., 2015; Nalin et al., 2012; Salter, Dautenhahn, and Bockhorst, 2004; Tanaka, Cicourel, and Movellan, 2007). Several important results regarding children’s long-term engagement came from these studies. First, variation in the robot’s speech and behavior is important for maintaining engagement. Selecting different activities based on the child’s interests and as a way to increase the variation in the interaction can also improve engagement. For example, Coninx et al. (2016) found that switching between several different activities helped engage children in diabetes education over time. Different children preferred different activities, so switching activities to suit individuals’ preferences was helpful in maintaining engagement. In an earlier study, Salter, Dautenhahn, and Bockhorst (2004) found that children grew bored of a robot that was designed for physical play even within the first few sessions. They changed the robot’s speech and behavior in later sessions and found that the increased variation improved interaction. A study by Tanaka, Cicourel, and Movellan (2007) study showed that very young children (10–24 months) socialized with a robot that engaged them in social play (e.g., dancing, giggling in response to touch, sitting and standing, moving its hands). They appeared to bond with it. The robot became part of the social ecology of the classroom and led to interesting teacher-child interactions, such as teachers showing the children how to treat the robot gently. This study suggested that children’s relationship with the robot helped maintain their engagement. All of these results are in line with work involving adults, where it was found that change in the robot’s speech and behavior can help maintain user engagement and build a long-term relationship (Bickmore, Schulman, and Yin, 2010; Kidd and Breazeal, 2008; Lee et al., 2012a).

4.2 PERSONALIZATION

One important aspect of several long-term education studies so far is personalization. Tailoring educational content to individuals can lead to greater engagement and improved learning outcomes. This has been seen in HRI with children (Gordon et al., 2016; Kory and Breazeal, 2014; Leite et al., 2012b; Palestra et al., 2016; Park et al., 2019; Scassellati et al., 2018a) as well as in other learning contexts, e.g., with virtual agents or with older children and adults (D’Mello et al., 2012; Gordon and Breazeal, 2015; Kasap and Magnenat-Thalmann, 2012; Leyzberg, Spaulding, and Scassellati, 2014; Ramachandran and Scassellati, 2015; Thrun et al., 1999). So far, personalization has been studied far more often in longitudinal studies than in one-session studies. This is likely because nearly all personalization studies so far have focused on providing personal-
ized educational content or feedback, using the results of the previous sessions to plan out the content or feedback types for the next session. For example, in Leyzberg, Spaulding, and Scassellati (2014), two different models of personalization were used to determine which lessons individuals received about how to solve logic puzzles over the course of 4 sessions. One model tallied positive and negative demonstrations of a relevant skill; the other model used Bayesian updates to model the probability of mastering a relevant skill. They found that receiving personalized lessons significantly improved participants’ performance in the puzzle-solving task.

In the AutoTutor intelligent tutoring system, the system monitored students’ affective and cognitive states and selected actions to increase learning and help students regulate negative emotional states (D’Mello et al., 2012). It modeled human tutor dialogue styles and used semantic matching algorithms and conversation rules to pick next dialogue moves in the curriculum script. It detected learning-centered emotions, including engagement, boredom, confusion, and frustration, using facial feature tracking, body posture measurements, and contextual cues. It provided feedback via the virtual tutor’s affective facial expressions and verbal responses. They found that the supportive tutor increased students’ deep learning, but primarily for low-domain knowledge students, and only the first session—i.e., after there was sufficient context to know the student had problems and actually needed support.

Leite et al. (2009) and Leite et al. (2012b, 2014) studied how enabling a robot to express empathy and support during a chess-playing activity might increase children’s engagement over time. The robot detected children’s affect and made assessments about the child’s emotional state using facial expressions and the chess game’s state. It used this information to select appropriate supportive behaviors, such as providing advice or guidance, reinforcing the child’s sense of competence, or showing expressions of caring and empathy. It also stored information about prior interactions with the child and used reinforcement learning to learn what support strategies worked best with each child. In addition, in the earlier work (Leite et al., 2009), a human instructor chose level-appropriate chess exercises for each child. This work showed that personalizing the robot’s supportive behaviors to individual children increased children’s engagement and their ratings of the robot’s social presence and helpfulness.

Multiple studies were preliminary, in that they presented personalization strategies but did not test them in full experimental studies or did not report all results as yet. For example, Serholt and Barendregt (2016) used information about children’s affective states to determine the pedagogical strategy. Although that paper did not report learning results, they found that children expressed significant social engagement, and the robot’s personalization appeared to increase engagement. In a preliminary case study, Palestra et al. (2016) scaled up the difficulty of several social skills games played by three children with autism (e.g., about eye contact, joint attention, and body mimicry), and stopped leveling up when children were unable to complete a task. Two of the children appeared to benefit from the leveling.

More recently, Park et al. (2019) conducted a 7-session study where 44 children aged 4–7 interacted one-on-one with a fully autonomous robot. The robot told stories and children were asked to retell the stories, thereby practicing language skills and learning new vocabulary. This work, which was partly inspired by my earlier work on storytelling robots (discussed below), found that personalizing the robot’s story curriculum improved children’s vocabulary learning. Children were given language assessments prior to the study, which were used to select the first stories children heard and to select curricula for children in the non-personalized condition. In the
personalized condition, children's story retells, task behavior (e.g., answering dialogic questions during the robot's narration), and affective arousal were used as input for a Q-learning algorithm, which selected personalized storybooks for each child at an appropriate syntactic and lexical level, while maximizing for engagement and learning.

All of the work so far on long-term interactions and personalization provides evidence for several takeaways. First, personalization of curricula, support, and feedback can improve students' learning, engagement, and positive emotions. Agents that provide support and feedback may be seen as having greater social presence and as being more helpful. The relationships students developed with the agents appeared to influence their engagement and interest in further interaction. Including change and variation in the agents' behavior and the learning content over time can also increase engagement and social interaction.

Some of this work has taken place since the following two studies were performed, and the results of these two studies may have informed the development of later projects. The first study—my master's thesis project—probed children's early English language learning through a playful storytelling activity. The second focused on personalization of affective feedback and motivation during a second-language learning game. Both investigated children's long-term interactions with social robots for language learning and the benefits personalization might provide for increasing engagement and performance.

4.3 STUDY 4: A SOCIAL ROBOT AS A LANGUAGE LEARNING PEER THROUGH TIME

This study examined the potential of a social robotic learning companion to support children's early language development over time (Kory-Westlund and Breazeal, 2015b; Kory, 2014; Kory and Breazeal, 2014). Seventeen children aged 4–6 played a storytelling game with a robot eight times over two months (Figure 7a). The game was based on concepts of emergent literacy, children's learning with peers, and children's natural inclination to create stories during play with friends; it was partly inspired by prior work with Sam the CastleMate (Current, Craig, and Flanigan, 2008; Ryokai, Vaucelle, and Cassell, 2003). I created a story game in which children took turns with the robot telling stories about characters in scenes depicted on a tablet. The tablet was embedded in a small wooden table, making its surface a more magical, interactive place and less technology/tablet-like. Target vocabulary words were embedded in the stories the robot told. I evaluated whether a robot that "levered" its stories to match the
child’s current language abilities would lead to greater learning and peer modeling than a robot that was not matched. The results showed that all children learned new words, created their own stories, and treated the robot as a peer. Children who played with a matched robot used more words, and more diverse words, in their stories than unmatched children.

This study provided evidence that personalizing the content the robot presents to individual children can lead to greater learning gains, consistent with prior work on personalization. Children will engage a social robot as a peer over multiple encounters, enjoy playing with the robot through time, and will learn new words through peer interactions and play. These results support the idea that children may treat social robots as peers, and that peer learning is a powerful, natural phenomenon.

4.4 STUDY 5: PERSONALIZING AFFECTIVE FEEDBACK INCREASES POSITIVE EMOTIONS

The goal of this study was to investigate the benefits of personalization of affective feedback and motivational strategies during a long-term child-robot language learning interaction. In this study, children played a second-language learning game with a social robot and with a virtual character on a tablet (Gordon et al., 2016; Kory-Westlund et al., 2015b) (Figure 7b). The robot was situated as a peer who was also learning, while the virtual character was positioned as an expert in the second language. Children participated in seven sessions over two months. During this time, the robot personalized its motivational strategies, using both verbal and nonverbal actions, to individual children. The results showed that while all children learned new words, children who interacted with a robot that personalized its affective feedback also showed a significant increase in valence over the two months. This study provided additional evidence that children will engage a social robot as a peer over multiple encounters. Furthermore, personalizing the robot’s behavior to individual children can lead to positive outcomes, such as greater liking of the interaction.

4.5 RELATIONSHIPS WITH ROBOTS?

The long-term education studies with children and robots paint an intriguing picture. With sufficient variation in behavior, children easily engaged for many sessions, up to several months. They frequently learned new words from robots. They treated the robots as social others, frequently appeared to grow more comfortable and closer to the robots over time, and often called them their friends. In one study, children engaged longer and were less likely to grow bored if they treated the robot as a peer-like friend (Kanda et al., 2007). This suggests that children’s relationships affect how interested they are in interacting and playing—as one might expect, children like playing with their friends.

One recent study compared how families and individuals interacted with either the social home robot Jibo or the voice-AI Amazon Alexa for a month (Singh, 2018). This study was one of the first where children lived with a social robot as opposed to interacting during more limited times at school or in a lab. The agent was placed in their home. Participants in the study could interact with the agent when they liked; they could use any or all of the agent’s functionality (classified as social, entertainment, or functional). Singh (Singh, 2018) found that children and older adults primarily
used the entertainment and social-relational capabilities of the agents. Adults, on the other hand, were more interested in the agent’s functionality; they wanted a device that could do useful things for them. Because Jibo had more social capabilities than Alexa, children preferred the robot; their use of the robot was rooted in its social aspects. The robot was often classified as a friend, child, or member of the family, as opposed to being classified as an assistant. It was also seen as more open, agreeable, and extroverted than Alexa. Children’s reactions and preferences showed that they were drawn to the robot’s ability to be a social other and they treated as one.

The research so far suggests that children construe robots as social agents with whom they can form friendships and relationships. As discussed earlier (Section 3.6), children also appear to understand that robots are not quite the same as their other human friends, nor quite like their pets, or teachers, or mechanical toys. When robots are designed to act as social agents, children interact with them as social agents. They share gaze, mirror emotions, show affection, help the robots, take turns, and disclose information—all behaviors associated with friendships and close relationships (Gleason and Hohmann, 2006; Hartup et al., 1988; Newcomb and Bagwell, 1995; Rubin, Bukowski, and Parker, 1998). Even with robots that are arguably less social (e.g., without the capability for speech), children still attribute intelligence and talk to them and about them as if they have social capabilities (Druga et al., 2017, 2018). These observations lead to more questions: How are children’s relationships with social robots different than their relationships with other entities? What features of the robot impact the relationship children develop? Can a robot actively try to build a relationship, and if so, how would this affect children’s engagement and perception of a relationship? In the next chapter, I begin my deeper exploration of children’s relationships, including discussion of the kinds of relationships children form with each other, how technology can act as a relational partner, and two investigations into children’s affect and behavior with social-relational robots.
To understand what it means for children to treat a robot as a social agent with whom they can form a relationship or friendship, we need to understand what children's relationships and friendships are generally like. Then, we can see how theories of relationships apply to children's interactions with technology, namely, social robots.

5.1 RELATIONSHIPS

In the social sciences, relationships are modeled in numerous ways. One common model is the social system, the simplest example of which is a dyad. In a dyad, a relationship is defined as a pattern of interaction, e.g., the interaction of two people whose behavior is interdependent (Berscheid and Reis, 1998; Csikszentmihalyi and Halton, 1981; Kelley et al., 1983). Critically, this model can be applied to human-object relationships, since non-human objects can also significantly influence our patterns of interaction and behavior (Csikszentmihalyi and Halton, 1981). Another important model is the dimensional model, in which relationships are defined in terms of various relational characteristics, including power, social distance, and trust (Berscheid and Reis, 1998; Bickmore and Cassell, 2001; Burgoon and Hale, 1984; Cassell and Bickmore, 2000; Fogg and Tseng, 1999; Spencer-Oatey, 1996; Trope and Liberman, 2010). The dimensional model is important because these characteristics can be manipulated by non-human objects as well to influence the relationship (e.g., Desteno et al., 2012). Other models include provision models, in which relationships are discussed in terms of what people provide for one another e.g., Duck, 1991, as well as economic models, such as social exchange theory, in which relationships are modeled based on perceived costs and benefits of the relationship e.g., Brehm, 1992. Important in relation to provision models is social support theory, which describes how social relationships influence people's cognition, emotions, and behavior (Lakey and Cohen, 2000). Social support theory becomes particularly relevant if we conclude that people can have social relationships with non-human objects. Finally, attachment theory is often discussed in relation to the formation and maintenance of relationships with both humans and objects (Bretherton, 1992; Passman and Halonen, 1979).

Considering these various models, we can see a variety of features that tend to be associated with relationships. First, relationships tend to unfold over time and generally involve multiple interactions. This may be on short timescales, such as repeated encounters over the span of minutes or days, or it may be on longer timescales, such as months or years. Even in short timespans, people's behavior can interdependently influence each other (Davis, 1982). These repeated interactions build up shared experiences—i.e., activities done together in the past or are performing together now. Shared experiences influence later interactions, and are often referenced and remembered later on.

There is also some amount of responsiveness and commitment. Those we form relationships with respond to us, e.g., with social cues in the moments, or social support in response to life events. Attachment and emotion often come into play; we may feel positively or negatively about interacting with certain people. Friendship relations often
involve positive feelings, trust, and attachment, such as enjoying one another’s company and depending on one another. Friendship relations often involve reciprocity as well, such as exchanging favors, reciprocating contact, dialogue, and connection, and being responsive in turn.

5.2 YOUNG CHILDREN’S FRIENDSHIPS

The history of research on children’s peer relationships is long and rich (Hartup et al., 1988; Newcomb and Bagwell, 1995; Rubin, Bukowski, and Parker, 1998). Young children’s friendships follow similar patterns as adult friendships and include many of the same general features of relationships—one of the more important features was frequent interaction. Children’s friendships are not simply about acceptance or rejection of peers; acceptance is different from friendship (Parker et al., 2015). Friendships are voluntary and reciprocally affirmed (Rubin, Bukowski, and Parker, 1998). Children’s friendships involve multiple social provisions, including companionship, intimacy (e.g., sharing secrets), conflict, instrumental help, and empathy/affection (Buhrmester and Furman, 1987; Gleason, 2002; Gleason and Hohmann, 2006; Ladd, Kochenderfer, and Coleman, 1996). For adults, a sense of reliable alliance—i.e., a lasting and dependable bond with another—is often seen as central to friendship, but is less important for children. In addition, when compared to their relationships with parents and siblings, children’s friendships with peers are more often associated with nurturance, while siblings afforded more conflict, and parents were sources of instrumental help and power (Gleason, 2002). There are often gender differences in studies of young children’s friendships. Girls may draw more distinction between reciprocal and unilateral friends, often rate intimacy and reliable alliance higher than boys, and in general, may understand social relationships earlier than boys, perhaps due to an earlier focus on dyadic relationships (Benenson, 2014; Gleason and Hohmann, 2006).

5.3 RELATIONAL TECHNOLOGIES

5.3.1 Technology as Relational Partner?

If technology can provide the same kinds of interaction opportunities and features associated with relationships that people provide for each other, then it can be relational. Relational is different than just being social—it is the behaviors that contribute more directly to building and maintaining an ongoing relationship. This may include numerous social behaviors, such as the use of nonverbal cues and contingency, but is a larger category that includes additional behaviors, which will be detailed in Section 6.2.1.

Prior work has shown that technological agents, such as robots and virtual humans, can be created with responsiveness and interactivity. They are frequently ascribed social presence (e.g., Biocca, Harms, and Burgoon, 2003; Leite et al., 2009) and can evoke attachment, trust, and emotion (e.g., Batliner, Steidl, and Noth, 2011; Bickmore, Schulman, and Yin, 2010; Desteno et al., 2012; Hancock et al., 2011; Kidd and Breazeal, 2008; Turkle et al., 2006a; Weiss, Wurhofer, and Tscheligi, 2009). They can be created with long-term interaction in mind, with features such as memory and personalization (e.g., Bickmore and Picard, 2005; Lee et al., 2012a; Leite, Martinho, and Paiva, 2013; Leite, Pereira, and Lehman, 2017).
5.3.2 Relational Agents

Bickmore and Picard (2005) introduced the concept of relational agents: computational artifacts that build long-term, social-emotional relationships with users. They argued that although there is no agreed-upon definition in the social sciences of what relationships are, nothing in the various approaches for understanding relationships prevents computers or other technologies from being a relational partner. Thus, relational agents could include virtually embodied agents, such as virtual humans and other computer agents, as well as physically embodied agents, such as social robots. That said, in later work (e.g., Bickmore, Schulman, and Yin, 2010), Bickmore uses the term relational agents more narrowly to refer exclusively to conversational virtual humans, primarily in a healthcare context with an adult population. Here, we adopt the term relational technologies to refer to the broader category of relational agents—i.e., all agents that can build long-term, social-emotional relationships with users, not only conversational virtual humans. Technologies that are not specifically designed to establish or maintain relationships, even if users interact with them longitudinally, are excluded.

5.3.3 Related Concepts

5.3.3.1 Transactional AI and Persona AI

Numerous transactional AI and persona AI systems are on the market, such as Alexa and Google Home. These systems often interact longitudinally and generally gather information about the user in order to personalize the experience of using the system. Their purpose is primarily functional and transactional: they can perform tasks and provide information as requested. They generally do not attempt to build or maintain a social-emotional relationship yet, though future iterations of these technologies will likely do so. However, users may project a relationship onto them and form emotional attachments to the agents, as was seen for some users in a recent study where people interacted at home for a month with the voice-agent Alexa (Singh, 2018). New to this category are home social robots like Jibo. These agents are designed to be socially interactive, as opposed to merely transactional. Jibo was marketed as “a member of the family” and in Singh’s recent study (Singh, 2018), she found that many users were drawn to the social interactions the robot provided and referred to it as a family member or a friend. Persona AI that are designed as social agents have the potential to be relational technologies, since their capabilities could be extended to include not only social interaction but also relational behavior and long-term relationship formation.

5.3.3.2 Relational Objects

Sherry Turkle has used the similar terms relational objects and relational artifacts to refer to technologies that have “states of mind,” in that they have more going on inside than any prior computational object and encounters with them may be enriched by understanding their inner states (e.g., Turkle et al., 2006a,b). Relational objects/artifacts could be said to have the potential for relationships—they may have social awareness and may be perceived as social others, but they are not necessarily things a user has long-term social-emotional relationships with, nor do they necessarily attempt to build or maintain such relationships.
5.3.3.3 Transition Objects

Winnicott explored the idea of transitional objects (Winnicott, 1953). Transitional objects are often soft and cuddly such as teddy bears, dolls, and blankets. Children use them in developing early self-other awareness, as a replacement for the mother-infant bond. As such, the objects are often seen as symbolic of the self, others, or of a relationship. They are not studied as things with which one is having a relationship, and the relationship children form with these objects are one-sided projections.

5.3.3.4 Imaginary Friends and Parasocial Relationships

Children's imaginary friends come in two general categories: invisible friends and personified objects (Gleason, 2002; Taylor, 2001). They are similar to some transitional objects in that children project a relationship onto them, creating a friend that provides them with some aspects of their real relationships, such as conflict, help, and nurturance. Children are generally quite aware that their imaginary friendships are pretend (Taylor, 2008). Children's relationships with imaginary friends are somewhat similar to their parasocial relationships with media characters. Parasocial relationships are one-sided, emotional relationships developed with characters, e.g., in games or from television, that take on a self-other quality rather than a self-avatar quality (Brunick et al., 2016; Calvert, 2017; Richards and Calvert, 2017). While media characters are created by an external author, children's imaginary friends are solely the creation of their imagination. However, in both cases, the relationships are one-sided. They are the child's projection of a relationship onto another entity that is not an agent in its own right.

5.4 ROBOTS AS PEERS, REVISITED

Earlier, I discussed the importance of children's peers for their learning and development (Section 3.1). Children's peers provide models for imitation and emulation; opportunities for engagement in dialogue, discussion, and conflict; support for learning and practicing more advanced skills through cooperation; reinforcement of social competence through feedback and observation of consequences; and much more. The research so far discusses how peer learning might occur but does not thoroughly address precisely what modulates peer learning. Are all peers approximately equivalent as sources to promote learning, or is something about some peers that makes them "better inputs" than others? To place the question in the context of social robots, what is it about a social robot could lead children learn more, or less?

One possibility arising out of our recent research is children's view of a social robot as a friend-like peer and their treatment of it as a social-relational other. For example, Huili Chen found in a recent study that children reacted better and learned more with a peer robot than with a robot situated as an expert/teacher (Chen, 2018). Children have learned early math concepts more effectively from media characters when they have stronger parasocial relationships with those characters (Gola et al., 2013; Richards and Calvert, 2017). In addition, we have been seeing children observe, imitate, and learn through their imitation of social robots across a variety of domains in the same way they observe and emulate their peers. Peer-to-peer modeling is a key aspect of social learning theory (Bandura, 1971; Bandura and Walters, 1963; Rubin, Bukowski, and Parker, 1998). For example, children displayed more curiosity when a robot modeled curious behaviors, such as asking questions and being interested in
learning (Gordon, Breazeal, and Engel, 2015a). A robot modeling a growth mindset encouraged children to display a growth mindset (Park et al., 2017b). Children mimic a robot’s affect (Gordon et al., 2016). This work provides evidence that children may be treating robots the same way they treat peers.

When looking at human-human interactions, some prior work has found that children’s relationships are related to their learning. For example, literature in education and psychology has found that the social bonds between children and their teachers can predict learner performance (Wentzel, 1997). In peer-to-peer tutoring interactions, rapport and positive relationship, as measured via increased convergence and entrainment, led to improved learning outcomes (Sinha and Cassell, 2015a,b). Work with virtual agents and intelligent tutoring systems has found that an agent’s social presence can increase engagement (Lester et al., 1997); use of nonverbal mirroring and behavioral mimicry can increase an agent’s likability and persuasiveness (Bailenson et al., 2005); and use of nonverbal mirroring and affective support can decrease frustration and increase flow (Burleson and Picard, 2007). In addition, improving the relationship and working alliance with a social robot can lead to greater engagement and improved health outcomes (Kidd and Breazeal, 2008). However, while these studies show links between an agent’s social behavior and rapport-building behaviors and relevant learning emotions, they do not specifically show links with learning.

A few recent studies have explored the effects of building rapport on learning. In these studies, middle school students and undergraduate students taught a social robot how to solve math problems as a way of learning to solve the problems themselves (Lubold, 2017; Lubold, Walker, and Pon-Barry, 2016; Lubold et al., 2018). Because the robot was positioned as a less-competent agent, the goal was for students to learn by teaching. They compared a robot had voice-adaptive (speech entrainment) capabilities that adjusted the pitch of its text-to-speech voice to match that of the human to one that did not. They also compared whether adding social dialogue to build rapport had an impact, regardless of speech entrainment. Students who worked with the voice-adaptive, social dialogue agent showed the most learning, though there were no differences in self-reported rapport between conditions. However, these studies did not control for the expressivity of the robot’s voice. In the work reported below, we have found that a robot with a more expressive voice can lead to greater engagement and learning than a robot with a flat, less expressive voice (Kory-Westlund et al., 2017b). Thus, since Lubold and colleagues compared a text-to-speech voice to a more a expressive, albeit contingently adapted, voice, an open question is whether the effects seen are strictly a result of the voice entrainment or a result of the robot’s voice being more expressive.

All of this work provides some evidence for links between rapport, relationship, engagement, and learning, as well as opening more questions about the roles of rapport, expressivity, and social behaviors. I hypothesize that children’s view of the robot as a friend-like peer may impact the kind of relationship they develop, how engaged they are, and how they interact with it—all of which could impact their learning. The next two studies discussed below investigate links between children’s emulation of the robot’s storytelling and language use, and links between their emulation, affect, engagement, and learning.
5.5 STUDY 6: ROBOT EXPRESSIVITY IMPACTS CHILDREN’S PEER-TO-PEER MIRRORING

This study examined the impact of a robot's expressive characteristics on children's peer-to-peer modeling with the robot during a story retelling task (Kory-Westlund et al., 2017b). For half the children, the robot's voice was highly expressive; for the other half, the robot's voice was flat, much like a classic text-to-speech engine. The robot told children a story, which had several vocabulary words embedded in it (Figure 8a). Children were asked to retell the story. We found that all children learned new words from the robot, emulated the robot's storytelling in their own story retells, and treated the robot as a social being. However, children who heard the story from the expressive robot showed deeper engagement, increased learning and story retention, and more emulation of the robot's story in their story retells. This study provided evidence that children will show peer-to-peer modeling of a social robot's language. In addition, they will also emulate the robot’s affect, and they will show deeper engagement and learning when the robot is expressive.

5.6 STUDY 4, REVISITED: PHRASE MATCHING AND LINGUISTIC SIMILARITY OVER TIME

One open and important question was whether children would mirror the robot's language long-term, and furthermore, if they did, whether this would be related to the robot's personalization or relationship. We had seen in Study 6 (Kory-Westlund et al., 2017b) that the expressivity of the robot's voice impacted children's engagement and learning, including children's phrase mirroring during a story retell. That study, however, only examined one session with the robot. In an earlier study, (Gordon et al., 2016) (Section 4.4), we observed children mirror a robot's affect over multiple sessions, during suggesting that they do mirror the robot's behaviors over time. However, this study did not examine children's language use.

Thus, in order to investigate children’s mirroring of a robot’s language over time, I performed new analyses on an existing dataset from Study 4 (Kory and Breazeal, 2014) (Section 4.3) that included stories from 14 children, who had played a storytelling game with a robot 1–2 times per week for 8 sessions (Figure 8b). I examined children’s use of key vocabulary words and key phrases used by the robot during the full interaction sessions as well as just during their storytelling. I examined children’s
5.6 Study 4, Revisited: Language Emulation Over Time

5.6.1 Methods

5.6.1.1 Dataset

The data included 206 stories from 14 children and full transcripts from 17 children (3 children did not tell stories), all of whom had participated in an 8-session study with a socially interactive robot. During each session, the robot briefly engaged the child in conversation, then showed a story scene on a tablet and told a short story. Next, the child was invited to tell their own story about the scene. The robot then showed a second story scene and told a second story, and the child was invited to tell a second story. After a brief closing conversation, the interaction ended. In some sessions, the robot showed a story scene but asked the child to tell a story first. In the second half of the study (sessions 5–8), half the children heard stories matched to their language ability (Matched condition), while the other half heard stories that were not matched (Unmatched condition).

5.6.1.2 Keywords and Key Phrases

Using the transcripts of the sessions and automated software tools, I counted the number of times children used key phrases that the robot had used (e.g., “Once upon a time,” “I’ll tell a story about...,” “See you later, alligator!”). The goal was to see whether children adopted any of the robot’s frequently used phrases—mimicry that might be indicative of a closer relationship or greater rapport. We also counted how often children used each of the target vocabulary words. Usage might reflect expressive vocabulary ability, which is a stronger indicator of knowledge of a word than the receptive knowledge tested with the vocabulary assessment, as well as mimicry of the robot.

5.6.1.3 Language Style Matching (LSM)

To get sufficient data for an LSM analysis, I aggregated all of each child’s stories for sessions 1–4 (the first half of the study) and then for sessions 5–8 (the second half). I obtained an LSM score for each set using software tools to access the Receptiviti API (Receptiviti API 2017; Tausczik and Pennebaker, 2010). LSM scores range from 0 to 1.00, but more often range from 0.5 to 1.00. The closer the score is to 1.00, the more matching is present.

5.6.1.4 Phrase Matching

Children’s transcribed stories were analyzed in terms of length (seconds), word count, overall word usage and target vocabulary word usage, and similarity of phrases to
the phrases used in the robot's stories. I created an automatic tool to obtain phrase matching scores comparing each child story to each robot story that the child had heard prior to telling the story. For example, a story told by a child in Session 2 was compared to the stories the robot told in Session 1 as well as any stories the robot told before the child in Session 2. My analysis was then threefold: (1) compare each child story to the robot story just prior to it; (2) compare each child story to other stories in the same scene; (3) compare each child story to all stories prior to it. The matching algorithm was as follows:

1. Remove stopwords (i.e., words with no significant information such as "the," "uh," and "an")
2. Stem words, i.e., convert words to their original form (e.g., "running" becomes "run")
3. Find all N-grams in each text, where an N-gram is a continuous sequence of N words from the text.
4. Remove duplicate N-grams from one text.
5. Count how many N-grams are the same in both texts.
6. Return that number as the match score.

This produced a score reflecting the number of exact matches—i.e., words used in the same order by both the child and robot. It also produced a higher match score for texts that have both more matching phrases and longer matching phrases. I also implemented an algorithm for counting similar matches that are close to each other, but not exactly the same. This algorithm was the same as the above, where step 5 (counting matching N-grams) used a fuzzy string matching algorithm to determine if N-grams matched.

For exact matches, I used $N = 3$ because a smaller $N$ may not retain enough information to be considered actual phrase matching, while a larger $N$ may encompass more information than would constitute a single phrase. For similar matches, I used $N = 4$, so that when phrases differed by a word, or used a different word in the middle of a similar phrase, they might still match.

For example, one of the robot's stories included the sentences, "But Turtle still couldn't find Squirrel. Eventually, it got dark out and they all got sleepy. So Squirrel had to show his hiding place." After stopword removal and stemming, this was converted to: "turtle still couldn't find squirrel eventually get dark out they all get sleepy squirrel show hiding place". One child's story included the similar section, "But he still couldn't find Squirrel. Then he bumped into him and started playing. And it's getting late out. So Squirrel had not showed his hiding place," which was converted to "he still couldn't find squirrel then he bump into him start play get late squirrel show hiding place". This segment included several exactly matching phrases, e.g., "couldn't find squirrel," as well as several similar matching phrases, e.g., (robot) "squirrel show hiding place" \ (child) "late squirrel show hiding."
Total use of robot's key phrases and target vocabulary words by session, +/- standard error

Figure 9: Children’s mean use of the robot’s key phrases and target vocabulary words in their stories by session.
5.6.2 Results

Because these analyses were post-hoc, I corrected for multiple comparisons using the Benjamini Hochberg method (to control the false discovery rate), which indicated that the results with \( p < 0.011 \) could be considered significant.

5.6.2.1 Keywords and Key Phrases

I performed mixed analysis of variance with condition (between: Matched vs. Unmatched) and mean of sessions (within: sessions 1–4 vs. sessions 5–8) on children’s use of the robot’s target vocabulary words and key phrases. I observed a trend toward a main effect of session on the total number of key phrases and target vocabulary words children used from the first half to the second half of the study, \( F(1,13) = 2.95, p = 0.11 \) (Figure 9). Children used somewhat more of the key phrases and target words in the second half of the study than in the first half. In particular, children tended to use the phrases “once upon a time” and “See you later, alligator” more in later sessions.

5.6.2.2 LSM

I observed LSM scores ranging from 0.063 to 0.892, with a mean of 0.696 (SD = 0.212). Only two children had scores below 0.500; in both cases, their scores increased from the first half to second half of the study. A mixed analysis of variance with time (within: first half of the study vs. second half) and condition (between: Matched vs. Unmatched) revealed a trend toward an interaction of time with condition, \( F(1,12) = 4.29, p = 0.061 \). As shown in Figure 10, LSM scores increased slightly for children in the Matched condition (first: \( M = 0.66, SD = 0.25 \); second: \( M = 0.71, SD = 0.23 \)); the scores decreased slightly for children in the Unmatched condition (first: \( M = 0.74, SD = 0.23 \); second: \( M = 0.71, SD = 0.19 \)).

5.6.2.3 Phrase Matching

I performed mixed analysis of variance with condition (between: Matched vs. Unmatched) and mean of sessions (within: sessions 1–4 vs. sessions 5–8) for the mean of children’s exact and similar phrase matching scores per story and for the sum of children’s exact and similar phrase matching scores across all stories. Phrase matching scores were computed against all previously heard stories, only stories from the same story scene, and only the story heard just prior to the child’s.

**SUM OF EXACT AND SIMILAR MATCHING PHRASES** Compared to all previously heard stories. I observed a trend for main effect of time on the mean number of matching phrases used per story, \( F(1,12) = 5.65, p = 0.035 \), and a significant interaction of time with condition, \( F(1,12) = 10.0, p = 0.008 \). Children emulated more of the robot’s phrases per story in the first half of the study, and children in the Unmatched condition decreased usage more (Figure 11a). I observed a significant interaction of time with condition when looking at the sum of matching phrases across stories, \( F(1,12) = 9.81, p = 0.009 \). Children in the Matched condition increased their usage of matching phrases, while children in the Unmatched condition decreased their usage (Figure 11b).

**Compared to stories heard from the same story scene.** I observed a significant interaction of time with condition for the mean number of matching phrases used
Mean LSM score by Condition and Time
(+/- stderr)

<table>
<thead>
<tr>
<th>Condition</th>
<th>First half (sessions 1-4)</th>
<th>Second half (sessions 5-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matched</td>
<td>0.66 ± 0.05</td>
<td>0.71 ± 0.04</td>
</tr>
<tr>
<td>Unmatched</td>
<td>0.74 ± 0.04</td>
<td>0.71 ± 0.04</td>
</tr>
</tbody>
</table>

Figure 10: Children’s mean LSM scores by condition for the first half vs. second half of the study.

Figure 11: Children emulated the robot’s phrases during their storytelling. Their emulation increased during the second half of the study in the Matched condition.
per story, $F(1,12) = 9.10, p = 0.011$. Children in the Unmatched condition used fewer matching phrases on average in the second half of the study, while children in the Matched condition did not change significantly. There were no significant differences for the sum of matching phrases across stories.

**Compared to the story heard just prior.** I observed a trend for an interaction of time with condition for the mean number of matching phrases used per story, $F(1,12) = 4.82, p = 0.048$. Again, children in the Unmatched condition used fewer matching phrases in the second half of the study. There were no significant differences for the sum of matching phrases across stories.

5.6.2.4 Correlations

Children who emulated more of the robot’s phrases during their storytelling also scored higher on the vocabulary posttest, $r_{515} = 0.511, p = 0.052$ (Figure 12a); as did children who used more of the robot’s key words and phrases $r_{515} = 0.532, p = 0.041$ (Figure 12b). Children who emulated the robot more during storytelling were also more likely to use more of the robot’s key words and phrases, $r_{515} = 0.688, p = 0.003$ (Figure 12c). This pattern was also apparent when looking at the mean of all children’s scores for sessions 1–8 (Figure 12d).

Children who had higher LSM scores during sessions 1–4 were more likely to emulate the robot’s phrases during storytelling, $r_{515} = 0.667, p = 0.007$; they were also more likely to use the robot’s key words and phrases, $r_{515} = 0.548, p = 0.034$ (Figures 13a and 13b). The same pattern held for children’s LSM scores in sessions 5–8 for phrase emulation, $r_{514} = 0.732, p = 0.003$; and for key word and phrase use, $r_{514} = 0.554, p = 0.040$ (Figures 13c and 13d). Children’s LSM scores from sessions 1–4 were strongly correlated with their LSM scores from sessions 5–8, $r_{514} = 0.802, p < 0.001$, suggesting little change in children’s rapport and style matching over time.

When looking at the mean of all children’s scores for sessions 1–8, I observed that children who told longer stories also used more unique words ($r_{58} = 0.954, p < 0.001$) and spent more time telling their stories ($r_{58} = 0.715, p = 0.046$) (Figure 14).

5.6.3 Discussion

This new analysis of children’s phrase matching, keyword and key phrase use, and LSM during a long-term storytelling activity with a social robot suggests that children will indeed mirror the robot’s language over time and that their emulation of the robot may be related to their learning. Children slightly increased their use of the robot’s keywords and phrases over time. Their emulation of the robot was correlated with their vocabulary posttest scores. Their LSM scores and their phrase emulation during storytelling both increased over time for children in the Matched condition, but decreased slightly for children in the Unmatched condition; I had also seen differences by condition in vocabulary words learned (with Matched scoring higher on the posttest). The differences by condition suggests that the robot’s personalization of story level (telling harder or easier stories based on the child’s language ability) affected both children’s emulation of the robot and their learning.

One limitation of this dataset was the lack of relationship assessments. Children’s perception of their rapport and relationship with the robot were not explicitly measured. Children’s LSM scores may reflect their relationship to some degree, since prior work examining LSM has linked higher LSM scores between two people to higher
Figure 12: Children who emulated more of the robot's phrases during their storytelling and used more of the robot's key words and phrases scored higher on the vocabulary posttest. Children who emulated phrases were also more likely to use the keywords.
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5.6 STUDY 4, REVISITED: LANGUAGE EMULATION OVER TIME

(a) LSM sessions 1–4 with phrase matching.

(b) LSM sessions 1–4 with keyword use.

(c) LSM sessions 5–8 with phrase matching.

(d) LSM sessions 5–8 with keyword use.

Figure 13: Children who had higher LSM scores were more likely to emulate the robot’s phrases and keywords during storytelling.
Correlation between children's mean time telling stories, story length, and unique words per story

Figure 14: Children who told longer stories also used more unique words and spent more time telling their stories

rapport and a deeper relationship (Babcock, Ta, and Ickes, 2014; Ireland et al., 2011; Pennebaker, Mehl, and Niederhoffer, 2003). However, because the sessions with the robot were fairly short (10–15min apiece) and because not all children told long stories, the amount of conversation between the robot and child was limited. Thus, the LSM scores should be interpreted with a degree of caution. That said, I did observe a correlation between children’s LSM scores and their emulation of the robot during storytelling, which could be interpreted as a link between children’s relationship and their emulation of the robot. This would be in line with my hypotheses and our prior work linking children’s emulation of a robot to their engagement and learning, discussed earlier in this chapter. It is not strong evidence, but is enough to suggest that further research on this topic would be interesting.

It was intriguing to see correlations and differences despite the small sample size and despite the imbalance in the number of children in the Matched and Unmatched conditions, as well as some imbalance in their language abilities. In particular, I had observed higher scores for children in the Unmatched condition across various metrics during the first half of the study (prior to the personalization/matching, which only occurred in the second half of the study). I expect that were the groups more balanced, these initial differences may be smaller or might even disappear, while differences between conditions as a result of the personalization would be larger.

Finally, I found it interesting that children’s use of exactly matching phrases decreased over time while their use of unique words increased. This suggests that children were more creative over time in coming up with their own, different stories.
The work discussed in this chapter points to two areas of opportunity. First, we are seeing that children construe social robots as relational others. That is, these robots are part of the broad category of things with which one can have a relationship. They are more than playful objects (Ackermann, 2005) or transitional objects (Winnicott, 1953) since either category would imply that they are only artifacts for projecting onto, for exploration and learning, rather than for being with. These robots are social and relational: They are seen as having some of the properties of pets, toys, computers, artifacts, and friends, but not exactly the same properties as any of these. They may be toys, playful objects, or act like pets, but they may also be smart toys, playful others, and treated as actual pets. The fact that children are treating robots as social-relational others brings new opportunities for engaging children socially in activities involving technology. For example, we could develop new activities to help children develop and practice skills that are best learned in social contexts—such as language or social and emotional skills.

The second area of opportunity involves children’s social behavior with peers. Because children are treating social robots as social-relational others, we are seeing children display behaviors with the robots that they display with their human peers, such as emulating the robots’ behaviors. This provides new opportunities for creating learning activities where robots can model desirable behaviors—such as curiosity, a growth mindset, and more advanced language use—since children are likely to imitate the robot’s speech and actions. Children can learn with social robots the same way they learn from their human peers.

That said, there appear to be moderating factors. For example, children imitated the robot more when it was expressive and when it told personalized stories to them matching their language ability. This suggests a deeper story. Children do not blindly copy social robots. They appear to pay attention to the robot’s social cues and the robot’s attentiveness to them and to the interaction, using this information to guide their emulation, trust, engagement, and more. There is more to learn here, and the next chapter begins my deeper investigation into how children’s rapport and relationship with the robot impacts their engagement, emulation, and learning.
6.1 SOCIAL ROBOTS AS A RELATIONAL TECHNOLOGY

I have found evidence that social robots can be effective tutors and learning companions. The studies and research discussed so far highlight the fact that the design of robots as social agents matters for children’s learning. I have explored why these robots are effective and what design features of the robots positively impact children’s learning and attitudes through time. For example, children pay attention to the robot’s nonverbal social cues to guide their learning. Factors such as the contingency of the robot’s nonverbal behavior and the robot’s expressivity impact children’s engagement, learning, and judgments of the robot’s credibility. Children apply social judgments to the robots and treat them as peers. We have also begun seeing children perform peer-to-peer modeling of curiosity, affect, mindset, and language with the robots (Gordon, Breazeal, and Engel, 2015a; Kory-Westlund et al., 2017b; Kory and Breazeal, 2014; Park et al., 2017b, 2019) (also see Section 5.6). The evidence so far leads me to argue that a key aspect of why social robots benefit children’s learning is their nature as a relational technology.

The remainder of this thesis explores social robots as a relational technology. Specifically, I explore how adding relational attributes and capabilities to social robots impacts child-robot learning interactions. My hypothesis is that the relationships children form with the robot will affect their engagement and learning, particularly over long-term interactions.

6.2 RELATIONAL AI

To enable social robots to reach their full potential as relational technologies, especially for deployment during long-term interactions in real-world contexts, they need to be autonomous. I will use the term relational AI to refer to autonomous relational technologies—i.e., autonomous technologies that attempt to build and maintain long-term, social-emotional relationships with users. Relational AI thus comprises a subset of relational technologies, since, e.g., some may have some but not all the features necessary for relationship establishment and maintenance or may be teleoperated and not autonomous. That said, research may frequently use teleoperated or semi-autonomous techniques while exploring what relational AI can do, how people respond to it, and how we ought to use it.

Relational AI is human-centered and interpersonal AI, in that it is designed to use human social and relational behaviors in order to be more understandable and relatable to humans, and in order to build and maintain relationships in a way that humans are used to. It is designed to treat people in humanistic ways.

Relational AI refers especially to the underlying computational models, algorithms, and mechanisms by which a relational technology operates. As part of relationship establishment and maintenance, it may maintain and update a model of a person in order to respond appropriately to that person.
6.2 RELATIONAL AI

Below, I discuss the features that are associated with relational AI. I reference these features in the next chapters, as I develop and evaluate relational AI tools for use in a social robot that leads children in language learning activities over time.

6.2.1 What Makes AI into Relational AI?

Relational AI is an autonomous relational technology—it attempts to build and maintain long-term, social-emotional relationships with users. It is human-centered, collaborative, interpersonal, relational, and reciprocal. Features that are necessary and sufficient for AI to qualify as relational AI include repeated encounters, shared experience, change, responsiveness, emotion and positive affect, and reciprocity (Figure 15). These are all features that tend to be associated with relationships (Section 5.1).

Repeated encounters. Relationships are longitudinal—they generally develop through time and involve multiple interactions. Relational AI should be designed to handle repeated interactions with users through time.

Shared experiences. Humans generally have a sense of past, present, and future, which is reflected in our relationships. We acknowledge our shared experiences through time via references to our past and present together, as well as looking forward to future activities we might do together. For example, sharing a humorous experience during an initial encounter with a stranger led to increased ratings of closeness (Fraley and Aron, 2004). Relational AI should create and reference a shared narrative with users. This may require an internal state that represents the user over time that can be updated during interactions.

Change. As part of creating and referencing shared experiences, relational AI should change over time. More specifically, relational AI should change as a result of the interaction with the user over time—it is not enough to follow a changing but scripted
6.2 RELATIONAL AI

storyline (e.g., Gockley et al., 2005). The change has to be perceived as “meaningful” in that the activities performed with the user (i.e., shared experiences over repeated encounters) must be clearly seen to affect the relational AI’s outward attitudes, emotions, or behavior. For example, people in close relationships may converge toward similar emotional reactions to events (e.g., Anderson, Keltner, and John, 2003) or similar choices of food (Bove, Sobal, and Rauschenbach, 2003). Again, this may require an internal state that represents the user over time. At present, nearly all the existing work on social robots as learning companions and tutors has focused on how the child is affected by the robot—that is, the child grows and changes as a result of the interaction, but the robot does not. With relational AI, the robot will also need to change. As noted earlier, a growing number of studies are examining autonomously changing/personalizing the robot’s behavior and/or the task content as a result of the child’s behavior or performance (e.g., Gordon et al., 2016; Lubold, 2017; Lubold, Walker, and Pon-Barry, 2016; Lubold et al., 2018; Park et al., 2017a; Park et al., 2017b, 2019; Ramachandran and Scassellati, 2015; Scassellati et al., 2018a). These studies have shown that personalization (i.e., a particular kind of change) can increase children’s engagement and learning, and have opened many questions about how personalization and change might affect the child-robot relationship.

Responsiveness. Relational AI should ideally model a positive relationship. One element of successful, positive human relationships is rapport (Berscheid and Reis, 1998), which is often indicated via behavior such as entrainment/mirroring and social reciprocity (Davis, 1982; Dijksterhuis, 2005; Dijksterhuis and Bargh, 2001). These behaviors are part of being responsive to users. Relational AI should respond and react to users, e.g., by using appropriate social cues in the moment, or personalizing its feedback, entrainment, or behavior for individual users.

Emotion and positive affect. As a human-centered technology, relational AI should respond appropriately to users' emotional states. Prior work has found that mismatches between users’ emotions and the reactions of technology can negatively affect user perceptions and performance during interactions (Jonsson et al., 2005). Promoting trust can be important for many kinds of applications. As one example relevant to education, trust can affect who children treat as credible informants (Harris, 2007, 2012). Relational AI designed to act as a friend-like agent may also need to promote positive affect or attachment as well; as discussed earlier, children’s friendships often involve empathy and affection (Gleason, 2002).

Reciprocity. The idea of social reciprocity relates back to responsiveness as well as shared experiences through time. As discussed earlier, relationships often involve various reciprocal behaviors, such as disclosing information, helping, conversing and engaging in activities together, and providing companionship. Many of these behaviors are recognized as important in children’s friendships (Gleason, 2002). Relational AI should use these kinds of reciprocal behaviors, and attempt to recognize and be affected by the user’s use of these behaviors in turn.

6.2.2 What’s New About Relational AI?

If a system—be it a robot, virtual agent, or other technological agent—includes all these features associated with relational AI, then it can be considered to be relational AI. This definition of relational AI extends the earlier definition presented by Bickmore and Picard (2005) of relational agents (Section 5.3.2), which was most frequently used to refer narrowly to virtual humans, primarily in a healthcare context with an adult
population. Furthermore, relational agent systems may or may not have included all necessary features of relational AI. Thus, my definition of relational AI builds on and extends the definition of relational agents to include robots and require all features of relational AI.

When we compare my new work with relational AI to prior work with relational agents and other social technologies, we can examine a number of dimensions, including:

- The domain—e.g., healthcare, education, therapy, entertainment;
- The population—e.g., children, adults, the elderly;
- The agents—were they embodied and co-present, virtual, etc.?
- What features of relational AI were included?
- How was the relationship assessed—or was it?
- What was the impact of the relationship on the interaction?
- What were implications of the work, e.g., for ethics or design?

My work focuses on education with children and co-present, embodied robots. In the final study (Chapter 9), the robot included all necessary features of relational AI. I assess children's relationships with social robots and examine the impact of children's relationships on the goals of the interaction (i.e., on learning). Finally, I discuss the implications of my work with regards to ethics and future design (Chapters 12 and 13).

As outlined earlier in Chapters 2 and 4, prior work with social robots has included some, but not all, of the features of relational AI, such as autonomy and personalization, though personalization has frequently focused on curriculum rather than social or relational features (Chang et al., 2010; Kanda et al., 2007; Kennedy et al., 2016a; Lee et al., 2011; Leite et al., 2012, 2014; Movellan et al., 2009; Tanaka and Matsuzoe, 2012). Some of this work has focused on educational activities with children, but none have assessed children's relationships or their impact. Many robot tutors are in STEM domains and focus on somewhat older children (e.g., Kennedy et al., 2016b). With virtual agents, most prominently Justine Cassell's work, there are projects that have focused on a similar population and domain as mine (Bickmore and Cassell, 2001; Cassell, 2004; Cassell and Ryokai, 2001; Cassell et al., 2007; Finkelstein et al., 2012; Ryokai, Vaucelle, and Cassell, 2003; Tartaro and Cassell, 2015). Some recent work has examined relevant aspects of relationships, such as rapport and social responsiveness (e.g., Sinha and Cassell, 2015a,b). Finally, the work with relational agents as well as robots in healthcare domains has also focused on long-term interactions and personalization, usually with adults, and has touched on many aspects of relational AI, though not all at once in the same system Bickmore and Picard, 2005; Bickmore et al., 2016; Bickmore, Schulman, and Yin, 2010; Bickmore, Schulman, and Yin, 2010; Bickmore et al., 2018; Kidd and Breazeal, 2008.

In summary, my work extends the work on relational agents into a new domain, with a new population, and new capabilities for the agent. I extend the work on social robots for children in education by adding new relational AI features, assessing children's relationships and the impact of children's relationships, and discussing this new data with respect to ethical and design considerations. Working with children is especially important given that there are many ethical questions concerning humans developing relationships with technology (discussed further in Chapter 13), and many
of these concerns are most contentious with children. Studying children’s interactions with relational AI can thus add significant data to our understanding of how to design and use relational technology.
7.1 HOW TO MEASURE CHILDREN’S RELATIONSHIPS?

A critical aspect of developing social robots with relational AI is evaluating whether anything they are doing is effective at building or maintaining a relationship. Because I planned on evaluating relational AI in the context of children learning with robots, I needed ways of assessing children’s relationships and perceptions of the robot as a social-relational other. We have previously seen children display a wide variety of behaviors that may be related to their social relationship and treatment of the robot as a social agent—such as sharing gaze, mirroring emotions and language, displaying affection, and taking turns. We had not, however, explicitly asked children about their construal of the robot as a social-relationship agent, about their feelings of closeness, or used assessments specifically designed to examine features of the relationship they might be forming.

Thus, I looked in the psychology literature and child-technology interaction literature for existing assessments that might help us understand children’s relationships. In child-robot interaction studies, I found assessments for measuring engagement, the robot’s social presence, various attributes of the robot (e.g., can it think, can it feel, can it break), and performance (e.g., learning gains), but nothing explicitly examining relationships. Some studies examined children’s behavior—e.g., gaze, affect, and speech patterns—as we have previously. Many assessments consisted of multiple-choice questionnaires, with the numerical values frequently replaced with a range of very frowny to very smiley faces. Some studies used variations of the Fun Toolkit, a set of assessments for measuring children’s engagement and fun (Read, 2008; Read and MacFarlane, 2006). I encountered numerous studies that targeted older children or adults, and involved self-report questionnaires (Aron, Aron, and Smollan, 1992; Bartneck, 2008; Horvath, 1989; Mendelson and Aboud, 1999; Nomura et al., 2006). Those that measured people’s relationships with each other as opposed to their relationships with robots could be easily adapted to work with robots. For example, Kidd and Breazeal (2008) used the Working Alliance Inventory (Horvath, 1989), which measures the quality of alliance between two individuals, to enable a weight-loss coach robot to assess, model, maintain, and repair a relationship over time.

One issue with these questionnaire-based assessments, however, is that they necessitate reading, comprehension, and self-reflection skills that the young children I work (ages 4–7) with may not have developed yet. These children are sometimes pre-reading, may have shorter attention spans, and may not be able to fill out standard Likert-style questionnaires (Chambers and Johnston, 2002). In the psychology literature, observational methods have been used most commonly to assess younger children’s peer relationships and friendships. These methods code various aspects of children’s relational behavior, such as companionship, aid, exclusivity, frequency of contact, connectedness, conflict, and physical proximity (Hartup et al., 1988; Ladd, Kochenderfer, and Coleman, 1996; Youngblade, Park, and Belsky, 1993). A few studies asked children directly about their relationships or used behavioral methods, some of which served as inspiration here (Favazza and Odom, 1996; Favazza, Phillipsen, and
Using the assessments and methods found during this literature search as a starting place, I developed multiple new assessments for measuring children’s relationships with robots. They include several sets of interview questions asking about children’s friendships and relationships, including questions targeting provisions of children’s friendships (Gleason, 2002; Ladd, Kochenderfer, and Coleman, 1996) (the Social-Relational Interview, Narrative Description, Social Acceptance questions, and questions about memory, rapport, and judgment); a pictorial measure of closeness and interconnectedness adapted from the Inclusion of Other in Self scale (Aron, Aron, and Smollan, 1992; Gächter, Starmer, and Tufano, 2015); a picture sorting task about children’s perception of the robot’s animacy and human-likeness (Picture Sorting Task); and behavioral scenarios that are embedded in the interaction with the robot, including one targeting children’s self-disclosure as a measure of close relationship (Buhrmester and Furman, 1987; Gleason, 2002; Rotenberg, 1995) (Self-disclosure Task, Anomalous Picture Task, Story Negotiation, Extra Picture, and several more). These assessments are described in more detail below.

A pilot study of four of these assessments (Social-Relational Interview, Narrative Description, IOS task, Self-disclosure task) is described in (Kory-Westlund et al., 2017c; Kory-Westlund et al., 2018). The instructions and materials for those four assessments are available on figshare: 10.6084/m9.figshare.5419102. The Picture Sorting Task and the Social Acceptance Questionnaire are available at: 10.6084/m9.figshare.7575911. The remaining assessments are available with the Study 7 and Study 9 materials at 10.6084/m9.figshare.7175273 and 10.6084/m9.figshare.7627289.
7.2 ASSESSMENTS FOR MEASURING CHILDREN’S LONG-TERM RELATIONSHIPS WITH ROBOTS

7.2.1 Social-Relational Interview (SRI)

The Social-Relational Interview (SRI), described in (Kory-Westlund et al., 2018), asks a series of questions about how children think the robot feels and acts, with five questions targeting provisions of children’s friendship (conflict, helping, information sharing / disclosure, wanting companionship, empathy / affection) Gleason and Hohmann, 2006; Ladd, Kochenderfer, and Coleman, 1996 and two questions asking whether the robot was genuine in its feelings (i.e., just pretending or really did want friends and like the child). Children are provided with a graphical answer sheet showing the robot for helping them respond (Figure 16). Children are asked to explain their answers as well as whether they would feel or act the same way. These explanations are coded for the types of justifications children use, such as talking about the robot’s attributes, about actions the robot took, or about moral rules that might influence its behavior.

7.2.2 Inclusion of Other in Self (IOS)

The Inclusion of Other in Self (IOS) task uses a pictorial scale to measure closeness and interconnectedness (Aron, Aron, and Smollan, 1992; Aron et al., 1991). I adapted it for use with children, as described in (Kory-Westlund et al., 2018). In this task, children are shown seven pairs of increasingly overlapping circles. They are asked to point to the circles showing how close they feel to five different entities: their best friend, their parent, a bad guy they saw in a movie, their pet (or if they have no pet, their favorite toy), and the robot.

7.2.3 Narrative Description

The Narrative Description task, described in (Kory-Westlund et al., 2018), uses a puppet to ask children to describe their best friend and the robot. Their responses are coded for content and length in order to examine how the descriptions compare over time.

7.2.4 Self-Disclosure Task (SDT)

The Self-Disclosure Task (SDT), described in (Kory-Westlund et al., 2018), is based on the idea that children disclose information to their friends, and disclose more information and more personal information the closer they are to someone (Buhrmester and Furman, 1987; Gleason and Hohmann, 2006; Rotenberg, 1995). Thus, the robot discloses information and prompts for disclosure in return. Children responses are coded for content as well as length.

7.2.5 Social Acceptance Questionnaire (SAQ)

The Social Acceptance Questionnaire (SAQ) uses several questions taken from the Social Acceptance Scale for Kindergarten Children (Favazza and Odom, 1996; Favazza, Phillipsen, and Kumar, 2000), which is a scale that measures accepting children are
Figure 17: A child sorts the entities in the Picture Sorting Task.
of peers with disabilities (e.g., peers who may be unable to walk, hear, or see). We selected four of the most relevant questions that asked children directly about, e.g., whether they would like to be good friends with a child with disabilities or with a child who could not hear well. We ask these questions both about another child and about the robot in the study. Children are asked to point to their responses on a graphical answer sheet depicting a happy face with the word “YES”, a sad face with the word “NO”, and a questioning face with the word “MAYBE”.

We used these questions because robots often have significant limitations, e.g., with hearing and understanding because of technical challenges regarding automatic speech recognition and language understanding. These limitations can be framed as disabilities. We wanted to understand whether children were generally accepting of a robot with these limitations as compared to their acceptance of human peers with similar limitations.

7.2.6 Judgment & Safe Space Questions

The Judgment/Safe Space (JSS) questions ask whether the child think the robot is someone they feel comfortable practicing and playing with. There are six questions asking whether children think the robot or other people care if they made mistakes, how they feel if they make mistakes in front of the robot, whether it is okay to practice with the robot or with other people, and whether it is okay to try things out with the robot. The questions are answered with the same yes/no/maybe graphical answer sheet described above. Children are also asked to explain their answers.

7.2.7 Memory & Rapport Questions

The Memory and Rapport questions ask whether children think the robot remembers them, how much they like the robot, whether they think the robot made mistakes, and how they feel if the robot ever makes a mistake. The questions are answered with the same yes/no/maybe graphical answer sheet described above. Children are also asked to explain their answers, e.g., why they thought the robot remembered them.

7.2.8 Picture Sorting Task (PST)

The Picture Sorting Task (PST) was created a way of asking children about important features that distinguish different entities, such as aliveness, perception, cognition, human-likeness, and animacy, without using a language-based activity or a questionnaire. Children are asked to arrange a set of pictures of eight entities along a line (Figure 17). The entities included a baby, a frog, a cat, a teddy bear, a computer, a mechanical robot arm, a robot from a movie (e.g., Baymax, WALL-E, or R2D2, depending on which the child was familiar with), and the robot they interact with in the study. The line is anchored at one end with a picture of an human adult female and at the other with a picture of a table. We wanted to see where children place the study robot in relation to the other entities. This could help us gain an understanding of how children construe the robot’s animate and human-like qualities as compared to these other entities.
7.2.9  **Anomalous Picture Task (APT)**

In the Anomalous Picture Task (APT), the child is invited to look at two pictures of animals in strange situations with the experimenter. For example, a picture might show a giraffe in a dining room or an elephant driving a car. The experimenter introduces the pictures by saying, "I have some silly pictures to show you. Let’s look at them together!" The experimenter shows the picture and waits to see if the child laughs, asks a question, or makes a comment. If the child does speak, the experimenter responds with a fairly generic comment, such as, "Wow, that’s so silly!" or "Hmm, that’s a good question." After 10 seconds of silence, the experimenter moved on to the next picture. The goal of this task is to see how many spontaneous questions, comments, and laughs the child produces, and who or what the child looks at during the task. Based on prior work (Kory-Westlund et al., 2016a), we expected that children would perform more of these behaviors and spend more time looking at the pictures than at their interlocutor when doing the task with the human experimenter—or with a more human-like or socially-construed agent—than later on when doing the same task with the robot or with a less socially-construed agent.

7.2.10  **Extra Picture Activity**

The Extra Picture is a compliance/helping activity implemented as part of a conversation about pictures in the robot interaction. The idea is that children who feel closer to the robot or feel more rapport with the robot may be more likely to help the robot or comply with its request.

The experimenter or robot can introduce the activity, e.g., as follows: “Okay [child name], you and [robot name] are going to look at some pictures so Tega can practice and get better at listening. You have to do at least three pictures, but you can do one more if you want.” The robot and child then discuss three pictures. After the third picture, the experimenter or robot can tell the child that they have finished all the pictures they had to do, but they can do one more if they want to help the robot practice extra—and does the child want to help? If the child agrees, they discuss the fourth picture; otherwise, the interaction can continue.

This task can easily be adapted to use different numbers of required pictures (e.g., two vs. three) depending on the desired length of the conversation.

7.2.11  **Robot Story Task**

The Robot Story Task is implemented during a robot interaction. A story scene showing a variety of different robots, children, and other objects is shown to the child, e.g., on a tablet (Figure 18). The robot can prompt with, “Let’s make up a story about robots! What do you think the robots are doing?” The idea here is to see what kinds of things children said about the robots, and whether there might be differences in the kinds of activities children had the robots perform in their stories, or in the feelings or thoughts children attributed to them. Children’s stories can be coded for content and length.
7.2.12 Story Negotiation

The Story Negotiation occurs during a robot storytelling interaction. This assessment scenario was based on the idea that children resolve conflicts differently with friends than with non-friends—e.g., compromises and prosocial solutions (e.g., helping, sharing, empathy) are more likely among friends, while “sticking to one’s guns” might be more likely with a non-friend peer (Hartup et al., 1988; Parker et al., 2015). The robot showed two story scenes on the tablet and asked the child which one they wanted to tell stories about. The child selected one by touching it. Then the robot said, “Aw, I want to do the other one.” The experimenter observed to see how children reacted and categorized their response as refusal (do the child’s choice), agreement (allow the robot’s choice), or compromise (e.g., “let’s do both” or “do mine then yours”). The outcome of the negotiation based on the child’s response determined which story scene was used.

Although this scenario was designed for use in a storytelling game, could easily be adapted to work with other activities where the child can make choices.

7.2.13 Sticker Task

The Sticker Task was designed to see how likely the child was to agree to a request by the robot to share a favorite object. In this task, the experimenter said, “Now that you two have finished looking at pictures, you can each have a sticker. [Child name], why don’t you pick your favorite sticker first?” The experimenter held out a handful of colorful stickers, with only one of each color. The child picked a sticker; the robot then said, “Hey, I want that sticker!” The experimenter responded with, “Sorry, [child name] took the only one.” The robot replied, “Aww... Can I have your sticker?” The child could spontaneously speak or give their sticker to the robot, or decline. If the child gave their sticker, the experimenter would conveniently find a duplicate sticker in their pocket to replace it, so that the child would not have to forgo their favorite sticker. If the child declined, the robot would happily say, “Aww, that’s okay, I’ll just pick another one!”
7.2.14 Goodbye Gift

The idea behind this activity is that children may be more likely to choose a meaningful, relevant gift for the robot if they feel closer to the robot or more rapport with it. The experimenter brings out a tray with several objects on it that relate to the study. For example, in the study described in Chapter 8, the tray contained a small toy frog (because the frog was present in the robot’s story), a small book (because the robot expressed great interest in stories), a sticker of the robot’s favorite color (blue), and an orange sticker. The experimenter said, “Okay, now you get to pick out a goodbye gift to give to [robot name]. Here are the different things we have. Which one do you want to give to [robot name]?” After the child picked an object to give to the robot, the experimenter followed up by asking why the child had picked that gift. Children’s selections and comments are coded based on the meaningfulness of the gift, and whether or not they referenced the robot or the robot’s feelings in explaining why they chose the particular gift.
8.1 STUDY 7 OVERVIEW

To begin testing relational AI, I performed a one-session experiment that explored whether enabling a social robot to perform several rapport- and relationship-building behaviors would increase children's engagement and learning. I chose to implement two such behaviors on a social robot: speech entrainment and self-disclosure (shared personal information) 6.2.1.

8.1.1 Speech Entrainment

In positive human-human interpersonal interactions, people frequently mimic each other's behavior—such as posture, affect, speech patterns, gestures, facial expressions, and more—unconsciously, without awareness or intent (Borrie and Liss, 2014; Davis, 1982; Grammer, Kruck, and Magnusson, 1998; Lakin et al., 2003; Philippot, Feldman, and Coats, 1999; Provine, 2001; Reitter, Keller, and Moore, 2011; Semin and Cacioppo, 2008). This mimicry, also called entrainment, is considered a signal of rapport and has been observed in a variety of human relationships (Chartrand and Baaren, 2009; Dijksterhuis, 2005; Dijksterhuis and Bargh, 2001; Lubold, 2017; Rotenberg et al., 2003; Tickle-Degnen and Rosenthal, 1990; Wiltermuth and Heath, 2009), as well as with robots and virtual agents (Bell, Gustafson, and Heldner, 2003; Breazeal, 2002; Levitan et al., 2016; Suzuki and Katagiri, 2007). While there is less work exploring mimicry and rapport in children, there is some showing that infants and children mimic emotions with humans (Chisholm and Strayer, 1995; Haviland and Lelwica, 1987; Rotenberg et al., 2003) and with robots (Gordon et al., 2016). Thus, enabling a robot to perform entrainment could significantly increase children's rapport with it. I chose speech entrainment because language learning is often a dialogue-heavy activity, and thus, would perhaps be more noticeable and relevant than entraining other behaviors. In addition, given the morphology and technical limitations of the robot platform we had available for this study (the Tega robot, described below), speech entrainment was one of the most feasible behaviors to study, though other behaviors could also be examined in the future (such as posture or affect).

Speech entrainment involves matching the vocal features such as speaking rate, intensity, pitch, volume, and prosody of one's interlocutor. This mimicry generally happens unconsciously, and more often when rapport has been established, such as when one feels closer to or more positively about one's interlocutor (Borrie and Liss, 2014; Porzel, Scheffler, and Malaka, 2006; Reitter, Keller, and Moore, 2011). Some recent work has explored increasing prosodic synchrony in a speech-controlled child-robot game in order to promote cooperation and improve enjoyment (Chaspari and Lehman, 2016; Sadoughi et al., 2017). In addition, Lubold and colleagues developed several social voice-adaptive robots that adjust the pitch of the robot's text-to-speech voice to match that of its human interlocutor (Lubold, Pon-Barry, and Walker, 2015; Lubold, 2017; Lubold, Walker, and Pon-Barry, 2016; Lubold et al., 2018). This vocal entrainment contributed to increased learning with undergraduate students as well as
middle school students during math tasks, but did not increase self-reported rapport. However, this study differed in several ways. I investigated the impact of entrainment with younger children in a more social task—language learning—that may be more affected by social relationships. Second, these prior studies compared a robot with a text-to-speech voice to one that had a more expressive (albeit contingently adapted) voice. They did not control for the expressivity of the voice. My prior recent work found that a robot with a more expressive voice was more effective as a learning companion, leading to greater engagement and learning, than a robot that used a flat voice, similar to a classic text-to-speech voice (Kory-Westlund et al., 2017b). This raises the question of whether the effects seen in Lubold et al.’s studies are strictly a result of the entrainment or a result of the robot’s voice being more expressive. In this study, I controlled for the robot’s expressivity.

8.1.2 Backstory (Personal Self-Disclosure)

Prior work has shown that the story told about a robot prior to interaction can change how people perceive the robot and interact with it. Telling participants that a robot is a machine versus a human-like, animate agent (Klapper et al., 2014; Kory-Westlund et al., 2016a; Stenzel et al., 2012) or giving the robot a name and a story involving greater agency and experience (Darling, Nandy, and Breazeal, 2015) can manipulate people’s perceptions of the robot as an animate, social agent as well as their empathy for the agent. These studies build on extensive work in social cognition and social psychology literature regarding the idea that framing or priming can influence subsequent behavior and perception (Biernat, 2004; Dijksterhuis and Bargh, 2001). However, it is not only stories told before an interaction, but also the content of an interaction that affects people’s perceptions of their interlocutor. For example, one aspect of children’s friendships and positive relationships is self-disclosure. Children disclose more information, and more personal information, in closer relationships (Rotenberg, 1995; Rotenberg and Mann, 1986). The amount of disclosure during conversation reflects how close two children feel to one another. A robot that discloses personal information may impact not only relationship formation and perception, but the story it tells could also impact how a child perceives its social nature.

Backstory can also increase engagement with an agent. For example, in one study, giving a robot receptionist a scripted backstory during a long-term deployment increased engagement, since the story added interesting variation and history to the interactions people had with it (Gockley et al., 2005). However, no research as yet has examined the impact a backstory can have on young children’s learning.

Part of my goal in giving the robot a backstory was to promote a more positive relationship. Thus, I examined specific interventions regarding the acceptance of peers and how these interventions might play into the story told about the robot. Favazza and colleagues explored how to promote the acceptance of peers with disabilities in children’s kindergarten classrooms, as well as how to measure that acceptance (Favazza and Odom, 1996; Favazza, Phillipsen, and Kumar, 2000). One component of the intervention they used involved telling stories with guided discussion about children with disabilities; a second component involved structured play with the peers who had disabilities. I combined the idea of telling a story about one of the robot’s relevant difficulties that could be perceived as a disability—namely, its hearing and listening abilities—with the idea of self-disclosure as a component of children’s
friendships; and followed this story/disclosure with several structured activities with the robot.

There are ethical concerns regarding deception when giving robots stories that may elicit empathy, trust, or acceptance. In this study, the backstory we chose to use was fairly reflective of the actual limitations and capabilities of social robots. It pertained to the robot’s difficulties with hearing and listening and was thus fairly realistic and not particularly deceptive, given general difficulties in social robotics with automatic speech recognition and natural language understanding. The remainder of the backstory discussed the robot’s interest in storytelling and conversation, which was deceptive in that robots do not really have interests, but presenting the robot as a character with interests in these subjects in order to promote engagement in learning activities is not unlike the use of any virtual agent or media character in similar activities.

8.2 Methodology

8.2.1 Research Questions

I wanted to explore whether a social robot that entrained its speech and behavior to individual children and provided an appropriate backstory about its abilities could increase children’s rapport, positive relationship, acceptance, engagement, and learning with the robot during a single session.

8.2.2 Design

The experiment included two between-subjects conditions: Robot entrainment (Entrainment vs. No entrainment) and Backstory about abilities (Backstory vs. No Backstory). I abbreviate the four conditions as E-B, E-NB, NE-B, and NE-NB. In the Entrainment (E) condition, the robot’s speech was entrained based on each child’s speaking rate, pitch, and volume, and exuberance. In the Backstory (B) condition, the experimenter explained that the robot was not so good at hearing and needed practice; this backstory was reinforced by the robot later.

8.2.3 Participants

I recruited 95 children aged 3–8 years (47 female, 48 male) from the general Boston area to participate in the study. I recruited a wide age range in order to recruit a sufficient number of participants and also because I was interested in seeing whether older or younger children might relate differently to the robot’s relational behavior. Nine children were removed from analysis because they did not complete the study. The children in the final sample included 86 children aged 3–8 (44 female, 42 male), with a mean age of 5.31 years (SD = 1.43). Of these, 3 were 3-year-olds, 30 were 4-year-olds, 19 were 5-year-olds, 15 were 6-year-olds, and 9 were 7-year-olds, and 10 were 8-year-olds. Forty-nine children spoke English only; 37 children were bilingual.

1 The children who failed to complete the study were primarily younger children (one 3-year-old, five 4-year-olds, one 5-year-old, and two six-year-olds). Most were very distracted during the session and did not want to play with the robot for the full duration of the session. One 4-year-old and the 3-year-old appeared scared of the robot and did not want to interact at all, even with parental prompting. One of the six-year-olds had accidentally signed up for the study twice, and this was not noticed until after we began the session.
I used random counterbalanced assignment to assign children to conditions. There were 20 in the E-B condition, 16 in the E-NB condition; 28 children in the NE-B condition; and 22 in the NE-NB condition. The imbalance was a result of the children who did not complete the study. Table 1 lists demographics by condition and highlights the reasonably diverse population studied. Age did not significantly differ by condition. I asked parents to rate their children’s social behavior on a variety of dimensions; these ratings also did not significantly differ by condition.

Children’s parents gave written informed consent prior to the start of the study, and all children assented to participate. The protocol was approved by the MIT Committee on the Use of Humans as Experimental Subjects.

8.2.4 Hypotheses

I expected that the robot’s entrainment and backstory might affect both children’s rapport and social behavior, as well as learning and retention, during a single session with the robot. Accordingly, I used a variety of measures to explore the effects of the robot’s entrainment and backstory. I tentatively expected the following results:

Learning

- In all conditions, children would learn the target vocabulary words presented in the robot’s story. In prior studies, we have seen children learn new words from stories told by robots (Kory-Westlund et al., 2017b; Kory, 2014; Park et al., 2019). However, I expected that children would learn more as a result of the robot’s entrainment or from an increased relationship, i.e., the most in the E-B condition, followed by the E-NB and NE-B conditions, and the least in the NE-NB condition.

- Children who learned the target vocabulary words would also use them in their story retells. We have previously seen children mirror a robot’s vocabulary words in their own stories (Kory-Westlund et al., 2017b).

- Because of the expected connection between the robot’s entrainment and backstory to children’s rapport and relationship, I expected the entrainment and backstory would lead to differences in children’s mirroring of the robot’s story in their retells. Children in the E-B condition would produce more vocabulary and phrase mirroring because of more rapport and a closer relationship.

Rapport, Relationship, and Social Behavior

- A robot with an appropriate backstory about its abilities (E-B and NE-B conditions) would lead to greater acceptance by children of the robot and more helping behaviors.

- Both entrainment and backstory would lead children to treat the robot as a greater social other, such as laughing and smiling more (Provine, 2001; Smidl, 2006), and affording the robot courtesies such as saying goodbye or considering its preferences (Reeves and Nass, 1996). I expected to see this more in the E-B than the other conditions; and least in the NE-NB condition.

- Children would show greater rapport, entrainment, mirroring, and helping behaviors with a robot that entrained to them (E-B and E-NB conditions). I also
Table 1: Demographic information about the participants by condition. Here, “Afr. Am” = “African American”, “Mother’s education” = “Mother’s highest level of education”, “High school / GED” = “High school graduate or GED”, “Some college / vocational” = “Some college or vocational school”, “Graduate / professional” = “Graduate or professional training”

<table>
<thead>
<tr>
<th>Demographics</th>
<th>E-B</th>
<th>E-NB</th>
<th>NE-B</th>
<th>NE-NB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Age (SD)</td>
<td>5.40 (1.54)</td>
<td>5.21 (1.34)</td>
<td>5.44 (1.67)</td>
<td>5.27 (1.35)</td>
</tr>
<tr>
<td>Number of girls</td>
<td>11</td>
<td>7</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Number of boys</td>
<td>9</td>
<td>9</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>14</td>
<td>8</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>Asian</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Black or Afr. Am.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Mixed or Other</td>
<td>4</td>
<td>2</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>Not reported</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td><strong>Language status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monolingual</td>
<td>12</td>
<td>9</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td>Bilingual</td>
<td>8</td>
<td>7</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td><strong>Income level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10k-$30k</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$30k-$50k</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$50k-$75k</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>$75k-$100k</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$100k-$150k</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Over $150k</td>
<td>5</td>
<td>0</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>Not reported</td>
<td>9</td>
<td>16</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td><strong>Mother’s education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school / GED</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Some college / vocational</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>College graduate</td>
<td>5</td>
<td>0</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Graduate / professional</td>
<td>7</td>
<td>0</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>Not reported</td>
<td>8</td>
<td>16</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
expected that a robot with both an appropriate backstory and entrainment (E-B) would promote a stronger relationship, and as a result, greater attention, engagement, rapport, and mirroring than in the E-NB condition. Furthermore, children’s attention, engagement, and positive emotions would increase—or at least decrease less—over the course of the session than in the other conditions.

- Children who reported a closer relationship to the robot would also show more mirroring behaviors, more helping behaviors, greater rapport, greater engagement, and more learning. We expected a connection between children’s relationship and their learning because of prior work showing that rapport can facilitate learning in peer tutoring scenarios (Sinha and Cassell, 2015a,b).

8.2.5 Procedure

Five different experimenters (three female adults and two male adults) ran the study in pairs. For each child, one experimenter interacted with the child. The second experimenter was present in the room, but sat back behind a laptop and did not interact directly with the child; their role was to teleoperate the robot and manage the other equipment. For each child, the interaction with the robot lasted about 20 minutes, followed by 5–10 minutes for the posttests. The interaction script and other study materials are available for download from figshare at: http://10.6084/m9.figshare.7175273.

Each child was greeted by the first experimenter and led into the study area. The study setup is shown in Figure 19. Some children wished their parents to stay with them (e.g., if they were particularly shy); in these cases children’s parents were instructed to watch only and let their children do as much as possible by themselves. The experimenter introduced the sleeping robot to the child: “All right, this is Tega! Tega loves looking at pictures and telling stories. You’re going to get to talk to Tega and read a story together!” Then the experimenter invited the child to touch the robot’s fur, suggesting that maybe the fur was a little messy, and perhaps they could comb it a little together.

If the child was in the Backstory condition, the experimenter proceeded to explain that Tega sometimes had trouble hearing: “Do you see Tega’s ears? Tega’s ears are hiding under all the fur, so sometimes Tega’s ears don’t work very well. Tega sometimes has a lot of trouble hearing. You should talk to Tega in a loud and clear voice so Tega can hear you. Try to be understanding if Tega needs to hear something again.” Then, in all conditions, the experimenter invited the child to try waking up the robot by saying “Wake up!” in a loud voice.

The robot yawned, stretched, and introduced itself: “Hi, I’m Tega!” It shared personal information and prompted for disclosure in return: “My favorite color is blue. What is your favorite color?” and “Do you like to dance? I like to dance!” Following this, in the Backstory condition, the robot asked whether it could tell the child something, and said: “Sometimes I have trouble hearing and I can’t always understand what people tell me. I try really hard, but sometimes I just don’t hear things right. I need help and practice to get better!” Tega then asked, “Will you help me practice listening by talking and playing with me?” If the child’s response was positive, the robot would say, “Oh good, thanks for understanding.” If the child answered negatively, the robot asked if the child did not want to play, and if the child persisted, the experi-
The robot was placed on a table. The tablet was set upright to the left (when facing the robot), and the camera behind the robot and to the right. (B) A child discusses holidays with the robot in the picture conversation task.

The first activity was a conversation about pictures, which was designed to provide many conversation turns for the child, and thus provide the robot with opportunities to entrain its speech to the child’s. This task took approximately five minutes. It was introduced by the experimenter: “Okay [child name], you and Tega are going to look at some pictures so Tega can practice and get better at listening. You have to do at least three pictures, but you can do one more if you want.” This set up a later compliance/helping task, the Extra Picture Task (Section 7.2), in which the robot asked if the child would do a fourth picture with it to help it practice extra. The pictures were printed on paper and laminated; they were placed one at a time in front of the robot and child by the experimenter. The four pictures were: (1) a collage of photos of different holidays; (2) a collage of photos of children in school and reading books; (3) a picture of a playground at a park; and (4) a collage of pictures from different children’s movies. For each picture, the robot introduced the picture content, e.g., “Here you can see pictures of a bunch of holidays,” or “Ooh, a park!” Then the robot expressed something it liked about the picture and asked the child a question, e.g., “My favorite part of school is reading and telling stories. What’s your favorite thing to do at school?” After the child responded, the robot could reply with generic listening responses, such as “Can you tell me more?”, “Wow!”, “Oh cool!”, “Keep going,” and “That sounds like so much fun!” The robot then disclosed another fact relevant to the picture and asked the child another follow-up question, e.g., “Last Christmas I got a set of Legos! What is your favorite toy?”

At two points during this activity, there were scripted moments where the robot had difficulty hearing, to reinforce the story told about it. During the first picture, the robot responded as if it had heard something the child hadn’t said, saying, “Wow, I really like elephants too!” During the third picture, the robot asked, “I didn’t hear that, can you say it again?”

After the third picture, the experimenter initiated the Extra Picture Task question, saying, “Okay, you’ve finished all the pictures you had to do. Next, Tega will tell a story. But you can do another picture if you want. Do you want to look at another picture with Tega and help Tega practice?” If the child agreed, the experimenter placed the fourth picture on the table and the robot led a conversation about it as before. If the child declined, the experimenter moved on to the Sticker Task.
After the Sticker Task was the storytelling activity. This task was modeled after the story retelling task used in (Kory-Westlund et al., 2017b): The robot asked the child if they wanted to hear a story. The robot told a story, which consisted of a 22-page subset of the wordless picture book “Frog, Where Are you?” by Mercer Mayer. The pages of the book were shown one at a time on the tablet screen. On each page, the robot said 1-2 sentences of the story. Every few pages, the robot asked a dialogic reading comprehension question about the events in the story, e.g., “Where is the deer taking the boy?”, and “How do you think the boy feels now?” (3 questions total, decreased from the 11 questions in the prior study to decrease the length of the story activity). As in the prior study, the robot responded to children’s answers with encouraging, non-committal phrases such as “Mmhm”, “Good thought” and “You may be right”.

I embedded six target vocabulary words (all nouns) into the story. As in the prior study, I did not test children on their knowledge of these words prior to the story-telling activity because I did not want to prime children to pay attention to these words, since that could bias our results regarding whether or not children would learn or use the words after hearing them in the context of the robot’s story. I used the six key nouns identified in the original story in (Kory-Westlund et al., 2017b), which were replaced with the target words “gopher” (original word: animal), “crag” (rock), “lilypad” (log), “hollow” (hole), “antlers” (deer), and “cliff” (hill). Finally, like in the prior study, during assessments, I examined both children’s receptive knowledge of the words as well as children’s expressive or productive abilities, since children who can recognize a word may or may not be able to produce it themselves.

After the robot told the story, it asked the child if they liked the story, and then said, “I’m worried that I didn’t tell the story right. I think I may have forgotten something, but I’m not sure. Do you think you could retell the story back to me so I can make sure I remembered it right?” This prompt presented an opportunity for children to retell the story, providing a measure of their story recall. During the story, the robot provided general prompts such as “Keep going!” and “And then what happened?” Twice during the retell, the robot had difficulty hearing and asked, “What? Can you say that again?” or “I didn’t hear that. Can you say it again?” Children could use the tablet while retelling the story to go through the story pages, so they could see the pictures to help them remember the story.

When the child had completed their retell, the robot thanked them for playing. The final task was the Goodbye Gift (Section 7.2). This completed the robot interaction. The experimenter then administered a PPVT-style vocabulary test of the six target words in the story. For each word, four pictures taken from the story’s illustrations were shown to the child. The child was asked to point to the picture matching the target word. This was followed by the Inclusion of Other in Self task, the Social Acceptance Questionnaire, and the Picture Sorting Task, which were described in Section 7.2.

8.2.6 Materials

I used the Tega robot (described in detail in Section 2.6), a colorful, fluffy squash and stretch robot designed for interactions with young children (Kory-Westlund et al., 2016c) (see Figure 19). The experimenters referred to the robot by name (not with pronouns) in a non-gendered way throughout the study.

Speech was recorded by a human adult female and shifted to a higher pitch to sound more child-like. All robot speech was sent through the automated audio entrainment module and streamed to the robot. For the Entrainment conditions, all speech was
entrained; for the No Entrainment conditions, processing still occurred, but the speech simply passed through and was not changed. The reason for this was to incur the same delay (generally a latency of less than 1-2 seconds) that results from entraining and streaming speech in both conditions. More details regarding entrainment are provided below.

I used a Google Nexus 9 8.9-inch tablet to display the story. Touchscreen tablets have effectively engaged children and social robots in shared tasks (Park, Coogle, and Howard, 2014), including storytelling activities (Kory-Westlund et al., 2017b; Kory and Breazeal, 2014). I used the same custom software on the tablet to display the story pages as in (Kory-Westlund et al., 2017b). This software is open-source and available online under the MIT License at https://github.com/mitmedialab/SAR-opal-base/.

8.2.7 Teleoperation

As in the prior study (Kory-Westlund et al., 2017b), I used custom teleoperation software to control the robot and digital storybook. The teleoperation software is open-source and available online under the MIT License at https://github.com/mitmedialab/tega_teleop/. The experimenters were all trained to control the robot by an expert teleoperator.

Using teleoperation allowed the robot to appear autonomous while removing technical barriers, primarily natural language understanding, since the teleoperator could be in the loop to parse language. The teleoperator triggered when the robot began each sequence of actions (speech, physical motions, and gaze), and when the storybook should turn the page. Thus, the teleoperator had to attend to timing in order to trigger action sequences at the right times. The timing of actions within sequences was automatic and thus consistent across children. There were also several occasions when the teleoperator had to listen to children’s speech and choose the most appropriate of a small set of different action sequence options to trigger, namely during the picture conversation task.

8.2.8 Entrainment

In the Entrainment condition, the speaking rate and pitch of the robot’s voice were automatically adjusted to be more similar to the child. In addition, the robot’s volume and exuberance were manually adapted by the teleoperator.

For speaking rate and pitch entrainment, the child’s speech was automatically collected via the robot’s microphone when it was the child’s turn to speak in the conversation. Using automatic software scripts with Praat (audio analysis software), various features of the children’s speech were extracted and used to modify the robot’s recorded speech files. These modified audio files were then streamed to the robot for playback.

For speaking rate, the robot’s speech was sped up or slowed down to match the child’s speaking rate. Thus, if a child spoke slowly, the robot slowed down its speech as well. I included ceiling and floor values such that the robot’s speech would only ever be sped up or slowed down by a maximum amount, ensuring that the speech stayed within a reasonable set of speeds. I used the Praat script for speaking rate detection from (Jong and Wempe, 2009). The code for our entrainment module is
open-source and available online under a GNU General Public License v3.0 at https://github.com/mitmedialab/rr_audio_entrainer/.

The mean pitch of the robot's speech was shifted up or down. In doing this, the robot matches two features: (1) the child's age, (2) the child's current mean pitch. In general, people speak at a particular fundamental frequency, but there is variation within an individual (pitch sigma). Thus, I provided a table of mean fundamental frequencies for different age children based on the values computed in prior work (Baker et al., 2008; Bennett, 1983; Gelfer and Denor, 2014; Hacki and Heitmuller, 1999; Sorenson, 1989; Weinberg and Zlatin, 1970). For a given child, all of the robot's speech was first shifted to have the mean pitch for children of that age. Then, since an individual may vary their pitch in each utterance, the pitch of each utterance was also shifted up or down slightly based on whether the child's most recent utterance was higher or lower. Unlike Lubold and colleagues (Lubold, Walker, and Pon-Barry, 2016; Lubold et al., 2018), I did not adapt the pitch contour of the robot's speech. Because the base sounds for the robot's speech were recorded by a human (not flat text-to-speech as in Lubold et al.'s work), the sounds had their own pitch contours. Pilot tests showed that morphing or replacing this contour led to speech that sounded unnatural (e.g., placing emphasis on the wrong syllables).

I also manually adapted the robot's volume and exuberance. During the introduction and first picture in the picture task, the teleoperator observed the child's behavior and personality: were they shy, passive, reserved, or quiet (less exuberant/quiet children)? Or were they loud, extroverted, active, smiley, or expressive (more exuberant/loud children)? Based on this binary division, the teleoperator adjusted the robot's audio playback volume twice, at two specific points during the interaction, to either be slightly quieter (for less exuberant/quiet children) or slightly louder (for more exuberant/louder children). Furthermore, the teleoperator triggered different animations to be played on the robot at six different points during the interaction—more excited and bigger animations for more exuberant/louder children; quieter, slower, animations for less exuberant/quieter children.

8.2.9 Data

I recorded audio and video of each interaction session using a camera set up on a tripod behind the robot, facing the child. All audio was transcribed by human transcriptionists for later language analyses. Children's responses to the posttest assessments were recorded on paper and later transferred to a spreadsheet.

8.2.10 Data Analysis

For the analysis of children's story retellings, I excluded the three three-year-olds because one did not retell the story, and the other two needed extra prompting by the experimenter and were very brief in their responses. Of the remaining 83 children, one child's transcript could not be obtained due to missing audio data. Fifteen children did not retell the story (the number from each condition who did not retell the story was not significantly different). Thus, in total, I obtained story retell transcripts for 67 children (15 E-B; 9 E-NB; 22 NE-B; 21 NE-NB).

I analyzed children's transcribed story retells in terms of story length (word count), overall word usage, usage of target vocabulary words, and similarity of each child's
story to the robot’s original story. I created an automatic tool to obtain similarity scores for each child’s story as compared to the robot’s story, using a phrase and word matching algorithm. The algorithm proceeded as follows: First, take both stories (the original story and the child’s story) and remove stopwords (i.e., words with no significant information such as “the,” “uh,” and “an”). Second, stem words—i.e., convert words to their original form. For example, “jumping” would be converted to “jump.” Third, find all N-grams in each story, where an N-gram is a continuous sequence of N words from both texts. Fourth, remove duplicate N-grams from one text. Fifth, count how many N-grams are the same in both texts. The number of matches is the similarity score. This algorithm produces a score reflecting the number of exact matching phrases in both stories—i.e., words used in the same order by both the child and robot. It also produces a higher match score for texts that have both more matching phrases and longer matching phrases. I also implemented an algorithm for counting similar matches that are close to each other, but not exactly the same. This algorithm was the same as the above, where the fifth step (counting matching N-grams) used a fuzzy string matching algorithm to determine if the N-grams matched.

When running the algorithm to match stories, I used \( N = 3 \) for computing exact match scores because a smaller \( N \) may not retain enough information to be considered actual phrase matching, while a larger \( N \) may encompass more information than would constitute a single phrase. For determining similar match scores, I used \( N = 4 \), so that when phrases differed by one word, or used a different word in the middle of a similar phrase, they might still match, as would be expected for similar phrases. I combined the exact and similar match scores to get a single overall similarity score for each child’s story that reflected the child’s overall use of exact and similar matching phrases.

For example, the robot’s story included the sentences, “The baby frog liked the boy and wanted to be his new pet. The boy and the dog were happy to have a new pet frog to take home.”. After stopword removal and stemming, this was converted to: “baby frog like boy want be new pet boy dog happy new pet frog take home”. One child’s story included the similar section, “Then he hopped on his hand and he wanted to be his pet. And then the dog and the boy was happy to have a new pet.”, which was converted to: “hop hand want be pet boy dog happy new pet”. There were several exactly matching phrases, e.g., “happy new pet”. There were also several similar matching phrases, e.g., (robot) “be pet boy dog”/(child) “be pet dog boy”.

I obtained measurements of children’s facial expressions from the recorded videos using Affdex, emotion expression measurement software from Affectiva, Inc., Boston, MA, USA (McDuff et al., 2016). Affdex can detect 15 facial expressions, which are used to detect whether the face is displaying expressions typically associated with nine different affective states. Affdex only recognizes outward expressions of affect, which does not imply detecting any underlying feelings. For each frame of a video, Affdex attempts to detect a face. If a face is detected, Affdex scores each affective state as well as the presence of each expression in the range 0 (no expression/affective state detected) to 100 (expression or state fully present); middle values represent an expression or state that is partially present. However, these values are relative and Affdex does not specify what the exact difference between scores means. For more detail on the algorithms used for facial affect classification, see (Senechal, McDuff, and Kaliouby, 2015). I analyzed affect data for 74 children (16 E-B; 11 E-NB; 26 NE-B; 21 NE-NB). For the remaining 12 children, little or no affect data were collected as a result of system failures, such as children’s faces not being recognized by Affdex. I focused our
analysis on the following affective states and facial expressions (all detected from the face): joy, fear, sadness, surprise, contempt, disappointment, relaxation, engagement, valence, attention, laughter, and smiles.

I coded children's responses to the Social Acceptance Scale questions on a 3-point scale, with "no" as 0, "maybe" as 1, and "yes" as 2. I labeled children's placement of the entities in the Picture Sorting Task, with the anchor on one end (the human) at position 1 and the anchor at the other (the table) at position 10. Thus, a lower rank indicated that children placed the entity closer to the adult woman. I counted positions to determine what rank was held by each picture. I also computed scores for Tega's rank relative to the other entities. For example, I subtracted the human baby's rank from Tega's rank to get Tega's rank relative to the human baby and human adult.

I coded whether children agreed to do the fourth picture and whether they gave the robot their sticker with "no" as 0 and "yes" as 1. I coded children's selections in the goodbye gift task as follows: frog as 4, book as 3, blue sticker as 2, and orange sticker as 1. I also coded the comments children made regarding why they selected a particular gift with the following rubric: 2 if they referenced the robot or the robot's feelings (e.g., "Tega would like it because frog jumped out in story", "Tega likes books", "Because he wanted a sticker"); 1 for a somewhat relevant comment, mentioning the interaction (e.g., "It was in the story"); 0 for no explanation, reference to themselves, or an irrelevant comment (e.g., "It is swamp week at camp", "I don't know").

8.3 RESULTS

The results are divided below into two parts, each reflecting one of the hypothesis areas: (1) Learning: I asked whether the robot's entrainment and backstory would increase children's learning with the robot and emulation of the robot's story; and (2) Rapport, relationship, and social behavior: I asked whether children would show greater rapport, acceptance, positive emotion, engagement, and closeness to the robot as a result of its entrainment and backstory.

8.3.1 Learning

For all learning-related analyses of variance, I included Age as a covariate because I expected that children's age would be related to their language ability and thus to their vocabulary scores and the complexity and/or length of their stories.

8.3.1.1 Target Vocabulary Word Identification

I performed 2×2 between-subjects analyses of variance with Entrainment (E vs. NE) and Backstory (B vs. NB) with Age as a covariate. I found a significant effect of Age on the total vocabulary words identified correctly, F(5,77) = 2.76, p = 0.024. Eight-year-olds correctly identified the most words, while 3-year-olds correctly identified the least (Figure 20A). I also found a significant effect of Entrainment on children's identification of the target words, F(1,77) = 5.47, p = 0.022. Contrary to my hypotheses, children in the NE condition correctly identified more words than children in the E condition; however, in both conditions, there appeared to be a ceiling effect (Figure 20B). Older children were more likely to correctly identify words than younger children, r_s(85) = 0.367, p < 0.001.
Figure 20: (A) The number of words correctly identified by children of each age group. (B) The number of words correctly identified by entrainment condition.

Figure 21: Children in the E,B condition used more target words in their story retells than children in the other conditions.
8.3 RESULTS

Figure 22: (A) Older children told longer stories than younger children. (B) Older children used more unique words than younger children.

8.3.1.2 Target Vocabulary Word Use

A 2×2 between-subjects analyses of variance with Entrainment (E vs. NE) and Backstory (B vs. NB) with Age as a covariate revealed a significant interaction between Entrainment and Backstory regarding children’s use of the target vocabulary words in the story, $F(1,59) = 9.45, p = 0.003$. Children in the E,B condition used significantly more of the target words than children in all three other conditions (Figure 21).

Overall, I saw no correlation between children’s recognition of words on the vocabulary test and their subsequent use of those words in their retells, $r_s(67) = 0.047$. However, there were trends showing that this did vary by condition, though none of the correlations were significant. If the robot entrained, children were more likely to use the words themselves if they had identified the words correct on the test, $E$-$B$ $r_s(13) = 0.253$; $E$-$NB$ $r_s(10) = 0.254$; children who did not receive entrainment were less likely to do so, $NE$-$B$ $r_s(23) = -0.077$; $NE$-$NB$ $r_s(23) = 0.024$.

In summary, given that children’s scores on the vocabulary identification test were not significantly different by condition, these results suggest that the robot’s entrainment and backstory did not impact children’s initial encoding of the words, but did affect children’s expressive use of the words in their retelling.

8.3.1.3 Story Length

The robot’s story was 435 words long, including the dialogic questions. The mean length of children’s retells was 304 words ($SD = 110.9$). After stopword removal, the robot’s story was 185 words, of which 99 were unique, non-overlapping words. The mean length of children’s stories after stopword removal was 113 ($SD = 41.7$), with a mean of 63.1 unique words ($SD = 19.0$).

I performed 2×2 between-subjects analyses of variance with Entrainment (E vs. NE) and Backstory (B vs. NB) with Age as a covariate, which revealed a significant effect of Age on the length of children’s stories after stopword removal, $F(4,59) = 3.58, p = 0.011$, and on the number of unique words children used, $F(4,59) = 3.19, p = 0.019$. Post-hoc tests revealed that 6- and 7-year-old children told longer stories than 4-year-old
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8.3.1.4 Mirroring the Robot's Story

Children used a mean of 37.7 unique words ($SD = 12.3$) in their retells of the 99 unique words that the robot had used in its story. A $2 \times 2$ between-subjects analyses of variance with Entrainment ($E$ vs. $NE$) and Backstory ($B$ vs. $NB$) with Age as a covariate revealed that the number of overlapping unique words used was significantly different by Age, $F(4, 60) = 6.12, p < 0.001$. I also observed a significant interaction of Entrainment with Backstory, $F(1,60) = 6.42, p = 0.013$. Post-hoc tests showed that older children overlapped more than younger children (Figure 23A). Children in the $E$-$N$ condition ($M = 31.2, SD = 10.9$) overlapped less than children in the $E$-$B$ and $NE$-$N$ conditions ($E$-$B$: $M = 41.3, SD = 13.2$; $NE$-$B$: $M = 36.2, SD = 10.6$; $NE$-$NB$: $M = 39.8, SD = 13.3$) (Figure 23B).

Children's stories received mean scores of 41.3 ($SD = 36.2$) for their use of exact and similar phrases that mirrored the robot's phrases. However, I observed no significant differences between conditions in children's use of exact and similar matching phrases.

8.3.2 Rapport, Relationship, and Social Behavior

8.3.2.1 Acceptance of the Robot

I performed $2 \times 2$ between-subjects analyses of variance with Entrainment ($E$ vs. $NE$) and Backstory ($B$ vs. $NB$) for the questions asked about children's social acceptance of the robot and of other children. I found a significant main effect of Backstory of children's responses to the question "Would you like to be good friends with a robot who
Would you like to be good friends with a robot that can’t hear well?
 Would you like to be good friends with a handicapped or disabled kid?

Figure 24: Children’s responses to the questions, “Would you like to be good friends with a robot who can’t hear well?” and, “Would you like to be good friends with a handicapped or disabled kid?” by condition. Here, 0 is “no,” 1 is “maybe,” and 2 is “yes.”

8.3.2.2 Children’s Expressivity and Positive Emotion

Overall, children were highly attentive and engaged, and displayed surprise and other emotions during the story (see Table 2). To evaluate whether children showed greater engagement or positive emotion with the robot that entrained, I performed 2x2 between-subjects analyses of variance with Entrainment (E vs. NE) and Backstory (B vs. NB).

I found a significant main effect of Entrainment on children’s expressions of joy, $F(1,69) = 6.25, p = 0.015$; fear, $F(1,69) = 5.31, p = 0.024$; contempt, $F(1,69) = 5.09, p = 0.027$; disappointment, $F(1,69) = 12.7, p < 0.001$; attention, $F(1,69) = 5.66, p = 0.02$; laughter, $F(1,69) = 12.02, p < 0.001$; smiles, $F(1,69) = 5.82, p = 0.019$; valence, $F(1,69) = 14.7, p < 0.001$. Post-hoc tests showed that children expressed less fear, contempt, disappointment, and attention in the E condition than in the NE condition (Figure 25). Children showed higher mean joy, laughter, valence (i.e. showed more affect with a positive valence), and more smiles in the E condition than in the NE condition (Figure 26). There were no significant differences in sadness, surprise, relaxation, or engagement; however, there was a trend for children in the E condition to show more relaxation than in the NE condition, which could have contributed to the higher valence seen in the E condition.

Next, I asked whether children’s affect changed during the session. I split the affect data into the first half of the session and the second half of the session, using the data timestamps to determine the halfway point. I ran a 2x2x2 mixed ANOVA with time (within: first half vs. second half) x entrainment (between: E vs. NE) x
Figure 25: Children's overall negative affect varied by entrainment condition. (A) shows attention; (B) shows contempt; (C) shows fear; (D) shows disappointment. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
Figure 26: Children’s overall positive affect varied by entrainment condition. (A) shows valence; (B) shows joy; (C) shows smiles; (D) shows laughter. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
backstory (between: B vs. NB). Although I hypothesized several changes in children's affect over time as a result of condition, I corrected for multiple comparisons here with the Bonferroni correction and only considered results significant when p < 0.004.

Like before, I found a significant main effect of Entrainment on disappointment, \( F(1,70) = 14.7, p < 0.001 \); laughter, \( F(1,70) = 8.94, p = 0.004 \); and valence, \( F(1,70) = 14.6, p < 0.001 \). There were trends for a main effect of Entrainment on joy, \( F(1,70) = 4.25, p = 0.043 \); fear, \( F(1,70) = 5.88, p = 0.018 \); attention, \( F(1,70) = 4.37, p = 0.040 \); and smiles, \( F(1,70) = 3.99, p = 0.0497 \). Children showed fewer expressions of fear and disappointment in the E than in the NE condition (Figure 27). Children showed more joy, more smiles, and higher valence in the E than the NE condition.

I found a significant main effect of time on joy, \( F(1,67) = 34.6, p < 0.001 \); valence, \( F(1,67) = 17.7, p < 0.001 \); engagement, \( F(1,67) = 10.3, p = 0.002 \); smiles, \( F(1,67) = 40.5, p < 0.001 \); relaxation, \( F(1,67) = 27.2, p < 0.001 \); laughter, \( F(1,67) = 11.9, p = 0.001 \). All of these decreased from the first half to the second half of the session.

I saw trends for interactions of Entrainment with time: contempt, \( F(1,67) = 6.79, p = 0.011 \); attention, \( F(1,67) = 5.47, p = 0.022 \); and laughter, \( F(1,67) = 7.82, p = 0.007 \). Children showed more contempt during the first half in the NE than in the E condition. Children showed more attention during the first half for NE vs. E, but they did not differ during the second half. Children laughed more in the first half in the E condition than in the NE condition, and decreased to the second half, while in the NE condition the amount of laughter did not change over time.

I also saw trends for interactions of time with Backstory for fear, \( F(1,67) = 8.55, p = 0.005 \); sadness, \( F(1,67) = 7.01, p = 0.010 \); disappointment, \( F(1,67) = 7.70, p = 0.007 \); attention, \( F(1,67) = 4.88, p = 0.031 \); and valence, \( F(1,67) = 8.12, p = 0.006 \) (Figure 28). Children expressed less fear in the second half of the session when they did not hear the backstory, but expressed somewhat more fear in the second half if they had heard the backstory. They expressed less sadness in the second half in NB condition, but did not change in B condition. Children's expressions of disappointment increased slightly in the B condition from first to second half, but not for the NB condition. Children's attention was higher initially in the NB condition and decreased slightly, while children's attention started lower in the B condition and increased slightly. Children showed decreased valence in the B condition from first half to second half, but not in the NB condition.

### 8.3.2.3 Closeness to the Robot

I performed a 2×2×5 mixed ANOVA with Entrainment (between: E vs. NE) × Backstory (between: B vs. NB) × Inclusion of Other in Self agent (within: Friend, Parent, Tega, Pet/Toy, Bad guy). I found a significant effect of agent, \( F(4,302) = 61.9, p < 0.001 \). Post-hoc Tukey's HSD tests showed that the bad guy was rated significantly lower than all other agents. In addition, the robot was rated significantly lower than the friend, but was not significantly different from the parent or pet/toy. (Figure 29A). Older children were more likely to rate Tega as closer, \( r_{p(86)} = 0.410, p < 0.001 \) (Figure 31A).

Regarding the Picture Sorting Task, overall, Tega was placed at a mean position of 4.78 (SD = 1.80) (Figure 29B). Figure 30A shows results by condition for Tega's distance to the human, and Figure 30B shows the relative distance of each entity from the Tega robot by condition.

I performed a mixed ANOVA with Entrainment (between: E vs. NE) × Backstory (between: B vs. NB) × Entity (within: Tega robot, baby, cat, frog, teddy bear, movie
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Figure 27: Children's affect during the first half and the second half of the interaction varied by entrainment condition. (A) shows attention; (B) shows contempt; (C) shows laughter; (D) shows valence; (E) shows joy; (F) shows smiles; (G) shows engagement; (H) shows relaxation; (I) shows surprise; (J) shows sadness; (K) shows fear; (L) shows disappointment. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
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Figure 28: Children’s affect during the first half and the second half of the interaction varied by backstory. (A) shows attention; (B) shows contempt; (C) shows laughter; (D) shows valence; (E) shows joy; (F) shows smiles; (G) shows engagement; (H) shows relaxation; (I) shows surprise; (J) shows sadness; (K) shows fear; (L) shows disappointment. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
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IOS Ratings

(A)

Entity mean positions in the Picture Sorting Task by condition

(B)

Figure 29: (A) Children’s Inclusion of Other in Self ratings for each agent. (B) The mean position where children placed each entity in the Picture Sorting Task.
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Figure 30: (A) Tega’s mean distance from the human adult in the Picture Sorting Task by condition. (B) The distance of each entity from the Tega robot in the Picture Sorting Task by condition. There were trends for the Tega robot to be placed closer to the baby in the B condition than in the NB condition, closer to the movie robot in the E condition than in the NE condition, and closer to the frog in the E-B condition than in the other conditions.
Table 2: Analysis of facial expressions during the interaction by condition. Values can range from 0 (no expression present) to 100 (expression fully present), except Valence, which can range from -100 to 100. Each column lists mean and standard deviation. Here, "Engage." = "Engagement", "Atten." = "Attention", "Relax." = "Relaxation", "Disap." = "Disappointment".

<table>
<thead>
<tr>
<th>Expression</th>
<th>Overall</th>
<th>E-B</th>
<th>E-NB</th>
<th>NE-B</th>
<th>NE-NB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engage.</td>
<td>30.8 (11.7)</td>
<td>33.3 (13.3)</td>
<td>30.5 (12.0)</td>
<td>29.6 (11.2)</td>
<td>30.5 (11.4)</td>
</tr>
<tr>
<td>Atten.</td>
<td>68.9 (13.4)</td>
<td>62.2 (21.1)</td>
<td>67.8 (15.2)</td>
<td>71.9 (5.56)</td>
<td>72.0 (9.51)</td>
</tr>
<tr>
<td>Valence</td>
<td>-0.738 (9.11)</td>
<td>3.51 (8.81)</td>
<td>5.75 (13.72)</td>
<td>-4.13 (5.20)</td>
<td>-2.72 (8.47)</td>
</tr>
<tr>
<td>Joy</td>
<td>7.13 (8.04)</td>
<td>9.13 (8.81)</td>
<td>12.1 (12.5)</td>
<td>5.48 (5.02)</td>
<td>5.61 (7.26)</td>
</tr>
<tr>
<td>Smiles</td>
<td>8.98 (8.82)</td>
<td>10.9 (9.35)</td>
<td>14.6 (13.4)</td>
<td>7.16 (5.05)</td>
<td>7.52 (8.31)</td>
</tr>
<tr>
<td>Laughter</td>
<td>0.13 (0.22)</td>
<td>0.23 (0.31)</td>
<td>0.28 (0.36)</td>
<td>0.08 (0.09)</td>
<td>0.07 (0.11)</td>
</tr>
<tr>
<td>Relax.</td>
<td>3.53 (5.31)</td>
<td>4.13 (5.38)</td>
<td>6.63 (9.61)</td>
<td>2.49 (4.24)</td>
<td>3.06 (5.03)</td>
</tr>
<tr>
<td>Surprise</td>
<td>7.21 (6.96)</td>
<td>8.47 (9.22)</td>
<td>4.53 (4.63)</td>
<td>7.40 (5.32)</td>
<td>7.43 (7.84)</td>
</tr>
<tr>
<td>Disap.</td>
<td>4.98 (3.98)</td>
<td>2.58 (2.01)</td>
<td>3.58 (3.03)</td>
<td>6.58 (4.37)</td>
<td>5.72 (4.05)</td>
</tr>
<tr>
<td>Fear</td>
<td>1.48 (2.06)</td>
<td>1.00 (1.40)</td>
<td>0.38 (0.66)</td>
<td>1.87 (2.04)</td>
<td>1.93 (2.72)</td>
</tr>
<tr>
<td>Contempt</td>
<td>2.92 (2.48)</td>
<td>2.02 (1.79)</td>
<td>2.11 (1.87)</td>
<td>3.20 (2.45)</td>
<td>3.72 (3.03)</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.27 (0.46)</td>
<td>0.22 (0.34)</td>
<td>0.49 (0.54)</td>
<td>0.32 (0.59)</td>
<td>0.17 (0.24)</td>
</tr>
</tbody>
</table>

robot, robot arm, computer) for the entity positions, as well as for the entity positions relative to the Tega robot. For entity positions, I observed a significant main effect of Entity, $F(7, 574) = 71.7, p < 0.001$. I also observed a significant interaction of Entity with Entrainment, $F(7, 574) = 2.15, p = 0.037$; and a significant interaction of Entity with Backstory, $F(7, 574) = 2.35, p = 0.022$.

Post-hoc tests revealed that the baby was placed significantly closer to the human adult than all other entities. The cat was placed significantly closer to the human adult than all entities except for the Tega robot in the $E$ condition, and closer to the human than all entities except Tega and the frog in the $NB$ condition. In both the $NE$ and $B$ conditions, the cat was not placed significantly differently from Tega, the frog, movie robot, or teddy bear.

In the $E$ condition, the Tega robot was significantly closer to the human adult than the robot arm, computer, movie robot, and teddy bear. It was farther from the human adult than the baby and was not placed in a significantly different position from the cat or frog. In the $NE$ condition, Tega was only placed significantly closer to the human adult than the robot arm and computer; it was not placed significantly differently from the cat, frog, movie robot, or teddy bear. Tega was not placed in a significantly different position from the movie robot in the $B$ condition, but was placed significantly farther from it (closer to the human) in the $NB$ condition.

The frog was placed significantly closer to the human adult than the robot arm and computer, and significantly farther from the human adult than the baby, but otherwise its position did not differ significantly from any other entities, except in the $NB$ condition, where it was placed closer than the movie robot.

In the $NE$ condition, the robot arm was placed closer to the table than the frog and movie robot, but in the $E$ condition, the robot arm was not placed significantly differently from the frog or movie robot. By Backstory, children in the $B$ condition
placed the robot arm closer to the table than all other entities except the computer and teddy bear, while in the NB condition the robot arm's position was also not significantly different from the movie robot. Finally, in the NE and B conditions, the computer was placed closer to the table than all entities except the robot arm, while in the E and NB conditions, the computer was also not significantly different from the movie robot.

Regarding the distance of each entity relative to the Tega robot, I observed a significant main effect of Entity, $F(6, 492) = 71.8, p < 0.001$. I also observed a significant interaction of Entity with Entrainment, $F(6, 492) = 2.13, p = 0.049$; and a trend toward an interaction of Entity with Backstory, $F(6, 492) = 2.11, p = 0.051$. Post-hoc tests revealed that the baby was placed farther from Tega, and closer to the human adult than Tega was, than all other entities. There was a trend for children to place the Tega robot closer to the baby (and the baby closer to the human adult than Tega) in the B condition (mean difference = 1.83, $SD = 2.55$) than in the NB condition ($M = 2.92, SD = 2.01$).

The cat was placed closer to Tega than most other entities. It was not placed significantly differently than the teddy bear in the E condition; from the frog, movie robot, or teddy bear in the NE and B conditions; and from the frog in the NB condition.

The computer was placed farther from Tega than all entities except the robot arm and, in the E and NB conditions, the movie robot. The robot arm, in turn, was placed farther from Tega than all entities except the computer and teddy bear. In the NB and NE conditions, the robot arm was also not different than the movie robot; and in the E condition, the robot arm was also not different from the movie robot or frog. There was a trend for children to place Tega farther from the movie robot, and closer to the human than the movie robot was, in the E condition ($M = -1.94, SD = 2.40$) than in the NE condition ($M = -0.80, SD = 2.69$).

Finally, I also observed trends for Tega to be placed farther from the frog, and also closer to the human adult than the frog was, in the E ($E: M = -1.31, SD = 2.77, NE: M = -0.16, SD = 2.62$) and B conditions ($B: M = -1.11, SD = 2.76, NB: M = -0.05, SD = 2.60$).

I observed no significant differences between conditions regarding whether children were more likely to agree to do the fourth picture with the robot, give the robot their sticker in the sticker task, or give the robot a bigger goodbye gift (in terms of how meaningful the robot might think it to be). That said, there was a trend for children in the E-B condition to be slightly more likely to do all three activities.

### 8.3.2.4 Children's Mirroring, Learning, and Relationship

I found that children who gave Tega a closer score on the Inclusion of Other in Self task were also more likely to use the target words in their stories, $r_s(67) = 0.359, p = 0.003$ (Figure 31C). They were also more likely to emulate the robot's stories as reflected by the number of exact and similar phrases used in their retells, $r_s(67) = 0.273, p = 0.025$ (Figure 31B). Given that age also correlated with children's ratings of Tega on the Inclusion of Other in Self task, I might suspect that age is more relevant than how close children felt to the robot. However, age did not correlate with children's use of exact and similar phrases, which suggests a deeper story.

In addition, children who placed Tega closer to the human in the Picture Sorting Task were also more likely to use phrases similar to the robot's, $r_s(67) = -0.299, p = 0.014$ (Figure 31D). There was a trend for children who placed Tega closer to the human to also rate Tega more closely on the Inclusion of Other in Self task, $r_s(86) = -0.197, p = 0.069$. 
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Figure 31: (A) Older children rated the robot as closer in the Inclusion of Other in Self task (1 indicates choosing the farthest apart circles, 7 indicates choosing the most closely overlapping circles). Children who rated the robot as closer were more likely to (B) use the target words in their stories and (C) emulate the robot’s phrases. (D) Children who placed the robot closer to the human in the Picture Sorting Task were also more likely to emulate the robot.
I did not observe any significant correlations of children’s vocabulary scores with their phrase mirroring or any of the relationship assessments.

8.4 Discussion

I asked whether a social robot that entrained its speech and behavior to individual children and provided an appropriate backstory about its abilities could increase children’s rapport, positive relationship, acceptance, engagement, and learning with the robot. Below, I discuss the main findings and then discuss the implications of these findings.

Children learned the target vocabulary words in the robot’s story and were generally attentive and engaged with the robot regardless of the experimental condition. They showed a variety of emotional expressions throughout the interaction. Children remembered the robot’s story as evidenced by their ability to retell the story and their identification of target words on the vocabulary test. These results are in line with the prior study using this story activity (Kory-Westlund et al., 2017b), which found significant learning gains.

I did see differences in children’s learning by condition. Contrary to our hypotheses, children in the No Entrainment condition correctly identified more target words than children in the Entrainment condition. This could be for several reasons. A prior study found that a robot tutor that employed social adaptive behaviors led to lower learning gains than a robot that did not act as socially (Kennedy, Baxter, and Belpaeme, 2015). Thus, perhaps the entraining robot was perceived more socially, which was detrimental in learning. This is contrary to our hypotheses regarding the importance of social behavior, rapport, and relationship in language learning with peers. However, in the prior study, children performed a math task with the robot tutor. The authors hypothesized that perhaps children were paying attention to the robot’s social behavior as opposed to the lessons it was providing, or, alternatively, that the social behavior placed greater cognitive load on children thus inhibiting their ability to perform in the math task. Performance on a math task in a tutoring format may indeed benefit less from a robot’s social behaviors than performance in a language-based story activity in a peer-learning format.

A second explanation pertains to the learning results I observed. There was a ceiling effect and little variance in children’s responses, with 43% of children correctly identifying all six target words, and 41% correctly identifying 5 of the target words. If a significant number of children were already familiar with the target words, then the vocabulary tests would not reflect their learning during the task with the robot; the difference between conditions may not reflect children’s learning in the task. Furthermore, given that children’s receptive language abilities may precede their expressive abilities (Bloom, 1974; Ingram, 1974; Sénéchal, 1997), I would expect that children who correctly identified more words to also use more of them in their stories, reflecting greater understanding and deeper encoding of the words (this was also seen in the prior study, (Kory-Westlund et al., 2017b)). However, I did not see this correlation: children’s use of the target words was not significantly correlated with correct identification of the words. In fact, children’s use of the target words was significantly greater in the E-B condition than all others, in line with our hypotheses. Additionally, while the patterns were not significant, children were moderately more likely to use the words if they had identified them correctly in the Entrainment condition than in the No Entrainment condition. These results suggest that the robot’s rapport-
relationship-building behaviors affected either or both of (a) children’s learning and deeper understanding of the words such that they were more able to expressively use the words, or (b) children’s mirroring of the robot’s speech such that they used more of these target words, both of which would be in line with prior work linking rapport to learning (Sinha and Cassell, 2015a,b). This was also a short-term encounter. Given the positive aspects seen here regarding word use and mirroring, I expect that over multiple sessions, there would be greater differences in word learning.

When I examined children’s mirroring of the robot’s speech, I saw that children did mirror the robot, in line with past work suggesting that children may mirror adults’ syntax and speech (Huttenlocher, Vasilyeva, and Shimpi, 2004). However, I saw no significant differences in children’s emulation of the robot’s phrases, and in fact, less overlap in the number of unique words used by children that mirrored the words the robot used in the E-NB condition, and little difference among the other conditions. This suggests that perhaps entrainment did not affect children’s mirroring of the words the robot used so much as their expressive ability to use the key words present in the story. Prior work has shown that social robots can be successful at prompting children to demonstrate expressive vocabulary skills in both vocabulary test and storytelling contexts (e.g., Kory-Westlund et al., 2017b; Kory and Breazeal, 2014; Wallbridge et al., 2018). The present study suggests that the robot’s entrainment may influence expressive ability.

The lack of difference in phrase mirroring was counter to our hypotheses. Perhaps children did not feel sufficiently more rapport with the entraining robot for this to affect their storytelling. Indeed, in all conditions, the robot was a friendly, expressive character, which children generally said they felt close to—as close as to pet or parent, though less close than to a best friend. The entrainment only affected the robot’s speech and some animations (which were played primarily in accompaniment with speech). In particular, if a child was very shy and rarely spoke, then the robot had fewer opportunities to adapt and entrain to that child. Perhaps greater difference would be seen if the robot also entrained other behaviors, such as posture, gesture, or word use. Another explanation is that perhaps language mirroring is not as closely linked to rapport as I expected; there is limited research so far suggesting this link, and more is needed.

The robot’s entrainment and backstory also affected children’s displays of positive emotions during the interaction. All children were engaged, but children in the E-B condition showed more positive emotions (e.g., joy, laughter, smiles, and positive valence), as well as fewer negative emotions (e.g., disappointment, fear, contempt) (supporting H5 and H6). Laughter and smiling are social behaviors (Manson et al., 2013; Provine, 2001; Smidl, 2006). We also saw trends for children to be more helpful and accommodating in the E-B condition, as one might expect with a more social agent (Reeves and Nass, 1996), as evidenced by their behavior with fourth picture, the sticker task, and the goodbye gift. This is evidence that the robot’s entrainment and backstory improved children’s enjoyment of the interaction and may have perceived it as more of a social agent, perhaps a result of increased rapport.

Children in the E-B condition also showed fewer attentive expressions, though only during the first half of the interaction (they did not differ later on). This could mean that these children were in fact less attentive initially, or it could mean that they were showing more positive attentive expressions that were coded by the affect recognition software as engagement and joy. If they were less attentive, we might expect this to be reflected in their vocabulary scores and story retellings—perhaps this is why
these children did not identify as many words correctly. However, children in the E-B condition showed just as many expressions of engagement as children in the other conditions, were just as likely to retell the story, and as noted earlier, there were few significant differences by condition in children’s story retellings beyond more use of the target words by children in the E-B condition. An alternative explanation is that perhaps children’s attentive looks were related to how much cognitive effort was involved in performing the task. The robot’s entrainment and backstory could have improved rapport and made the interaction more fluent, easier, and smoother, thus requiring less intense attention by children. This would be especially apparent earlier in the interaction, immediately following the robot’s backstory disclosure and during the picture conversation task, when the robot was entraining more frequently due to the increased number of conversational turns during that task.

Related to this, we saw that children’s attention increased over time in the B condition, but decreased in the NB condition, while multiple negative emotions (fear, disappointment, sadness) were displayed more frequently over time in the B condition than in the NB condition. For all other affective states measured, the change over time was not significant, though there were patterns for decreases in positive affect (e.g., joy, smiles, etc) over time for all children. If children’s attentive expressions were related to cognitive effort, this could indicate that in the B condition, children felt that over time, they had to attend more carefully to the robot (putting in more effort) in order to help it and deal with its hearing limitations. This could, perhaps, have led to increased feelings of difficulty interacting with the robot over time, which could have led to the increased displays of negative emotions that we observed in the B condition.

Regarding the decrease in attention in the NB condition, it may be that these children became less attentive because they were growing bored or were not as invested in the interaction. Indeed, while not statistically significant, children’s engagement did decrease slightly more over time in the NB condition than in the B condition. There were also no affective states for which children in the NB condition increased their expression over time, suggesting that they became less expressive overall, which may be indicative of boredom or less emotional investment in the interaction.

We observed that children showed greater acceptance of the robot when they had heard the robot’s backstory, as we expected. Children’s increased negative affect seen in the B condition may also reflect increased sympathy for the robot. Regardless, it seems that the robot’s story influenced children’s perceptions of it, in line with prior work showing that a robot’s story does influence how people understand and react to it (Darling, Nandy, and Breazeal, 2015; Klapper et al., 2014; Kory-Westlund et al., 2016a; Stenzel et al., 2012). Interestingly, this effect seemed to carry over to children’s ideas about being friends with other children. While only a trend, it suggests room for future interventions using robots to help children understand and accept others different from themselves.

As noted above, children generally felt as close to the robot as they did to a pet, favorite toy, or parent, though not quite so close as to their best friend. They generally placed Tega closer to the human adult than the table in the Picture Sorting Task, and frequently close to the human baby and to the cat. These results present an intriguing picture regarding children’s perceptions of the robot as a peer- or friend-like, non-human, animate entity. Children did not confuse the robot with a human; they knew it was different. Children seemed to clearly find companionship in the robot and to place it in a category between friend, pet, and authority figure. It was not merely a machine or computer; it was seen as more animate and alive—but not in the same
category as a human. This jibes with prior work suggesting that children may categorize robots as in-between entities, with attributes of both living beings and mechanical artifacts (Kahn, Friedman, and Hagman, 2002; Kahn et al., 2012; Severson and Carlson, 2010). Perhaps children observed that some of the things that are messy about human relationships, such as the kinds of conflict that arise and the emotions that others display, are not the same in robot relationships—perhaps they are more like pet relationships. In this case, the robot did not get overly upset when it did not receive the sticker it wanted in the sticker task; it was generally cheerful throughout the interaction, which perhaps would not have been the case with another child. It is also likely that the robot's morphology influenced children's perceptions, since the robot I used was fluffy, colorful, and moved more like an animated character or sidekick than a humanoid being.

In support of our hypotheses regarding the connection between children's feelings of closeness, rapport, and relationship with learning and mirroring the robot, I observed that children who rated the robot as closer to themselves also used the target words more often and emulated the robot's story more. However, I also saw that age correlated with children's ratings of Tega on the Inclusion of Other in Self task. Older children rated the robot as closer; younger children as less closer. Perhaps younger children were less sure of the robot and needed more time to become comfortable with it. Given these correlations, I might suspect that age was more relevant to children's use of the target words and emulation of the robot's story than children's closeness ratings. However, children's age did not correlate with children's emulation of the robot's phrases at all, which suggests that this emulation was in fact related to children's feelings of closeness.

Finally, I also observed a few age differences. The length of children's story retellings differed with respect to their age, but did not vary by condition. Notably, the stories told by 6- and 7-year-old children were longest. The stories of 8-year-old children were not quite so long, which may have been because they were less interested in the story, rather than less capable. The story and activity were designed with 4–7-year-olds in mind. The story may have been a little on the difficult side for the younger children, and on the easy side (and thus perhaps a little boring) for the oldest. However, even the children outside the target age range for the activity were receptive to the social robot, showing engagement, learning, and emulation.

Taken together, these results show that the robot's rapport and relationship-building behaviors do matter in interactions with young children. A robot that deliberately emulates a child's speech in a way similar to how people mirror each other can elicit more positive emotion and greater emulation of key words in a language learning activity. Children's feelings of closeness are related to their emulation of the robot's words in their stories.

These results mirror, to an extent, the results in the prior study that explored a robot's use of expressive versus flat speech (Kory-Westlund et al., 2017b). In both studies, the robot's entrainment, backstory, and expressivity reflected the sensitivity the robot showed to the interaction. This sensitivity influenced children's engagement and learning. This is in line with work examining nonverbal behaviors in human-human learning interactions, in particular, nonverbal immediacy. Nonverbal immediacy refers to the perceptual availability of one's interaction partner, i.e., the use of nonverbal behaviors including gaze, gesture, posture, facial expressions, and vocal qualities such as prosody to signal general responsiveness and attentiveness. In human-human learning interactions, nonverbal immediacy has been linked to increased learning
gains (Christophel, 1990; Mehrabian, 1968; Witt, Wheless, and Allen, 2004). When we examine prior child-robot interaction studies, we see that they have found a similar pattern of results to these human-human studies: The use of nonverbal immediacy behaviors including socially contingent behavior, appropriate gaze and posture, and vocal expressivity increased children's learning, engagement, and trust in a learning companion (Breazeal, Dautenhahn, and Kanda, 2016; Kennedy, Baxter, and Belpaeme, 2017; Kory-Westlund et al., 2017a,b). Thus, it may be that the entrainment behaviors used by the robot increased its perceived immediacy and perceived sensitivity to the interaction.

However, in other work on language learning with social robots, the robot's social interactive capabilities have been found to influence children's relationships and social acceptance of the robot, but not their learning (e.g., Kanda, Shimada, and Koizumi, 2012; Kanda et al., 2007; Kanda et al., 2004). Indeed, some work has shown no significant differences in children's word learning from a social robot (with numerous embodied social capabilities) than from a tablet (e.g., Kory-Westlund et al., 2015a; Vogt et al., 2019). Arguably, these studies suggest a contrary story in which the robot's social capabilities may not affect children's learning that much.

These studies, however, have generally included learning tasks that did not require a robot or much social behavior for learning to proceed. For example, the second language learning activities used by Vogt et al. (2019) involved educational games presented on a tablet, for which the robot provided instructions, feedback, and support, but in which—as the authors acknowledge—the robot appeared to be non-critical for the learning interaction. The robot's social behavior may matter more for conversation and storytelling-based activities than for tablet games or simpler word learning tasks. Thus, we suspect that the robot's social capabilities (such as nonverbal immediacy) can influence children's learning—as we have seen here and in multiple other studies discussed earlier—but that the influence of social behavior is moderated by other factors, such as the extent to which the robot's sociality is necessary for the learning activity to proceed smoothly (as in the case of conversation and storytelling-based activities), and the extent to which the robot's social behavior helps build rapport.

The results here extend prior work showing that children learn through storytelling with peer-like robot companions in ways that are significantly different from how children learn and engage with other technologies. We are seeing a peer learning dynamic similar to that seen in child-child interactions. Children socially model and emulate the behavior of the robots, like they do with other children. For example, children are more emotionally expressive when the robot is more expressive (Spaulding, Gordon, and Breazeal, 2016), show more curiosity in response to a robot's increased curiosity (Gordon, Breazeal, and Engel, 2015b), teach new tasks to robot peers (Park and Howard, 2015), and emulate linguistic phrases and vocabulary (Kory-Westlund et al., 2017b). This study extends these previous works to explore not only whether children will learn with and emulate a robot peer, but the mechanisms by which robots can influence peer learning. Rapport and relationship appear to be two such mechanisms.

8.4.1 Limitations

This study had several limitations. First, I did not control for children’s individual differences, particularly with regards to learning ability, language ability, or socio-economic status, all of which may affect individual children’s social interactions and learning with the robot. Furthermore, I did not obtain an equal number of children at
each age group to participate in the study. Future work should examine a more homogeneous sample as well as explore the stability of results across individual differences and across ages as children grow older.

I also lacked complete story retelling data and affect data for all children. Some children did not retell the story and in a few cases, there were issues regarding the audio quality of the recorded stories. Some children's faces were not recognized by the Affdex software, and a few videos were missing or insufficiently captured a full frontal view of the children's faces, which was necessary for affect recognition. As a result, the analyses reported are underpowered. Future work should take greater effort to obtain quality audio and video recordings for all children during the study.

As mentioned in (Kory-Westlund et al., 2017b), the target vocabulary words were uncommon, but some children still may have known them. In particular, older children may have been familiar with some of the words, given the correlation observed between children's age and the number of words identified correctly. The words' uncommonness may have cued children to pay attention to them; as such, future work should consider using nonce words or include a vocabulary pretest.

The robot's automated entrainment was limited to its speaking rate and pitch, so if a child was very quiet or spoke rarely, the robot would not have been able to entrain to that child. Because volume and exuberance were teleoperated, these occurred for all children. Future work could explore ways of encouraging shy children to speak up, or explore other modalities for entrainment, such as posture, gesture, facial expressions, and word use.

It is also unclear how generalizable the results are to robots with different embodiments or morphologies. The Tega robot that we used appears much like a fluffy stuffed animal, and thus is morphology could be seen as more familiar to children than a robot such as the Aldebaran NAO, which is humanoid. Children may feel a different level of comfort or uncanniness with a humanoid robot than with the Tega robot.

Finally, this study explored only a single one-on-one interaction with the robot. As such, any overall effects could be related to the novelty of the robot. However, children had the same amount of exposure to the robot in all conditions, so novelty cannot explain the differences we observed between conditions regarding the effects of entrainment and backstory.

Because learning tends to happen over time, as does the development of relationships, future work should explore longitudinal interactions to help us better understand the relationship between learning and rapport. Furthermore, children are frequently accompanied by friends and siblings in educational contexts. We do not know how multiple encounters with the robot or how interacting in groups might affect children's development of a relationship and rapport with the robot. Exploring group interactions that include multiple children, or children in concert with parents and teachers, could help us learn how to integrate robots into broader educational contexts and connect learning with peers to learning in school and at home.

8.5 conclusion

In this study, I explored the impact of a teleoperated robot's entrainment and backstory on children's engagement, rapport, relationship, and learning during a conversation and story activity. I found that the robot's rapport- and relationship-building behaviors affected children's emulation of the robot's words in their own stories, their
displays of positive emotion, and their acceptance of the robot, and their perception of the robot as a social agent. This study provides evidence for my hypotheses about relational AI and the links between children's rapport and relationship and their engagement and learning with peers. This study adds to a growing body of work suggesting that the robot's social design impacts children's behavior and learning. The robot's story, use of relationship behaviors, nonverbal immediacy and rapport behaviors, social contingency, and expressivity are all important factors in a robot's social design.
9.1 RELATIONSHIPS AND LEARNING

We have begun to see that not only do a robot’s nonverbal immediacy behaviors impact children’s engagement and learning (e.g., Breazeal et al., 2016b; Kennedy et al., 2017; Kory-Westlund et al., 2017a,b), but also the robot’s rapport- and relationship-building behaviors (Chapter 8). Unlike other technologies, social robots can tap into the peer learning dynamics that are seen in child-child interactions. Children emulate and socially model robot behavior, including emotions, curiosity, and linguistic phrases and vocabulary (e.g., Gordon, Breazeal, and Engel, 2015a; Kory-Westlund et al., 2017b; Park and Howard, 2015; Spaulding, Gordon, and Breazeal, 2016). In the prior chapter, I began to explore the mechanisms by which robots can influence children’s peer learning. In the process, I began building out relational AI tools, including an automated speech entrainment module. I found that even in a single interaction with the robot, the robot’s use of rapport- and relationship-building behaviors increased children’s positive emotion, acceptance of the robot, perception of the robot as a social other, and emulation of key vocabulary words in their stories.

The next step was to explore the links between relationship and learning over time, since as discussed earlier, both learning and relationships are frequently long-term endeavors. This step was broken down into three pieces: First, I examined the data from a prior study in which we measured children’s relationships with a storytelling robot over 7 sessions (Kory-Westlund et al., 2018; Park et al., 2019) to see whether there was preliminary evidence connecting children’s relationships with the robot to their learning. I used these data to inform my hypotheses, my use of the relationship assessments, and the design of the next study.

Second, I built an autonomous social robot that used relational AI—including features such as change over time, personalization, shared experience, nonverbal immediacy, and social reciprocity. Third, this system enabled me to perform a deeper exploration of how children experience relationship technologies and how relational AI can impact children’s engagement, learning, and relationship through a longitudinal experimental study.

9.1.1 Study 8: Connections Between Children’s Relationships and Learning

To see whether there was a connection between children’s ratings of their relationship with a robot and their learning, I examined the data from a prior study. In this study, children heard stories from an autonomous social robot, answered questions about vocabulary in the stories, and retold the stories back to the robot (Park et al., 2019). The robot performed a few relational behaviors, including using the child’s name, backchanneling, and occasionally talking about prior activities done together (e.g., previous stories told). For half the children, the robot told personalized stories at an appropriate lexical and syntactic level for the child; the other half received non-personalized stories. We also administered multiple relationship assessments dur-
I found that children who rated the robot as more of a social-relational other at the posttest—i.e., higher scores on the Social Relational Interview—also identified more of the target vocabulary words correctly on the vocabulary posttest, $r_{542} = 0.366$, $p = 0.017$. The correlation was stronger for children in the personalized condition ($r = 0.627$) than in the non-personalized condition ($r = 0.242$) (Figure 32).

Children who answered more questions during the robot's stories had higher Social Relational Interview scores in the non-personalized condition ($r = 0.322$), but not in the personalized condition ($r = -0.081$); the overall correlation was not significant, $r_{542} = 0.105$ (Figure 33a). Children who answered more questions used somewhat more words in describing the robot during the Narrative Description task at the posttest, $r_{542} = 0.282$, $p = 0.070$. This correlation was stronger in the non-personalized condition ($r = 0.377$) than in the personalized condition ($r = 0.131$) (Figure 33b). These children also disclosed more information during the robot's first prompt in the self-disclosure task posttest, $r_{542} = 0.554$, $p < 0.002$; and during the robot's second prompt, $r_{542} = 0.392$, $p = 0.010$ (Figures 33c and 33d). The correlation was stronger for children in the personalized condition than in the non-personalized condition for both the first prompt (personalized $r = 0.656$; non-personalized $r = 0.515$) and the second prompt (personalized $r = 0.492$; non-personalized $r = 0.339$).

These results suggest a connection between children's learning (vocabulary) and engagement (question answering) and their perception of the robot as a social-relational other. The differences by condition are intriguing because they are not consistent across the different measures. The Social Relational Interview and self-disclosure are more explicitly about children's relationship and their perception of it. For these two
Figure 33: Children who answered more questions during the robot's stories had higher Social Relational Interview scores in the non-personalized condition, but not in the personalized condition. These children also described the robot at greater length in the Narrative Description task and disclosed more information during the Self-Disclosure task.
measures, the correlations were stronger in the personalized condition. This suggests that the robot’s personalization might affect the children’s relationship. Perhaps children felt the robot knew them better or got the sense that it was paying attention to them and their learning due to the appropriate story selection. Perhaps the personalized curricula led children to feel more engaged overall, and so they rated the robot more highly or felt closer as a result of that engagement.

The length of children’s descriptions in the Narrative Description task and the number of questions answered during stories may reflect children’s engagement with the interaction rather than their relationship with the robot. Because the questions were asked during the stories, perhaps children’s view of robot as a social-relational other mattered more for keeping children engaged (and thus for question-answering) when the robot did not personalize the curriculum, while their rapport or relationship with the robot may not have mattered as much when they heard appropriately leveled stories that were already chosen to maximize learning and engagement.

These results provided evidence for my hypotheses regarding links between relationship and learning over time. These results appeared even though the robot in this study did not use that many relational behaviors, and its relational behaviors did not differ between conditions. I expected that if I did assess the impact of multiple specific relational behaviors over time—with significant differences in the how relational the robot was between conditions—there would be more differences in children’s view of the robot and in the impact children’s relationship would have on their learning. In this study, I also found that these relationship assessments did appear useful in measuring relevant children’s behaviors and opinions, and thus, that I should include them in the next study.

This study addressed the core nature of relational AI and how relational AI impacts children’s learning, engagement, and relationships during long-term child-robot learning interactions. I asked the following questions: First, can a robot autonomously build long-term social-emotional relationships with children? If so, what is the nature of these relationships, and how do children’s relationships with robots differ from children’s relationships with other entities? This is one of the first long-term studies that is explicitly trying to measure children’s relationships with social robots (the others being my earlier work described in Section 7.2). As part of this question, I explored the robot’s role as a potentially close, friend-like, non-human peer. I explored how the robot is both like and unlike children’s human friends in terms of the provisions of friendship it can afford versus what human friends can afford, as well as being a partially fictional/fantastical character that is not real or alive in exactly the same way as a human friend, while still being being peer-like in its abilities and the types of activities performed together.

Second, does a robot that actively builds a relationship and responds in a relational way (i.e., a robot that uses relational AI) provide benefits and opportunities that a non-relational robot does not? For example, will using relational AI improve children’s learning or engagement over time? This is the first study asking whether the relationship one has with a social robot matters for learning and engagement. In particular, I explore peer learning and the mechanisms by which peer learning occurs. As discussed earlier (Section 5.4), in prior work we have seen that children frequently mirror a robot’s behaviors, including picking up vocabulary words, phrases, curiosity,
9.3 METHODOLOGY

9.3.1 Design

The experiment was designed to include one between-subjects condition: relational behavior (Relational vs. Not Relational). In the Relational condition, the robot used relational AI—that is, it used a variety of relational behaviors that may contribute to relationship formation and maintenance over time (referred to as RR: relational robot). The relational robot was situated as a social contingent agent in the present, using entrainment and affect mirroring; it referenced shared experiences such as past activities performed together and used the child’s name; it took specific actions with regards to relationship management; it told stories that personalized both level (i.e., syntactic difficulty) and content (i.e., similarity of the robot’s stories to the child’s). The Not Relational robot (referred to as NR: not relational robot) did not use any of these features—it simply followed its script, and personalized stories based on level only, since this is beneficial but not specifically related to the relationship.

9.3.2 Hypotheses

I expected that the robot’s relational behavior would impact children’s rapport, affect and engagement, mirroring, relationship and treatment of the robot as a social other, and learning. Because these effects may be immediate and transient, or may magnify over time, and may be subtle or dramatic, I used a variety of measures throughout the study to explore the impact of the robot’s relational behavior at different time scales and in different ways. I hypothesized the following results:

9.3.2.1 Relationship

- Children in the Relational condition would show greater rapport and a closer relationship than those who played with the non-relational robot. That is, I expected that the relational behaviors used by the robot would impact children’s relationship formation with the robot, since the relational behaviors used were explicitly selected because of their connection to relationship formation (Berscheid and Reis, 1998; Finkelstein et al., 2012; Gleason and Hohmann, 2006; Hartup et al., 1988; Lubold, 2017; Rubin, Bukowski, and Parker, 1998; Sinha and Cassell, 2015a,b).

- Children would think of their relationship with the robot differently than their relationships with a parent, friend, or pet. Prior work suggests that children perceive robots as being somewhat in-between animate, alive beings and inanimate objects (Gaudiello, Lefort, and Zibetti, 2015; Kahn et al., 2011, 2012; Kory-Westlund et al., 2016a; Kory and Breazeal, 2014; Severson and Carlson, 2010; Turkle, 1985; Turkle et al., 2006a). We have seen that children will rate a robot
differently than a parent, their best friend, and their pet (Kory-Westlund et al., 2018); children seem to understand that robots have different attributes and are not quite like the other agents in their lives (Bartlett, Estivill-Castro, and Seymon, 2004; Kahn, Friedman, and Hagman, 2002; Kory-Westlund et al., 2016a; Kory and Breazeal, 2014; Melson et al., 2009; Weiss, Wurhofer, and Tscheligi, 2009).

9.3.2.2 Learning

- In both conditions, children would learn the target vocabulary words presented in the robot's stories. Prior work has shown that children will learn new words from a robot's stories (Chapter 8, Kory-Westlund et al., 2017b; Kory and Breazeal, 2014; Park et al., 2019).

- Children who play with the relational robot will show more learning. Because of the connections I expected to see between rapport, children's relationship with the robot, peer mirroring, and learning, and because I expected greater rapport, relationship, and mirroring from children in the Relational condition, I expected that children in the Relational condition would show more learning overall. They would learn more of the words and tell longer stories that better emulated the robot's during story retells. This hypothesis is further supported by work on nonverbal immediacy, as discussed in the prior chapter (Section 8.4) (Also see Christophel, 1990; Kennedy et al., 2017; Mehrabian, 1968; Witt, Wheeless, and Allen, 2004). My prior work also supports this hypothesis regarding immediacy, since we observed that children showed greater learning with an expressive rather than a non-expressive robot (Kory-Westlund et al., 2017b), as well as with a robot that used appropriate gaze and posture cues (Kory-Westlund et al., 2017a), and greater trust in a contingent rather than non-contingent robot (Breazeal et al., 2016b).

- Children who learned the target words would also use them in their stories and story retells. Prior work has shown that children emulate a robot's linguistic phrases and vocabulary words in their own stories (Chapter 8, Section 5.6, Kory-Westlund et al., 2017b).

- Children who showed more peer mirroring behaviors would also show more learning. Prior work has shown a causal link between rapport and learning in human-human tutoring (Sinha and Cassell, 2015a,b). Because I expected peer mirroring to be linked to rapport, it followed that mirroring may also be linked to learning. Furthermore, in my prior work, we observed that children who used more of the robot's phrases in their stories (i.e., greater mirroring) also scored higher on the vocabulary recall test (Kory-Westlund et al., 2017b).

9.3.2.3 Behavior and Engagement

- The relational robot would be treated as a greater social other than the non-relational robot. I expected to see more courteous social behaviors such as saying goodbye like you would to a human, since (Reeves and Nass, 1996) found that in human-human encounters, we generally indicate intent and ask permission before leaving, but we don't say goodbye to computers when we're done using them. I expected to see more consideration of the robot as a social agent, including increased social gaze (Kennedy, Baxter, and Belpaeme, 2015; Kory-Westlund
et al., 2016a, 2017a; Serholt and Barendregt, 2016), more helping behaviors, less frustration when the robot made mistakes or did not hear the child correctly, and generally more understanding and acceptance of the robot overall (Chapter 8).

- Children would perform more entrainment and mimicry behaviors with the relational robot than with the non-relational robot. This might include using the robot's catchphrases, showing phrase matching during stories, and mirroring speech patterns and affect. People automatically and unconsciously mimic others with whom they have rapport in social situations (Chartrand and Baaren, 2009; Davis, 1982; Lakin et al., 2003); there is a strong connection between mimicry and synchrony of another and one's rapport and relationship with the other (Dijksterhuis, 2005; Dijksterhuis and Bargh, 2001; Wiltermuth and Heath, 2009). Furthermore, prior work has shown that adults mimic and entrain to robots and virtual agents in the same ways that they mimic people (Bell, Gustafson, and Heldner, 2003; Breazeal, 2002; Levitan et al., 2016; Lubold, 2017; Lubold, Walker, and Pon-Barry, 2016; Suzuki and Katagiri, 2007). Children tend to show similar mimicry of others (Chisholm and Strayer, 1995; Haviland and Lelwica, 1987). In my prior work, I have seen that children will mimic a peer-like robot, using the same phrases and words that a robot has used (Sections 8.3.1.4 and 5.6) (Kory-Westlund et al., 2017b); we have also seen greater curiosity, and changes in mindset in response to a robot's behaviors (Gordon, Breazeal, and Engel, 2015a; Park et al., 2017b).

- Children who play with the relational robot will express more positive affect, more laughter, more engagement, and fewer negative emotions than those who play with the non-relational robot. The results described earlier in Section 8.3 showed this pattern. Furthermore, people may laugh more when they are with others with whom they have greater familiarity (Manson et al., 2013); laughter is a very social phenomenon (Provine, 2001, 2012). We have also seen children show more positive affect when a robot personalizes its feedback to them (Gordon et al., 2016) and when the robot uses greater expressivity (Kory-Westlund et al., 2017b).

- Children who had greater rapport and/or a closer relationship with the robot would show more peer mirroring behaviors. As explained earlier, increased entrainment and mimicry behaviors are often related to higher rapport. Furthermore, during the Entrainment/Backstory study described in Chapter 8, I observed children perform more phrase matching and use more of the target vocabulary words when the robot had backstory and entrained its speech to theirs. I also saw a correlation between children's use of the words and how close they rated the robot to themselves. As such, I expected to see a similar pattern here.

In addition, I expected that children's age might affect their relationship with the robot or their language use, since children's relationships may form differently as they grow up and age is generally related to language ability.

Finally, because of differences in how girls and boys approach social relationships (Benenson, 2014; Benenson et al., 2018; Buhrmester and Furman, 1987; Gleason and Hohmann, 2006; Walker, Irving, and Berthelsen, 2002), and because we had previously seen some differences in girls' versus boys' ratings of how social and relational a robot was (Kory-Westlund et al., 2018), I also expected to see differences by gender—primarily that girls would act more socially and rate the robot as a greater social
and relational other. The impact of children's gender in the study is analyzed and discussed in Chapter 10.

9.3.3 Participants

We recruited 50 children (24 female, 26 male) aged 4–7 (M = 5.5, SD = 0.93) from four Boston-area schools to participate in the study. We recruited from multiple schools because it was not possible to recruit sufficient children from a single school. At each school, we invited all children in the classrooms of 4–7 year-olds to participate; however, two schools were preschool (4–5 years) only, and one school only allowed children in first grade (7 years) to participate. Children’s parents gave written informed consent prior to the start of the study, and all children were asked to assent to participate. The protocol was approved by the MIT Committee on the Use of Humans as Experimental Subjects. One girl declined to participate, and thus was withdrawn from the study, and is not counted below. One boy moved to another school early in the study and was thus withdrawn from the study after the first three sessions; we do examine his early data. There were 31 children from School A (not including the girl who did not participate), 5 children from School B (including the one boy who withdrew early), 6 children from School C, and 7 children from School D. In total, there were 10 four-year-olds, 10 five-year-olds, 24 six-year-olds, and 5 seven-year-olds. Given that this experiment took several months to conduct, some children had their birthdays during the study; we used their ages from the end of the study.

Participants were randomly assigned to the Relational or Not Relational conditions. Approximately half the children at each school were assigned to each condition. Initially, there were 12 girls and 13 boys assigned to each condition. However, after the one girl withdrew, there were 11 girls and 13 boys in the Relational condition (age M = 5.4, SD = 0.91), and 12 girls and 13 boys in the Not Relational condition (including the one boy who moved, age M = 5.6, SD = 0.97). Table 3 lists additional demographic information by condition; 33 children’s parents provided this extra information.

9.3.4 Procedure

Each child participated in a pretest session approximately one week before they first encountered the robot, eight sessions with the robot over a two-month period (approximately one session per week), and a posttest session that was approximately one week after their last session with the robot. Due to children’s school schedules and unpredictable events such as illnesses and other school absences, there was some variation in how frequently each child saw the robot. Additionally, children’s teachers were asked to fill out short questionnaires regarding children’s personalities and temperament, and parents were asked about general demographics. All study materials, including experimental protocols, questionnaires, and assessments, are available for download from figshare at 10.6084/m9.figshare.7627289. Additional materials, such as robot scripts and dialogue, are available upon request.

The pretest session included three activities: (1) a vocabulary assessment, (2) two questions from the Social Acceptance Questionnaire regarding children’s acceptance of other children and robots with disabilities, and (3) the Anomalous Picture Task with the experimenter. The latter two assessments were described in Section 7.2. The vocabulary assessment included 25 words that were present in stories all children
Table 3: Demographic information by condition.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Relational</th>
<th>Not Relational</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Age (SD)</td>
<td>5.4 (0.91)</td>
<td>5.6 (0.97)</td>
</tr>
<tr>
<td>Number of girls</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>Number of boys</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Asian</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Black or African American</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Mixed</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Not reported</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Language status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>English-dominant</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Other-dominant</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Not reported</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Income level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10k-$30k</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$30k-$50k</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$50k-$75k</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>$75k-$100k</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$100k-$150k</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Over $150k</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Not reported</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>Mother’s highest level of education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate / GED</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Some college or vocational school</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>College graduate</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Graduate or professional training</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Not reported</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>
heard from the robot, and 24 words that appeared in the other stories the robot told that were not necessarily heard by all children due to personalized story selection. The assessment tested receptive vocabulary only. For each word, children were shown a set of four picture and asked to point to the picture matching the target word.

We selected the two questions from the Social Acceptance Questionnaire that were most useful in prior work (Chapter 8), and asked each question about other children and about the robot. These questions were:

1. Would you like to be good friends with a kid/robot who can't hear well?
2. Would you like to be good friends with a kid/robot with special needs?

Each session with the robot followed the same general structure: (1) Pretest with the experimenter, if any; (2) Robot interaction, including a greeting and conversation, story activity, and closing; (3) posttest with the experimenter, if any. Not all sessions included pre- or post-assessments, and some assessment tasks occurred during interaction with the robot.

The greeting and closing included some small talk, which prior work has shown is important for establishing interpersonal relations in conversation, gathering information, building common ground, building reciprocal appreciation, and in general, establishing a sense of familiarity and trust (Bickmore and Cassell, 2005; Cassell and Bickmore, 2003).

The conversation tasks used by the robot varied by session. This variation was intentional to keep the interaction fresh and less predictable to the child. The tasks included the Self-disclosure Task (Kory-Westlund et al., 2018), the picture conversation task used in the Entrainment/Backstory study (Chapter 8), and questions about the child’s preferences (e.g., favorite color and favorite animal). The conversation was framed as a game whenever possible (e.g., a picture game for the picture conversation task), since I have observed that children have seemed most willing to engage with the robot when it engages them in play (more like a peer), rather than in conversation (more like an adult). The conversations allowed ample opportunity for the robot’s speech entrainment to occur in the Relational condition.

The story activity was based on the storytelling tasks used in prior work (Kory-Westlund et al., 2017b; Kory and Breazeal, 2014; Park et al., 2019) (also Chapter 8) and followed one of two patterns, depending on the session: (1) Story Retell: The robot will tell a story from a storybook, which will include target vocabulary words, and the child will be asked to retell the story; or (2) Create A Story: The robot will tell a story using a story scene, and then the child will be asked to make up a story of their own. After a session using a story retell, children were tested on the vocabulary from that story. Story retells are particularly useful for examining children’s phrase matching and target vocabulary use, as we have seen in prior studies (Kory-Westlund et al., 2017b; Park et al., 2019) (also Chapter 8). The story scenes allow children to be more creative in coming up with their own stories, which children previously have enjoyed (Kory and Breazeal, 2014).

The assessments used included: vocabulary tests (described above), Anomalous Picture Task with human experimenter and with robot, the Self-disclosure Task (Kory-Westlund et al., 2018), the Inclusion of Other in Self (IOS) task (Kory-Westlund et al., 2018), the Social Relational Interview (Kory-Westlund et al., 2018), the Narrative Description task (Kory-Westlund et al., 2018), the Picture Sorting Task, the Story Negotiation task, Judgment/safe space questions, the Robot Story Task, Memory and
Figure 34: Overview of what occurred during each study session and when each assessment was administered.

Figure 35: The study setup. The Tega robot was placed on a table with the tablet set to one side.
rapport questions, and empathy/helping tasks (such as the Extra Picture). Most of these assessments were described in Section 7.2; the specific empathy/helping tasks used are described below. Figure 34 lists when each assessment was administered.

The remaining assessments were implemented as scenarios during the robot interactions. The Story Negotiation Task occurred during the Create a Story activities. The outcome of the negotiation determined which story scene was used. The Robot Story Task occurred during two Create a Story sessions.

There were several activities that involved empathy for the robot or agreeing to help the robot. Included as part of the picture conversations in Sessions 2 and 6 was the same Extra Picture task that was used in the Entrainment/Backstory study (Chapter 8, described in Section 7.2), in which the robot asked whether children would be willing to help it practice by conversing about a third picture. In Session 2, children were asked to take a photo with the robot. The robot asked children in Sessions 3 and 7 whether they thought it was hard to play with a robot that wasn’t good at hearing. In Session 4, the robot asked children whether they thought having a robot friend was like having another child as a friend. Also in Session 4, the robot told children it was feeling sad because it couldn’t play as long that day, because its battery was low; I wanted to see whether children would express empathy in this case.

9.3.5 Robot Character

The robot was situated as a slightly older peer relative to the child, as in my prior work (Kory-Westlund et al., 2016a, 2017b; Kory and Breazeal, 2014). As in my recent Entrainment/Backstory study (Chapter 8), the backstory shared about the robot (both by the experimenter and reinforced by the robot itself) included that the robot was not so good at hearing, so it needed help and practice to get better. The experimenter pointed out that the robot’s ears “are hidden under all its fur, so it doesn’t always hear things right”—the child has to speak loudly and clearly to help the robot out. In both conditions, the robot disclosed that it’s not very good at listening, and sometimes hears things wrong and says the wrong things. This set up a plausible reason for any failures in the automatic speech recognition (ASR). It also situated the child as an expert relative to the robot in the domain of hearing and listening (which could reinforce the peer relationship), and set up one goal of the interaction: to help the robot practice listening and talking. In this way, the conversation games and storytelling activities could be framed as practice for the robot as well as playing. The story retells, in particular, were framed as practice—the robot wants help making sure it got the story right, so it asks the child to retell the story to check, and gets to practice listening at the same time.

In prior work (Kory-Westlund et al., 2016a, 2017a,b; Kory and Breazeal, 2014), the robot has started out as a very excited and animated character, and possibly a little intimidating in its enthusiasm. Thus, unlike these prior studies, the robot started out more shy, and over the first several sessions with the child, slowly became less shy. I expected that if the robot started out more hesitant, it might lead children to feel more comfortable initially. The robot’s backstory could be used to explain its behavior: Perhaps the robot is shy because it’s new to the school, and is afraid the child won’t like it because it isn’t always good at listening. Some prior work suggests that if a robot exhibits some weakness, such as being small, fragile, or not knowing everything, people may be more likely to collaborate with it (Nishiwaki et al., 2017).
9.3.6 Materials

A Mac Mini computer automatically ran the interaction control code and exposed a web interface on startup. The experimenter used a laptop to connect to the web interface in their browser, and used the buttons in the interface to start and stop the interaction with the robot. The experimenter also plugged two Logitech webcams into their laptop, which were used to record audio and video. One camera was set on the table to get a direct front view of the child’s face; the other was set on a tripod to the side to get a side view or bird’s-eye view. Figure 35 shows the area setup.

A Google Nexus 9 8.9-in tablet was used to show vocabulary assessments, all pictures during the conversation portion of each session, the storybooks, and story scenes. Touchscreen devices have successfully engaged children and robots in a variety of shared activities, including storytelling (Kory-Westlund et al., 2017b; Kory and Breazeal, 2014; Park, Coogle, and Howard, 2014). Custom software was used to display the pictures and stories during the robot interaction, which is open-source and available online under the MIT License at https://github.com/mitmedialab/SAR-opal-base/. The experimenter was instructed to set up the tablet on a tablet stand either horizontally or vertically at the start each session with the robot, so that the pictures and storybooks would consistently be shown at maximum size on the screen.

The robot used was Tega (described in detail in Section 2.6), a squash-and-stretch Android phone-based robot capable of expressive movement (Kory-Westlund et al., 2016c). The phone used was a Samsung Galaxy S7. An animated face was displayed on the phone’s screen; the phone’s microphone was used to capture audio. An additional camera was mounted in the robot’s forehead, which was used for some of the robot’s affect detection and affect mirroring behaviors. I recorded all of the robot’s speech. Each utterance was shifted to a higher pitch to make it sound more childlike. Speech is recorded by a human rather than using a text-to-speech voice in order to achieve a sufficiently expressive voice, since we have found in prior work that the voice’s expressiveness can impact children’s engagement and learning (Kory-Westlund et al., 2017b).

The robot operated completely autonomously, with the exception of a few very specific scenarios—e.g., the Story Negotiation Task. These specific scenarios were used as assessments of children’s relational behavior, and as such it was very important that the robot respond consistently to all children in reaction to the children’s choices in these scenarios. For example, during the Negotiation Task, the robot shows the child two pictures and asks the child which picture they want to tell stories about. The child could say any of a wide variety of phrases to indicate any of these categories of responses, and natural language understanding is currently not good enough to determine with high accuracy which category any given response may fall into. For this task to be valid and useful as an assessment, the robot needs to “hear” the child correctly in all cases. Thus, we had the experimenter listen to the children’s responses and press buttons in a web interface to indicate the response category (e.g., for the negotiation, i.e., no response, refusal to consider the robot’s suggestion, acquiescence to the robot’s choice, several different compromise outcomes). The experimenter’s input was only required to ensure the outcome of the scenario was recognized appropriately for all children.

I manually ran a script between sessions that generated a custom configuration file that was automatically loaded for each participant when a session began. This
Figure 36: The eight story scenes for the Create A Story activity.

script took the prior session’s log files as input, along with a separate configuration file that contained any special input from the experimenter (e.g., the child’s favorite color, whether the child had reported that they liked the story last session). The experimenter only had to select the appropriate participant ID number when starting the robot for a particular experimental session based on a mapping of children’s names to ID numbers, and then everything else was loaded automatically using the generated session configuration files.

Initially, automatic speech recognition (ASR) was performed online using the Google Cloud Speech API, with requests sent using audio collected from the robot’s microphone. However, due to highly unreliable Wi-Fi connections at several of the schools and highly unreliable ASR as a result, I switched to using a local, offline Google ASR app, which was run on one of the Samsung Galaxy S7 phones. The phone was placed on the table near the robot so that it would pick up the child’s speech through the phone’s microphone.
9.3.6.1 Stories

I selected stories from three corpuses for the robot to tell. First, the robot told several stories from existing picture books for the Story Retell activity, from a corpus developed for Park et al. (2019). I used the stories Baby Bird’s First Nest, Possum and the Peeper, Henry’s Happy Birthday, and Baby Duck’s New Friend. Each story had three levels with increasing levels of syntactic difficulty, such that an appropriate level could be selected for any given child. Each story had 5–7 target vocabulary words embedded in it, which the robot asked about and defined for the children when telling the stories. These stories were used in the sessions in which the child was asked to retell the story. These stories were long enough to provide sufficient material for a retell, and the pictures provided a useful prompt for the child during the retell.

Second, I used the set of 16 stories developed during my previous work (Kory-Westlund and Breazeal, 2015b; Kory and Breazeal, 2014). These stories are matched to single digital scenes (Figure 36) and each has two levels of difficulty. They each have three target vocabulary words embedded in them. These stories have a mean length of 274.5 words ($SD = 23.4$, $min = 229$, $max = 325$). These stories were used for the Create A Story activity.

Third, I selected a subset of 84 children’s stories from (Kory and Breazeal, 2014). These stories were created by children about the same digital scenes as the second story corpus. Including this set of stories allowed the robot to connect children to each other by sharing stories it had heard from other children. The criteria used to select this subset of stories were (a) a minimum length of 50 words and (b) being reasonably coherent. After minimal editing for coherency and grammar (e.g., sometimes a word was missing from a sentence due to errors in transcription), the 84 stories had a mean length of 145.2 words ($SD = 69.1$, $min = 54$, $max = 383$). There were 7–16 stories from each story scene ($M = 10.5$, $SD = 2.7$). The robot alternated telling these stories collected from children with the stories specifically for it in the Create A Story activity.
9.3.7 **Personalization and Robot Behavior**

In both conditions, children received story level personalization, as this relates to the personalization of curriculum and is independent of the robot. In the *Relational* condition, the relational robot personalized a variety of behaviors that reflected the relationship with the child and contributed to the formation and maintenance of rapport and a relationship with the child (Figure 37). I should acknowledge that there are many other relational behaviors that could be personalized, such as the robot's role and level (e.g., is it a teacher, tutor, peer, novice and how far ahead or behind of the child is the robot in its expertise?); different nonverbal behaviors and the robot's sensitivity to the child; personality (e.g., aspects of extraversion, openness, conscientiousness, and so forth); development of common ground in conversation; use of humor, politeness, or flattery; amount of self-disclosure; mirroring of language use in addition to mirroring nonverbals; adapting behaviors based on the model the robot forms of the relationship and how relationships progress over time; and much more. The behaviors below were what I selected for this initial study based on what was feasible and interesting to include in this particular robot in the timeframe available, with the goal of enabling the robot to appear as a peer-like social agent.

9.3.7.1 **Story Level**

Children in both the *Relational* and Not relational conditions received appropriately leveled stories from the robot. The story levels were determined prior to the start of the study, based on the results of an initial vocabulary pretest. Children who had higher scores were assigned higher story levels, while children who had lower scores were assigned lower story levels. Based on prior work with the story corpuses and the target vocabulary words, I expected that children would score above chance (12.3 of 49 words correct). In prior work, children scored a mean of 13.4 of 24 (median = 12.5, mode = 12) on the Create a Story corpus words and a mean of 9.5 of 25 (median = 9, mode = 8) on the Story Retell corpus words. Thus, I expected children's pretest scores to have a mean of approximately 23 of 49, median of approximately 21, and a mode of approximately 20. As a result, I decided to assign children easy stories (level 1 Create and level 1 Retell) if their pretest scores were less than 18, somewhat harder stories (level 2 Create and level 2 Retell) if their pretest scores were between 18 and 22, and hard stories (level 2 Create and level 3 Retell) if their pretest scores were above 22.

Based on children's pretest vocabulary scores, 12 children heard easy stories, 16 heard somewhat harder stories, and 21 heard the hardest stories.

9.3.7.2 **Story Content Personalization**

In both conditions, the storybooks used for the Story Retell activity were the same for all children. In the *Relational* condition, the stories told by the robot for the Create A Story activity were selected to be the most similar to the child's previous stories. This was accomplished by calculating the cosine similarity of the child's stories to each of the robot's stories, then selecting the story with the highest similarity score. The most similar stories were used because in prior work, children tended to use similar phrases, themes, concepts, and characters as the robot over time; this would approximate the robot mirroring the child back (Kory-Westlund et al., 2017b; Kory and Breazeal, 2014) (also Chapter 8 and Section 5.6).
Children in the Not Relational condition all heard the same set of pre-selected stories. Children in the Relational condition who did not tell any stories were also given these pre-selected stories. These stories were selected such that they were close to the mean story length, and were selected from seven different children storytellers in the corpus. The reason for selecting stories from different storytellers was to ensure children did not receive a set of stories that were all very similar to their own. Children's stories were expected to be most similar to the stories told by one or two specific storytellers in the corpus; thus, hearing stories from a variety of storytellers meant the children would likely hear multiple stories that were dissimilar to their own.

9.3-7.3 Shared Narrative

The relational robot referred back to events from previous sessions. In particular, the robot referenced prior conversations and stories (e.g., "Last time, we told a story about a baby bird. You said you liked it!"), prior negotiation tasks (e.g, "Last time, we did your choice."). and several key facts obtained about the child (e.g., "You said your favorite color was blue!"). The relational robot also used continuity behaviors, such as talking about what it did while away from the child (e.g., "Yesterday in the lab...").

The relational robot used the child’s name when it said hello and goodbye, as well as when asking key questions during the interaction (e.g., "Hey, [name], will you tell the story back to me?"). I recorded each child’s name after the pretest session so that the robot could play back the names at appropriate times during its speech. In addition, the relational robot periodically talked about its relationship with the child, e.g., "I didn’t have many friends before I came to your school to play. I like having friends like you."

The not-relational robot did not reference past events, use the child’s name, or talk explicitly about the relationship. It used more generic statements instead of personalized ones.

9.3-7.4 Relationship

The relational robot used a variety of prosocial, relationship-building and relationship maintenance actions that were intended to show that the robot was remembering and paying attention to the interactions it had with the child, and that what it remembered were impacting its actions. These actions included:

- The shared narrative behaviors mentioned above.
- The robot asked about the child’s favorite color. The experimenter records the color. The following session, the robot showed a picture of that color the tablet and said, e.g., "I remember you said your favorite color was blue, so I made the screen blue for you!"
- The robot asked about the child’s favorite animal, and the following session, told the child it remembered and that it found a picture of one to share. The robot also shared another picture in the final session.
- The robot used phrases indicating that it is paying attention to the child and wants to be friendly/helpful, such as, "I think you’ll really like this story, it’s about a kid like you!"
• The robot reinforced its backstory, saying again that it was new to the school, not so good at hearing, needed help and practice, and was trying hard to be a good friend.

9.3.7.5 Disclosure

In addition to the Self-Disclosure Task, which was included in the first and final (eighth) sessions, the relational robot prompted for disclosure from the child by asking questions about the child’s life, and disclosed information about itself each session. The disclosures were made were increasingly personal over time, based on the levels discussed in Rotenberg (Rotenberg, 1995): (1) information about the environment, people, and activities, e.g., “I have a box I go in to be carried places. And there are some other robots at my lab at MIT”; (2) personal preferences, e.g., “I like story games and word games, and I don’t eat people food because I’m a robot. I run on batteries and electricity!”; (3) good and bad things about oneself, such as good and bad aspects of one’s appearance, self, and actions, e.g., “Sometimes I still interrupt and don’t listen. I’m also afraid other kids think I’m weird because I can’t walk.” The Self-Disclosure Task used information that is good or bad about oneself; during the other sessions, the robot disclosed information from the other two levels. The not-relational prompted for disclosure, but did not follow-up with information about itself.

The prompts were: (S1) “I like stories. I think I’m good at telling stories because I try hard to tell nice stories. I also think my blue fluffy hair is cool. What about you? What things are good about you or what things you can do well?” and “But, did you know, sometimes I interrupt and don’t listen. I’m also afraid other kids think my fur looks weird. What about you? What things you are not so good at or what things you tried but didn’t go so well?” (S2) “Can you tell me things about your school or what your classroom looks like?”, (S3) “Can you tell me things about where you live or what your house looks like?”, (S4) “Can you tell me things such as how you go to school and things about your brothers and sisters or friends?”, (S5) “Can you tell me things such as what you do every morning and things about your mom and dad or your pets?”, (S6) “Can you tell me some of the things you like and don’t like, such as foods and games you like, and food and games you don’t like?”, (S7) “Can you tell me some more things you like and don’t like, such as things you like to do at home and at school, and things you don’t like to do at home or at school?”, (S8) “I like telling stories with you. It’s fun. I think I’m good at telling stories because I try hard to tell good stories. I also think my flappy wings are cool. What about you? What are things good about you or things you can do well?” and “But, did you know, sometimes I still interrupt and don’t listen. I’m also afraid other kids think I’m weird because I can’t walk. What about you? What things are you are not so good at, or things you tried but didn’t go so well?”

9.3.7.6 Speech Entrainment

The relational robot automatically adapted its speaking rate and pitch to be more similar to the child. The child’s speech was automatically collected via the robot’s microphone when it was the child’s turn to speak during the conversation. Using the same algorithms as in my prior work (Chapter 8), various features of the children’s speech were extracted and used to modify the robot’s recorded speech files. These modified audio files were then streamed to the robot for playback. The software used
is open-source and available online under a GNU General Public License v3.0 at https://github.com/mitmedialab/rr_audio_entrainer/

As before, all robot speech was sent through the audio entrainment module and streamed to the robot. In the Relational condition, all speech was entrained; for the Not Relational condition, processing still occurred, but the speech simply passed through and was not changed. The reason for this was to incur the same delay that results from entraining and streaming speech in both conditions (generally a latency of less than 2 seconds), and to allow us to record entrainment data regarding how similar the child’s speech was to the robot’s in both conditions.

9.3.7.7 Exuberance Entrainment

The relational robot also automatically adapted to the child’s exuberance—i.e., for quieter, less exuberant children, the robot used a different set of prompts, quieter/slower animations and sometimes fewer of them, and ramped up its volume and excitement more slowly over the course of a session. For louder, more exuberant children, the robot used more excited animations and was louder and more excited during the entire session. Exuberance was determined based on how often the child responded to the robot’s questions, response latency, and from features of the child’s speech, e.g., speaking rate, volume, and intensity. More exuberant children were expected to respond more often, need less prompting to speak, speak more quickly, and speak with greater intensity and volume.

For children in the Not Relational condition, the robot spoke at an average volume, and used some quieter/slower animations as well as some louder/excited animations; it did not favor one kind of animation over another.

9.3.7.8 Posture

The relational robot performed a lean in animation whenever the child was detected leaning in suddenly and performed a lean out animation whenever the child was detected leaning out suddenly (defined as moving more than 15 cm in the same direction in the span of about 3 seconds). These values were manually calibrated based on pilot data.

9.3.7.9 Lookat

The robot’s gaze behaviors were partly scripted and partly reactive to the interaction state and child’s behavior. In both conditions, the robot looked at the child whenever it was the child’s turn to speak.

For the relational robot, when the child was telling or retelling a story, the robot’s gaze focused primarily on the tablet, glancing over at the child every 5 +/- 0.5s and staying on the child for 2.5 +/- 0.5s. This interval was used previously in (Kory and Breazeal, 2014), based on pilot data collected for that study, and seemed to work reasonably well. In the robot’s interaction script, there were several key gaze behaviors scripted in, such as looking down to appear shy early in Session 1, or looking at the tablet when asking the child if they wanted to play a story game. The robot also glanced at the tablet for 2.5 +/- 0.5s every time something new appeared on the tablet (e.g., a picture was loaded during a task; a story was loaded), or when the story page was turned when the robot was telling a story.
For the not-relational robot, lookat commands were sent at approximately the same intervals as to the relational robot, but in randomly selected directions (e.g., at the tablet, at the user, to the left, to the right, up, down) instead of being directed in appropriate directions. Thus, when new things appeared on the tablet, the non-relational robot performed a lookat as well (but in a random direction); during the child’s story, the robot looked every 3.5+/−(-1.0, 2.0) seconds, thus performing lookats at the same general intervals as the relational robot, but in random directions. This allowed the not-relational robot to move and gaze just as much as the relational robot, but in a less contingent, reactive fashion.

9.3.7.10 Affect Mirroring

The relational robot responded to children's affect by mirroring back similar expressions, in the form of playing back appropriate animations. The robot mirrored only during conversations or listening, not when telling a story. It mirrored positive/negative valence, happiness/joy (including smiles and laughter), surprise, sadness, and thinking/puzzled expressions. In addition, if the robot detected that the child was not attending, it performed animations intended to recapture attention.

9.3.7.11 Backchanneling

In the Relational condition, backchanneling actions, such as "Uh huh!", smiles, nods, and other appropriate animations and speech, were sent at times indicated by the backchanneling module described in (Park et al., 2017a; Park et al., 2017c). Backchannel opportunities were detected during child speech and categorized into one of three groups that had different action sets associated with them, such as a long pause, or a short pause after a long period of speech. One action was randomly selected from the appropriate set. The robot’s backchanneling commands were sent directly to the robot when they were motion/animations. Speech backchannels (e.g., “uh huh,” “mmhm!”) were sent through the audio entrainer.

For the not-relational robot, backchanneling actions were sent randomly every 5.53+/−1.55, like in the prior work (Park et al., 2017a; Park et al., 2017c), randomly selected from a set of all possible backchannel actions instead of the actions curated for each backchannel opportunity type.

9.3.7.12 Fidgets

In both conditions, the robot performed fidget behaviors when it was idle. Fidget behaviors are commonly used in video games when characters are standing around being idle; they are usually activated after a couple seconds of idleness. Characters might stretch, shift their weight, or look around. The robot's fidget behaviors fell into two categories: physical fidgets and speech fidgets. The physical fidgets included animations for shifting the robot's weight and small wiggles. Physical fidgets were randomly selected from the list and played back at a random interval between the min and max interval times (500–1000 milliseconds) when the robot was idle and not speaking. The speech fidgets included speech sounds such as "um," "uh," "er," "hm," and some small wiggling actions. They were played back during idle time between when the robot finished listening to the child and was preparing to play audio and when the audio actually began to play. The latency was generally not large (infrequently less than 2 seconds), but sometimes ASR processing took more time (e.g., 3–5 seconds).
or streaming audio to the robot took more time because of wifi issues, and thus, the speech fidgets let the child know that the robot was “thinking” about what to say next.

9.3.8 Data

During each session, a video camera recorded audio and the front view of children’s faces. In some sessions, a second camera captured a bird’s-eye view of the interaction from the side. Children’s responses to the vocabulary tests were automatically recorded on the tablet. Children’s responses to all questionnaires and interview-based assessments, as well as children’s responses to key scenarios in the robot interaction (e.g., the negotiation task), were recorded on paper log sheets and later transferred to a spreadsheet.

9.3.9 Data Analysis

Forty-nine children did the Anomalous Picture Task pretest with a human experimenter (RR: 25, NR: 24); 46 did the posttest (RR: 23, NR: 23). With the robot, 48 children did the pretest (RR: 25, NR: 23) and 45 did the posttest (RR: 22, NR: 23). For each child, I counted the number of comments the child made during the task, the number of questions asked, and the number of times the child laughed. These were counted separately for the pretests and posttests with the human and with the robot. I also coded children’s gaze during the task to determine whether they looked at their interlocutor, at the pictures, or elsewhere.

For each story children were asked to tell or retell, we coded whether they told the story as 0 = no story, 1 = some story (e.g., 1-2 words), and 2 = story (e.g., at least one sentence). Children’s responses during the negotiation task were coded as 0 = refusal (do the child’s choice), 1 = acquiescence (allow the robot’s choice), or 2 = compromise (e.g., saying “let’s do both” or “do my choice first then yours”). This scale was used because compromises are more likely among friends, as they attempt to reach an equitable solution for all (Hartup et al., 1988).

Forty-nine children did the pretest Narrative Description task, but audio or video data was missing for several children, leaving a total of 44 children (RR: 21, NR: 23); 45 children did the posttest task (RR: 23, NR: 22). I used automated tools to count the number of words in each child’s response. Children’s responses were also coded based on the kind of information provided: a name (e.g., “Red”, “My friend Kimberly”), physical attributes (e.g., “red and blue”, “has white skin”), social or cognitive attributes (e.g., “is nice”, “is good at reading”), facts (e.g., “went to another school”, “has a toy train”, “is a boy”), and activities performed together (e.g., “read stories”, “play”, “sit together at lunch”).

Forty-six children did the Social Relational Interview (SRI) pretest (RR: 22, NR: 24); we administered the SRI to one additional child, but he was excluded from analysis because he did not understand the questions. Forty-seven children did the SRI posttest (RR: 24, NR: 23). Following the protocol described in (Kory-Westlund et al., 2018), children’s responses to the SRI were coded as 0 = robot does not care / not mind / is pretending, 1 = not sure, maybe, 2 = social (would be sad, would help, etc). Children’s justifications for their responses were transcribed and coded following the rubric described in (Kory-Westlund et al., 2018). This rubric categorized children’s justifications into eight categories: references to the robot’s feelings (e.g., “Red wants to have fun”, ...)
"likes telling stories"), references to attributes of the robot (e.g., "he’s too little", "just a robot", "she’s nice"), references to actions the robot took (e.g., “because Red said nice to meet you”, “because she read me a story”), references to the child/self (e.g., “because I’m nice”, “because I told her a story too”), references to actions taken by others (e.g., “someone was mean”, “so the kid can’t be sad”), references to the situation the robot is in (e.g., “because he doesn’t have any friends”, “because someone took the tablet”), references to consequences of the situation (e.g., “now Red can’t read the story”, “she won’t have anyone to play with”), and references to moral judgements or obligations (e.g., “that’s not nice”, “not what people do”, “because they are friends”).

Forty-eight children did the Inclusion of Other in Self (IOS) task pretest (RR: 24, NR: 24) and 43 did the posttest (RR: 21, NR: 22). Children’s selections of the circle-pairs presented in the task were recorded.

The Memory/Rapport questions were administered to 47 children after Session 4 (RR: 24, NR: 23) and to forty-three children after session 8 (RR: 21, NR: 22). The judgement and safe space questions were administered to children before session 3 (RR: 21, NR: 22) and to children after session 7 (RR: 21, NR: 22). The social acceptance questions were administered to children during the pretest session (RR: 21, NR: 22) and to children after session 7 (RR: 21, NR: 22). All of these questions were coded as $0$ = no, $1$ = maybe, and $2$ = yes. Because many children did not provide explanations for these responses for their responses to these sets of questions, their explanations were examined to make sense of the results, but were not coded for content.

Regarding the Picture Sorting Task, 49 children completed the task before Session 2 (RR: 25, NR: 24), and 47 completed it during the posttest session (RR: 24, NR: 23). I labeled children’s placement of each entity, with the human adult anchoring one end at position 1 and the table anchoring the other at position 10. I counted positions to determine the rank held by each entity. As before (Chapter 8), I also computed scores for the robot’s rank relative to the other entities, e.g., subtracting the human baby’s rank from the robot’s rank to obtain the robot’s rank relative to both the human baby and the anchors.

Following the procedure in (Kory-Westlund et al., 2018), children’s responses during each Self-Disclosure Task were coded for the type of information disclosed. There were five categories of information: physical skills (e.g., “standing on one foot,” “I can swim very well,” “I can swim very well”), fine motor skills (e.g., “I’m good at writing,” “I can draw a ball”), cognitive skills (e.g., “I read,” “I’m bad at math”), social skills (e.g., “I’m good at teaching,” “I don’t know how to share”), and not specific skills (e.g., “I’m not good at many things,” “I can do everything much better”). I also used software tools to count how many words children used in their responses during the Self Disclosure Tasks in Sessions 1 and 8, and during the disclosures during sessions 2–7. Because the questions asked by the robot in sessions 2–7 were relatively specific (Section 9.3.7.5), coding these would have required a different schema for each session. I deemed it sufficient to examine whether children responded at all, and the length of their responses (i.e., the amount of information disclosed).

I recorded what each child did during the goodbye with the robot each session, such as whether the child said anything or did anything. I coded these behaviors on a 3-point scale, with $0$ = no goodbye (e.g., staring at the robot, doing and saying nothing), $1$ = taking a small action (e.g., smiling, doing a small wave, or mimicking the robot’s yawn), and $2$ = saying something or doing a clear goodbye action (e.g., saying “Bye bye” or waving while saying “See you later”). I summed these scores across all
sessions to get an overall Goodbye score. I also summed the scores for the first four sessions and then for the second four sessions to look at the gross pattern over time.

For the empathy/helping tasks, such as whether children agreed to do the third picture in the picture conversation activity, whether children verbally expressed sentiment when the robot told them it was sad that morning, and when the robot asked whether it was hard to play with a robot that couldn’t hear well, I coded children’s responses as 0 = no / no response, 1 = maybe / don’t know / generic response (e.g., “why do you run on batteries?”), and 2 = yes / empathetic response (e.g., “awww!” and “that’s sad”).

I used Affdex, emotion expression measurement software from Affectiva, Inc., Boston, MA, USA (McDuff et al., 2016), to obtain measurements of children’s facial expressions from the recorded videos for each session. As described earlier (Chapter 8), Affdex can detect 15 facial expressions which are used to determine whether a face is displaying expressions typically associated with 9 different affective states. For each video frame, Affdex attempts to detect a face and if it does so, scores each affective state as well as the presence of each expression in the range 0 (no expression/affective state detected) to 100 (expression or state fully present); middle values represent an expression or state that is partially present. Affdex only recognizes outward expressions of affect, which does not imply detecting any underlying feelings.

From the 365 videos of children’s faces recorded during all sessions (some videos were missing), I analyzed affect data for 340 videos. For the remaining 25 videos, affect was detected in fewer than 20% of the video frames and were thus considered to have insufficient data for analysis. Missing data resulted from system failures such as children’s faces not being recognized by Affdex. I analyzed the same set of affective states and facial expressions as in the Entrainment/Backstory study (Chapter 8) (all detected from the face): joy, fear, sadness, surprise, contempt, disappointment, relaxation, engagement, valence, attention, laughter, and smiles.

Using software tools and the transcripts of children’s stories, I counted how many times each child used each of the target vocabulary words and each of the robot’s catchphrases in their stories. I summed all uses to get a total usage count. Because children did not all tell the same number of stories, I also divided this total by the number of stories the child actually told to get an estimate of usage per story. I identified an additional set of 7 keywords from each of the four Retell stories, which were uncommon words that generally appeared only once or twice in the story, such as “raccoon”, “vanilla”, and “whistle”. One word, “feather”, appeared in two stories, bringing this to a total of 27 additional keywords.

As in the Entrainment/Backstory study (Chapter 8), I analyzed children’s story retells in terms of length (word count), overall word usage, usage of target vocabulary words and of the additional keywords, and similarity of each child’s story to the corresponding robot story. I used the same automatic tools to obtain similarity scores using the same phrase and word matching algorithm, with the same parameters, as before.

The analyses reported below were planned comparisons based on my hypotheses unless otherwise indicated. Age is frequently included as a covariate because children’s relationships may form differently as they grow up, they may differ in how long it takes for them to feel comfortable in new situations, and they may differ in language ability or background. As such, I expected children’s age might affect how they responded to the robot and their language use. I also expected that children’s responses may vary as a result of gender because we have previously seen gender dif-
3.4 RESULTS

Each agent at S1 test (left) versus S8 test (right)

Figure 38: Children's overall Inclusion of the Other in Self responses from the Session 1 and Session 8 tests. A 1 indicates choosing the farthest apart circles, while a 7 indicates choosing the most closely overlapping circles.

ferences in children's relationship formation and relationship ratings (Kory-Westlund et al., 2018). As reported later in Chapter 10, I performed additional planned analyses where I included gender.

3.4 RESULTS

Thirty-nine of the 49 children successfully completed all 8 sessions with the robot. One of the youngest children was very shy and did not finish the first session; one was very distracted and declined to finish session 2; two were absent during administration of session 8; three failed to complete two sessions due to distraction and lack of interest; one child changed schools after completing two sessions; and one child declined to participate further after completing five sessions.

I divide the results below into three parts, each reflecting one of my hypothesis areas: (1) Relationship: I asked whether children who played with the relational robot would have greater rapport and a closer relationship than those who played with the non-relational robot; (2) Learning: I asked whether the robot's use of relational behaviors would increase children's learning, and whether children who felt closer to the robot would also learn more; and (3) Behavior and engagement: I asked whether children would show greater engagement, positive affect, and peer mirroring, and treat the robot as more of a social other with the relational robot.
Table 4: Children’s overall Inclusion of Other in Self responses by condition after Session 1 and after Session 8. A 1 indicates choosing the farthest apart circles, while a 7 indicates choosing the most closely overlapping circles. The MAD is the median absolute deviation (a similar measure to the inter-quartile range, but arguably more robust); “Md.” is “Median”; “Rg.” is “Range.”

<table>
<thead>
<tr>
<th>Entity</th>
<th>S1</th>
<th>Mean (SD)</th>
<th>Md.</th>
<th>Rg.</th>
<th>MAD</th>
<th>S8</th>
<th>Mean (SD)</th>
<th>Md.</th>
<th>Rg.</th>
<th>MAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bad Guy</td>
<td>All</td>
<td>2.52 (1.96)</td>
<td>1.5</td>
<td>1-7</td>
<td>0.74</td>
<td>1.63 (1.27)</td>
<td>1</td>
<td>1-7</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td>2.43 (1.70)</td>
<td>2</td>
<td>1-6</td>
<td>1.48</td>
<td>1.64 (1.50)</td>
<td>1</td>
<td>1-7</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>2.62 (2.25)</td>
<td>1</td>
<td>1-7</td>
<td>0</td>
<td>1.62 (1.02)</td>
<td>1</td>
<td>1-4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Parent</td>
<td>All</td>
<td>4.10 (1.94)</td>
<td>4</td>
<td>1-7</td>
<td>2.97</td>
<td>5.00 (2.04)</td>
<td>6</td>
<td>1-7</td>
<td>1.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td>4.46 (1.93)</td>
<td>4.45</td>
<td>1-7</td>
<td>2.22</td>
<td>5.09 (2.13)</td>
<td>6</td>
<td>1-7</td>
<td>1.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>3.75 (1.92)</td>
<td>3.5</td>
<td>1-7</td>
<td>2.22</td>
<td>4.91 (2.00)</td>
<td>4</td>
<td>1-7</td>
<td>2.97</td>
<td></td>
</tr>
<tr>
<td>Pet/Toy</td>
<td>All</td>
<td>4.30 (1.86)</td>
<td>4</td>
<td>1-7</td>
<td>1.48</td>
<td>4.82 (1.70)</td>
<td>5</td>
<td>1-7</td>
<td>1.48</td>
<td></td>
</tr>
<tr>
<td>RR</td>
<td>4.58 (1.74)</td>
<td>4.5</td>
<td>2-7</td>
<td>2.22</td>
<td>5.04 (1.61)</td>
<td>5</td>
<td>2-7</td>
<td>1.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>4.00 (1.98)</td>
<td>4</td>
<td>1-7</td>
<td>1.48</td>
<td>4.59 (1.79)</td>
<td>5</td>
<td>1-7</td>
<td>1.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friend</td>
<td>All</td>
<td>4.00 (2.32)</td>
<td>3</td>
<td>1-7</td>
<td>2.97</td>
<td>3.71 (2.21)</td>
<td>3</td>
<td>1-7</td>
<td>2.97</td>
<td></td>
</tr>
<tr>
<td>RR</td>
<td>3.70 (2.30)</td>
<td>3</td>
<td>1-7</td>
<td>2.97</td>
<td>3.43 (2.19)</td>
<td>3</td>
<td>1-7</td>
<td>2.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>4.00 (2.25)</td>
<td>3</td>
<td>1-7</td>
<td>2.97</td>
<td>4.29 (2.35)</td>
<td>4.5</td>
<td>1-7</td>
<td>3.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robot</td>
<td>All</td>
<td>3.77 (1.87)</td>
<td>3</td>
<td>1-7</td>
<td>1.48</td>
<td>3.98 (1.64)</td>
<td>4</td>
<td>1-7</td>
<td>1.48</td>
<td></td>
</tr>
<tr>
<td>RR</td>
<td>3.92 (1.86)</td>
<td>3</td>
<td>1-7</td>
<td>1.48</td>
<td>4.17 (1.75)</td>
<td>4</td>
<td>1-7</td>
<td>1.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>3.62 (1.91)</td>
<td>3</td>
<td>1-7</td>
<td>1.48</td>
<td>3.76 (1.51)</td>
<td>3</td>
<td>1-7</td>
<td>1.48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

9.4.1 Relationship

9.4.1.1 Inclusion of Other in Self Task

I performed a mixed analysis of variance with Condition (between: Relational vs. Not Relational), Time (within: test in S1 vs. test in S8), Agent (within: bad guy, best friend, parent, robot, pet/toy), with Age as a covariate. I observed a significant main effect of Agent, $F(4,389) = 23.7, p < 0.001$ and a significant interaction of Agent with Time, $F(4,389) = 4.20, p = 0.002$. Post-hoc tests with Tukey’s HSD revealed that the bad guy was rated significantly lower than all other agents at both the S1 test and the S8 test (see Table 4 and Figure 38). The parent was rated significantly higher than the robot and the friend at the S8 test, but not at the S1 test; children’s ratings of their parent increased over time though this was not statistically significant.

I also observed multiple intriguing trends that were not significant, but may be worth exploring in future work. First, older children tended to rate all agents more highly than younger children. There was a trend for children in the Relational condition to rate the robot more highly than the children in the Not Relational condition.

9.4.1.2 Social Relational Interview

Scores I performed mixed analyses of variance with Condition (between: Relational vs. Not Relational), and Time (within: test in S1 vs. posttest), with Age as a covariate
for the total score and then, to explore children’s responses further, for the individual questions. Where appropriate, I ran post-hoc tests with Tukey’s HSD. Table 5 shows children’s ratings by time and condition.

When examining the Social Relational Interview total score, I observed that older children rated the robot more highly than younger children, $F(3, 39) = 3.11, p = 0.037$. (Figure 39). There was a trend toward a main effect of time, $F(1, 42) = 2.62, p = 0.11$, with children’s score decreasing slightly from the S1 test to the posttest.

Next, I examined each Social Relational Interview question individually to better understand how children thought about the robot. These results were adjusted for multiple comparisons with the Bonferroni adjustment and considered significant if $p < 0.007$. Children were more likely to say that the robot would feel sad if another child was mean to it at the S1 test than at the posttest, $F(1, 43) = 4.76, p = 0.035$; so were older children, $F(3, 40) = 5.00, p = 0.005$. There was a trend for children in the Not Relational condition to be more likely to say that the robot would want to tell someone about a significant event than children in the Relational condition, $F(1, 39) = 3.59, p = 0.066$.

With regards to cheering up another child, there was a trend for children in the Not Relational to be more likely to say the robot would cheer up another child than children in the Relational condition, $F(1, 40) = 3.40, p = 0.073$. Nearly all children said the robot really did want to make friends. There was a trend for children in the Relational condition to be less likely to say the robot liked them at the S1 test than children in the Not Relational condition, $F(1, 42) = 3.78, p = 0.059$.

**Justifications** I examined children’s justifications for their responses. A mean of 26.7 ($SD = 3.82$) of the 46 children who did the Social Relational Interview pretest
provided justifications for each item (187 justifications total); a mean of 26.4 (SD = 3.69) of the 47 children who did the posttest did so (185 justifications total). A mean of 6.0 (SD = 2.52) children provided more than one justification type in their response at the pretest and a mean of 4.9 (SD = 0.90) children at the posttest. For example, one child referenced the situation, the robot's feelings, and consequences when explaining why she said the robot would be sad if it had no friends: "because she wants to know new things and if she doesn't have a friend she wouldn't hear new things." Table 6 shows the frequency of each justification type in children's responses by time.

A mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: test in S1 vs. posttest), and Justification type (within: the eight justification types coded for), with Age as a covariate, revealed a significant main effect of age, $F(3,44) = 4.52, p = 0.008$; and a significant interaction between justification type and time, $F(7,665) = 2.15, p = 0.037$.

Post-hoc tests revealed that the four-year-olds provided fewer justifications (total: $M = 2.50, SD = 3.78$; per question: $M = 0.28, SD = 0.89$) than the 6- and 7-year-olds (total: 5-year-olds: $M = 5.17, SD = 4.12$; 6-year-olds: $M = 5.33, SD = 3.20$; 7-year-olds: $M = 8.00, SD = 2.83$; per question: 5-year-olds: $M = 0.65, SD = 0.91$; 6-year-olds: $M = 0.65, SD = 1.00$; 7-year-olds: $M = 1.00, SD = 1.27$). With regards to justification types, some were used far more often than others; e.g., the robot's feelings and attributes were referenced more than moral judgments or actions the robot had taken. There was a trend for the robot's feelings to be referenced more often at the posttest than at the S1 test, but there were otherwise no differences in children's usage of individual justification types by time.

Children most commonly discussed the robot's feelings and the consequences of the situation. For example, one child thought the robot would be sad "because he would miss telling stories and looking at the pictures," while another said, "because he loves telling stories." Others said the robot wanted friends "because if he doesn't have friends he'll feel sad," and "so then he can play with them." The robot's feelings were mentioned most often with regards to why it might want friends, e.g., "so he doesn't feel lonely," and "cause he's sad if he doesn't have friends."

Attributes of the robot came up frequently when children explained why the robot might help another child, e.g., "because he's a good friend," and "because she's nice." These were related to children's mentions of morality, which often referenced what it meant to be a good friend and why that might influence how one acts, e.g., "because it's nice," "because then that's being kind to each other, just like friendship," and "because it's being a good friend."

Children discussed actions the robot had taken and also referenced themselves the most when explaining why the robot liked them, e.g., "because she tells nice stories and I say I like them," "because he plays with me a lot," and "because I'm so nice to him." The situation was often referenced when explaining why the robot might be sad or why the robot might share information, e.g., "because his story tablet got given away," "didn't have any friends to play with," "cause if something good happened like if he lost a tooth he would want to tell a friend." Other people were mentioned most often when explaining why the robot might cheer someone up or share information with someone, e.g., "so they can tell the teacher for help," and "because next time when he feels sad that guy will cheer him up."
Table 5: Descriptive statistics by time and condition for the Social Relational Interview. Scores on individual questions can range from 0–2, with 0 = robot does not care / not mind / is pretending, 1 = not sure, maybe, 2 = social/relational (would be sad, would help, etc); thus, the total score can range from 0–14. The questions were as follows. 1: “Let’s pretend another kid was mean to Red and took Red’s story tablet. Would Red feel sad or would Red not mind?”; 2: “Let’s pretend Red didn’t have any friends. Would Red not mind or would Red feel sad?”; 3: “Let’s pretend another kid needs help. Would Red try to help or would Red not care?”; 4: “Let’s pretend Red was really happy or really upset about something. Would Red not care about telling anyone, or would Red want to tell a friend?”; 5: “Let’s pretend another kid is sad. Would Red try to cheer them up or would Red not care?”; 6: “Does Red really want to make friends, or is Red just pretending?”; 7: “Does Red like you or is Red just pretending?”.

<table>
<thead>
<tr>
<th>Question</th>
<th>RR</th>
<th>NR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S1</td>
<td>Post</td>
</tr>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Sad if mean</td>
<td>1.82 (0.59)</td>
<td>1.50 (0.86)</td>
</tr>
<tr>
<td>Sad no friends</td>
<td>1.50 (0.80)</td>
<td>1.55 (0.74)</td>
</tr>
<tr>
<td>Help child</td>
<td>1.76 (0.62)</td>
<td>1.57 (0.75)</td>
</tr>
<tr>
<td>Share information</td>
<td>1.62 (0.74)</td>
<td>1.48 (0.75)</td>
</tr>
<tr>
<td>Cheer up child</td>
<td>1.77 (0.61)</td>
<td>1.68 (0.65)</td>
</tr>
<tr>
<td>Wants friends</td>
<td>1.64 (0.79)</td>
<td>1.64 (0.73)</td>
</tr>
<tr>
<td>Likes you</td>
<td>1.22 (0.86)</td>
<td>1.67 (0.66)</td>
</tr>
<tr>
<td>Total</td>
<td>11.5 (2.14)</td>
<td>11.3 (2.72)</td>
</tr>
</tbody>
</table>

Figure 40: Picture Sorting Task results at the S2 test and at the posttest.
Table 6: Frequency of justification types used by children to explain their Social Relational Interview responses at the pretest and posttest. Not all children provided a justification at each time, and some children used more than one type in their responses. Here, “Fe.” = Feelings; “At.” = “Attributes”; “Ac.” = “Actions”; “Se.” = “Self”; “Ot.” = “Others”; “Si.” = “Situation”; “Co.” = “Consequences”; “Mo.” = “Moral”; “No.” = “None.”

The questions were as follows. 1: “Let’s pretend another kid was mean to Red and took Red’s story tablet. Would Red feel sad or would Red not mind?”; 2: “Let’s pretend Red didn’t have any friends. Would Red not mind or would Red feel sad?”; 3: “Let’s pretend another kid needs help. Would Red try to help or would Red not care?”; 4: “Let’s pretend Red was really happy or really upset about something. Would Red not care about telling anyone, or would Red want to tell a friend?”; 5: “Let’s pretend another kid is sad. Would Red try to cheer them up or would Red not care?”; 6: “Does Red really want to make friends, or is Red just pretending?”; 7: “Does Red like you or is Red just pretending?”.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sad if mean</td>
<td>S1</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>6</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>13</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>Sad no friends</td>
<td>S1</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>9</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>9</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td>Help child</td>
<td>S1</td>
<td>4</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>11</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Share info</td>
<td>S1</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>6</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Cheer up</td>
<td>S1</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>10</td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Wants friends</td>
<td>S1</td>
<td>13</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>7</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>12</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Likes you</td>
<td>S1</td>
<td>3</td>
<td>3</td>
<td>8</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>5</td>
<td>3</td>
<td>7</td>
<td>11</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>S1</td>
<td>48</td>
<td>22</td>
<td>15</td>
<td>15</td>
<td>32</td>
<td>31</td>
<td>55</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>70</td>
<td>23</td>
<td>11</td>
<td>16</td>
<td>24</td>
<td>19</td>
<td>45</td>
<td>17</td>
</tr>
</tbody>
</table>
Figure 41: Children's responses to two Memory/Rapport questions by condition and time. Children responded to the question “Does Red remember you?” with a yes (coded as 2), maybe (1) or no (0). Responses to “How do you feel when Red makes mistakes?” were given on the smileyometer scale of 1 (very frowny) to 5 (very smiley).

9.4.1.3 Picture Sorting Task

At the S2 test, children placed the robot at a mean position of 6.17 (SD = 2.04); at the posttest, they placed the robot at a mean position of 6.02 (SD = 1.87) (Figure 40a). I performed mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: test in S1 vs. test in S8), Entity (within: robot, baby, cat, frog, teddy bear, movie robot, robot arm, computer), and Age as covariate for each entity's position, as well as for each entity's position relative to the robot. For entity positions, I observed a significant main effect of entity, $F(7, 656) = 45.9, p < 0.001$.

Post-hoc tests revealed that the baby was placed significantly closer to the human adult than all other entities. The cat was placed significantly closer to the human adult than all entities except the baby. The Tega robot was significantly closer to the human adult than the computer, and farther from the adult than the baby and the cat, but was otherwise not placed at a significantly different position from any other entity. The computer was placed significantly closer to the table (and farther from the human adult) than all entities except the robot arm and the teddy bear. Finally, the frog was placed closer to the human adult than the robot arm.

There was a trend for an interaction of entity with condition, suggesting that children in the Relational condition may have placed the Tega robot and baby closer to the human, and the teddy bear and computer farther, than children in the Not Relational condition.

Regarding the distance of each entity relative to the Tega robot, I observed a main effect of entity, $F(6, 568) = 45.9, p < 0.001$. The baby and cat were both placed farther from Tega, and closer to the human adult than Tega was, than all other entities (Figure 40b). The computer was farther from Tega than the frog and movie robot were (as well as farther from the human adult). There was a trend for an effect of condition, suggesting that in the Relational condition, the cat, frog, and movie robot were closer to Tega, and the computer and teddy bear were farther, than in the Not Relational condition.
9.4 RESULTS

9.4.1.4 Memory/Rapport Questions

I ran mixed analyses of variance with Condition (between: Relational vs. Not Relational), and Time (within: questions at S4 vs. S8), with Age as a covariate. For the question, “Does Red remember you?”, I observed a trend toward a main effect of condition, $F(1, 38) = 3.71, p = 0.061$. Children in the Not Relational condition were less likely to say they thought the robot remembered them, but children in the Relational condition were fairly confident that the robot remembered them (Figure 41a). About half the children provided an explanation for their response. Children in the Relational condition were more likely to state that the robot remembered them because it knew their names, e.g., “Because she said my name and she remembers I told a story to her last time.” In the Not Relational condition, children’s reasons more often involved playing together, e.g., “I see him all the time.”

There were no significant differences for the questions “How much do you like Red?”, “Does Red make mistakes?”, or the follow-up, “How do you feel if Red makes mistakes?” There was a trend for children in the Relational condition to feel more positively if the robot made a mistake ($M = 3.28$ of $5$, $SD = 1.30$) compared to children in the Not Relational condition ($M = 2.71$, $SD = 1.25$), $F(1,32) = 3.10, p = 0.088$ (Figure 41b).

9.4.1.5 Narrative Description

During the S2 test, 40 children described their best friend and 34 children described the robot. At the posttest, 42 children described their friend and 36 children described the robot. At the S2 test, children’s descriptions of their friends were a mean of 20.1 words ($SD = 22.0$; sentences: $M = 2.91$, $SD = 2.03$), and of the robot were a mean of 16.6 words ($SD = 16.1$; sentences: $M = 1.89$, $SD = 1.51$). At the posttest, children’s descriptions of their friends were a mean of 20.5 words ($SD = 17.3$; sentences: $M = 3.44$, $SD = 2.25$), and of the robot were a mean of 15.2 words ($SD = 15.7$; sentences: $M = 2.13$, $SD = 1.59$).
Description types used in the Narrative Description task

![Box plot showing mean descriptions used by friend and robot in different conditions.](image)

**Figure 43:** The number of different kinds of descriptions children used (name, facts, social qualities, physical attributes, activities) during the Narrative Description task.

Table 7: Frequency of descriptions used by children in the Narrative Description task at the pretest and posttest. Not all children provided a description at each time. Here, “Cond.” = “Condition.”

<table>
<thead>
<tr>
<th>Agent</th>
<th>Cond.</th>
<th>Time</th>
<th>Name</th>
<th>Facts</th>
<th>Social</th>
<th>Physical</th>
<th>Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>RR</td>
<td>S2</td>
<td>12</td>
<td>15</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Post</td>
<td>12</td>
<td>17</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Friend</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>S2</td>
<td>14</td>
<td>18</td>
<td>6</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Post</td>
<td>14</td>
<td>15</td>
<td>5</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Robot</td>
<td>RR</td>
<td>S2</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Post</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>S2</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Post</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>6</td>
</tr>
</tbody>
</table>
For word count, a mixed analysis of variance with Condition (between: Relational vs. Not Relational), Time (within: S2 test vs. Posttest), Agent (within: Friend vs. Robot), and Age as a covariate, revealed main effects of agent, $F(1, 114) = 10.1$, $p = 0.002$, and condition, $F(1, 35) = 4.45$, $p = 0.042$ (Figure 42a). Post-hoc tests revealed that children described their friends at greater length ($M = 21.8$, $SD = 20.0$) than they did the robot ($M = 16.7$, $SD = 15.9$), and children in the Not Relational condition used more words ($M = 23.7$, $SD = 20.9$) than children in the Relational condition ($M = 14.4$, $SD = 13.1$).

For sentence count, I observed a main effect of agent, $F(1, 114) = 24.0$, $p < 0.001$ (Figure 42b). Children used more sentences when describing their friend ($M = 3.38$, $SD = 2.15$) than when describing the robot ($M = 2.15$, $SD = 1.52$).

Children's descriptions of their best friends most often included their friend's name and a fact, such as whether their friend was a boy or a girl (Table 7). This is because the protocol included prompting children to provide a name and/or gender for their friend as a way of helping them start their description. In addition, children frequently described activities they performed with their friends, e.g., "He likes to play with me. He sits with me at lunch," and "Sometimes we fight. Then we become friends. And then at night I get frustrated with her again. Then in the morning we're like hey what's up dude." They occasionally described social/cognitive features, such as "She likes reading. She likes singing. She likes playing," and "Nice. And happy. And excited. And sometimes shy. And sometimes angry. And frustrated." More rarely, children mentioned physical characteristics, e.g., "She has long hair and peach skin".

Children more commonly described the robot's physical characteristics as well as other facts, e.g., "It's red and blue," and "It's hard for Red to hear. That he has blue hair." Children often mentioned facts about the robot's hearing and sleeping, such as, "That Red can't hear very well because his ears are inside his fur and his ears are all the way inside his fur where you can't see. And you have to say ice cream to wake him up," and "He loves telling stories. He is pretty bad at hearing. So that's why he always likes to practice. And he's asleep right now. That's it." They also talked about activities performed with the robot, usually about the storytelling and conversations, e.g., "Red reads me books and he shows me pictures and he talks to me," and "She talks a lot. And she likes to tell stories."

I summed the number of different kinds of descriptions each child used (name, facts, social qualities, physical attributes, activities). I ran a similar analysis of variance as before; I observed main effects of agent, $F(1, 114) = 5.03$, $p = 0.027$; condition, $F(1, 35) = 5.83$, $p = 0.021$; and age, $F(3, 35) = 5.23$, $p = 0.004$ (Figure 43). Children used more kinds of descriptions when talking about their friend ($M = 1.89$, $SD = 0.90$) than about the robot ($M = 1.56$, $SD = 1.09$). Children in the Not Relational condition used more kinds of descriptions ($M = 1.93$, $SD = 0.99$) than children in the Relational condition ($M = 1.50$, $SD = 0.99$). Four-year-olds used fewer descriptions ($M = 0.92$, $SD = 0.93$) than all older kids (5-year-olds: $M = 1.89$, $SD = 0.74$; 6-year-olds: $M = 1.81$, $SD = 1.03$; 7-year-olds: $M = 2.25$, $SD = 0.75$).

### 9.4.1.6 Targeted Self-Disclosure Task

During the S1 Self-Disclosure Task (SDT), 39 children (of 47) spoke after one or both of the robot's prompts, with 32 disclosing information. During the S8 SDT, 30 children (of 45) spoke after one or both of the robot's prompts, with 19 disclosing information. For the disclosures in Sessions 2–7, a mean of 32.5 children ($SD = 4.4$) spoke after the
Figure 44: In the Self-disclosure Task, girls generally gave longer answers than boys in S8 to both the robot's prompts.
Figure 45: Children's disclosures during Sessions 2-7 followed the pattern as the Self-disclosure Task in S1 and S8.
Table 8: Mean and standard deviation for the word and sentence counts for children’s Session 1 and Session 8 disclosures by condition, gender, and time.

<table>
<thead>
<tr>
<th>Time</th>
<th>Gender</th>
<th>Condition</th>
<th>Disclosure</th>
<th>Words</th>
<th>Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Girls</td>
<td>RR</td>
<td>1</td>
<td>4.50 (4.17)</td>
<td>1.10 (0.88)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>4.70 (3.43)</td>
<td>1.20 (1.14)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1</td>
<td>4.73 (5.90)</td>
<td>1.00 (1.10)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>5.55 (6.27)</td>
<td>1.09 (0.70)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>1</td>
<td>5.36 (6.15)</td>
<td>1.09 (0.94)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>5.82 (6.88)</td>
<td>0.91 (1.04)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1</td>
<td>7.83 (7.43)</td>
<td>1.17 (0.83)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>5.83 (5.02)</td>
<td>0.83 (0.58)</td>
</tr>
<tr>
<td>S8</td>
<td>Girls</td>
<td>RR</td>
<td>1</td>
<td>9.70 (15.7)</td>
<td>0.90 (1.10)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>7.70 (8.73)</td>
<td>0.90 (0.74)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1</td>
<td>7.45 (7.47)</td>
<td>1.18 (1.25)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>10.6 (13.4)</td>
<td>1.18 (0.75)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>1</td>
<td>2.82 (3.68)</td>
<td>0.73 (1.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>3.73 (7.24)</td>
<td>0.45 (0.82)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1</td>
<td>8.00 (9.30)</td>
<td>1.25 (1.14)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>3.33 (4.60)</td>
<td>0.83 (0.94)</td>
</tr>
</tbody>
</table>

When prompted to disclose what they were good or bad at during S1 and S8, children frequently disclosed physical and fine motor skills, e.g., “I can draw well,” “Reading, running, and building,” “Doing cartwheels,” and “I’m good at reading. I’m good at making paper airplanes.” Table 10 lists the types of disclosures made in S1 and S8. A surprising number gave non-specific information, such as, “I’m good at everything,” and “Many things.” During the other sessions, children responded to the robot’s prompts with relevant information. For example, in S2 when asked about their school and classroom, children often listed things in their classrooms, e.g., “My classroom is big and has a lot of toys and I liked the teachers.” and “We have a white floor, a rainbow rug, a green rug, a bookshelf, book boxes, supply boxes...”. In S3, when asked about where they live and their house, children often described the color of their houses or named the city they lived in, e.g., “My house is the color green. And I live on [street name] street,” “My house is whitish-grayish,” and “I live in [city name]”. In S4, when asked about how they go to school and things about their siblings, children usually corrected the robot if they had no siblings, and explained whether they drove, took the bus, or walked to school, e.g., “I go to school by car;” and “I go to school at the school bus, and I don’t have a sister, I just have two brothers.” In S5, the robot asked about what children did in the morning and about their parents and pets; children corrected the robot if they had no pet, and told the robot about their morning routines, e.g., “I don’t have any pets. And my mom’s taller than my dad,” and “Um, I get dressed and I play. I eat breakfast, I feed my dog, and then I go to school.” In
Table 9: Mean and standard deviation for the word and sentence counts for children's Session2-7 disclosures by condition, gender, and time.

<table>
<thead>
<tr>
<th>Time</th>
<th>Gender</th>
<th>Condition</th>
<th>Disclosure</th>
<th>Words</th>
<th>Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2</td>
<td>Girls</td>
<td>RR</td>
<td></td>
<td>11.6 (12.8)</td>
<td>1.18 (0.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>12.0 (10.5)</td>
<td>1.00 (1.10)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td></td>
<td>7.42 (8.31)</td>
<td>0.92 (0.79)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>10.9 (11.4)</td>
<td>1.08 (1.16)</td>
</tr>
<tr>
<td>S3</td>
<td>Girls</td>
<td>RR</td>
<td></td>
<td>11.1 (8.10)</td>
<td>1.55 (0.93)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>8.73 (6.97)</td>
<td>1.09 (0.70)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td></td>
<td>4.58 (5.93)</td>
<td>1.17 (1.47)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>13.9 (8.67)</td>
<td>1.67 (1.23)</td>
</tr>
<tr>
<td>S4</td>
<td>Girls</td>
<td>RR</td>
<td></td>
<td>17.6 (15.5)</td>
<td>1.55 (1.04)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>9.82 (8.7)</td>
<td>1.00 (0.63)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td></td>
<td>6.42 (9.69)</td>
<td>0.83 (1.19)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>11.8 (12.2)</td>
<td>1.25 (0.75)</td>
</tr>
<tr>
<td>S5</td>
<td>Girls</td>
<td>RR</td>
<td></td>
<td>12.5 (17.1)</td>
<td>0.91 (1.04)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>13.0 (11.2)</td>
<td>1.09 (0.70)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td></td>
<td>5.75 (8.52)</td>
<td>0.67 (0.98)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>8.67 (9.30)</td>
<td>1.00 (0.85)</td>
</tr>
<tr>
<td>S6</td>
<td>Girls</td>
<td>RR</td>
<td></td>
<td>15.0 (12.2)</td>
<td>1.45 (1.04)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>7.55 (6.04)</td>
<td>1.00 (0.63)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td></td>
<td>7.83 (14.2)</td>
<td>0.83 (1.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>7.58 (8.10)</td>
<td>1.08 (1.00)</td>
</tr>
<tr>
<td>S7</td>
<td>Girls</td>
<td>RR</td>
<td></td>
<td>10.0 (11.9)</td>
<td>0.73 (0.79)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>5.91 (5.24)</td>
<td>0.82 (0.75)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td></td>
<td>9.08 (10.1)</td>
<td>0.92 (1.00)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>5.42 (7.45)</td>
<td>0.75 (1.06)</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>1</td>
<td>8</td>
<td>11</td>
<td>3</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>S8</td>
<td>1</td>
<td>4</td>
<td>9</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>
S6, children were asked about their preferences, such as about food and games; they responded appropriately, e.g., “I hate hot sauce. That’s all I can remember,” and “I like Mario Kart. I like... I like Minecraft.” In S7, the robot asked about what children liked to do at home or school. Children described activities they liked, e.g., “I like reading at school. And at home.” and “Well, at school I like to draw but I don’t like to play with the dinosaurs.”

I performed mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: either S1 vs. S8, or S2-7), and Age as a covariate. There was a main effect of Age with regards to the number of sentences children spoke for both the robot’s first prompt, $F(3,39) = 4.23, p = 0.011$; and the robot’s second prompt, $F(3,39) = 3.37, p = 0.028$. There was a trend for four-year-olds to use fewer words in response to the first prompt, especially related to five-year-olds, $F(3,39) = 2.65, p = 0.062$. Four-year-olds used fewer sentences than 5-year-olds; 6- and 7-year-olds did not differ significantly (Figures 44a, 44b, 44c, and 44d).

I did not observe any significant differences between groups for the number of words in children’s disclosures in sessions 2-7, though I did observe trends for a main effect of age, $F(5,220) = 1.97, p = 0.084$; and an interaction of condition with time, $F(3,41) = 2.50, p = 0.073$ (Figure 45a). Four-year-olds and 6-year-olds used fewer words and sentences. In the earlier sessions, children in the Not Relational condition tended to use more words, while in later sessions, children in the Relational condition used more words. There was a significant main effect of time on the number of sentences children used, $F(5,220) = 2.62, p = 0.025$. Children’s responses in S7 were significantly shorter than their responses in S3 (Figure 45b).

9.4.1.7 Social Acceptance Questions

I performed mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: pretest vs. post-S7 test), and Age as a covariate. With regards to the sum score of the four Social Acceptance questions, I observed a significant interaction of condition with time, $F(1,43) = 4.16, p = 0.048$. Children in the Relational condition increased their ratings from the pretest to the S7 test, while children in the Not Relational condition slightly decreased their ratings (see Figure 46).

I examined the two questions that asked about children versus the two questions that asked about a robot separately in order to better understand children’s responses. In both cases, there was a trend toward an interaction of condition with time that followed the same pattern as above (see Figures 46b and 46c).

9.4.2 Learning

9.4.2.1 Target Vocabulary Word Identification

Children’s mean score on the vocabulary pretest was 21.1 of 49 (44.3% correct; $SD = 6.30$; median = 21.5, mode = 22, min = 7, max = 36). Looking at the vocabulary words presented in the Retell stories only (since children did not all hear the same Create stories), children’s mean score on the pretest was 36.7% ($SD = 11.7%$). On average, children scored a mean of 52.4% ($SD = 17.5%$) on the immediate vocabulary tests at the end of each Retell session. For the delayed posttest scores, I adjusted children’s scores to reflect which stories and thus which vocabulary words children actually heard, removing the words that they did not hear from their test scores (e.g., if they had missed one session). Children scored a mean of 48.7% ($SD = 20.6%$) on the Retell
Figure 46: Children in the *Relational* condition increased their Social Acceptance ratings from the pretest to the S7 test, while children in the *Not Relational* condition slightly decreased their ratings. The questions were, “Would you like to be good friends with a kid/robot who can’t hear well?” and “Would you like to be good friends with a kid/robot with special needs?” Children responded with a *yes* (coded as 2), *maybe* (1) or *no* (0) to each question.
Figure 47: Children's vocabulary scores were higher at the posttests than at the pretest, and this did not differ by condition. Older children generally scored higher than younger children.
words at the delayed posttest and a mean of 50.7% (SD = 20.0%) on the full vocabulary posttest.

An analysis of variance on children’s full vocabulary scores with Condition (between: Relationa l vs. Not Relational), Time (Pretest vs. Posttest) and Age as a covariate revealed a main effect of time, \( F(1,27) = 12.0, p = 0.002 \). Children’s scores were higher at the posttest than at the pretest (Figure 47a). An analysis of variance on children’s Retell-only vocabulary scores with Condition (between: Relationa l vs. Not Relational), Time (Pretest vs. Immediate Posttest vs. Delayed Posttest) and Age as a covariate also revealed a main effect of time, \( F(2, 56) = 20.0, p < 0.001 \). Children’s scores at both the immediate posttest and the delayed posttest were significantly higher than their scores at the pretest (Figure 47b).

For both the above analyses, there were trends toward main effects of age (Figures 47c and 47d). Children’s full pretest and posttest vocabulary scores correlated with age, pre: \( r_{48} = 0.469, p < 0.001 \); post: \( r_{37} = 0.524, p < 0.001 \) (Figure 48); as did their retell-only scores, pre: \( r_{48} = 0.354, p = 0.014 \), post: \( r_{49} = 0.335, p = 0.019 \), delayed post: \( r_{37} = 0.477, p = 0.006 \).

9.4.2.2 Stories

Forty-eight children told at least one story each. Broken down by session, 37 children told a story in Session 1, 26 in Session 2, 30 in Session 3, 33 in Session 4, 33 in Session 5, 22 in Session 6, 22 in Session 7, 28 in Session 8, and 39 told stories at the posttest. After coding for whether children told no story, a couple words of a story, or a full story, I performed an analysis of variance with Condition (between: Relationa l vs. Not Relational) and Age as a covariate, revealing no significant differences in how many stories children told.
Figure 49: Older children used more of the robot's keywords and phrases than younger children.
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Correlation

\[ r = 0.485 \]

Figure 50: Children who correctly identified the target words at the posttest were more likely to use them in their stories.

9.4.2.3 Target Vocabulary Word Use

I performed analyses of variance with Condition (between: Relational vs. Not Relational) and Age as a covariate. There were no significant differences in children’s total use of the target vocabulary words or the robot’s catchphrases. However, there was a trend for older children to use more keywords and phrases than younger children \( F(3,44) = 2.16, p = 0.11 \) (Figure 49a). There were also no differences in children’s use of total keywords divided by stories told (i.e., the estimate of words and phrases used per story) (Figure 49b).

There was a significant main effect of age on the number of additional keywords used (i.e., the additional words identified post-hoc as keywords in the stories), \( F(3,44) = 5.56, p = 0.003 \). Four-year-olds used significantly fewer keywords than older children (Figure 49c). Looking at the use of these additional keywords adjusted for the number of stories actually told (i.e., the estimate of words used per story), a similar pattern was revealed, with older children using more keywords than younger children, \( F(3,44) = 5.03, p = 0.004 \) (Figure 49d).

I also observed that children who correctly identified the target words were more likely to use them in their stories, with correlations between target word usage and the full vocabulary posttest, \( r_{37} = 0.485, p = 0.002 \); as well as the Retell-only immediate posttest, \( r_{47} = 0.431, p = 0.002 \); and Retell-only delayed posttest, \( r_{37} = 0.447, p = 0.006 \) (Figure 50).

9.4.2.4 Story Length

Length Overall, children’s stories were a mean length of 143.8 words (SD = 73.5). Divided by story type, children’s Retell stories were a mean length of 191.6 words (SD = 87.0). Their Create stories were a mean of 63.3 words (SD = 52.7). Children used a
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Mean story length by Age

(a) Age.

Mean story length by Condition

(b) Condition.

Figure 51: Older children told longer stories than younger children. Children in the Not Relational Condition told longer stories than children in the Relational condition.

Results by Age

Results by Condition

The mean of 49.4 (SD = 22.1) unique words in their stories (Retell: M = 69.2, SD = 26.8; Create: M = 27.0, SD = 18.2). The robot used a mean of 190.9 unique words (SD = 46.6; Retell: M = 266.3, SD = 13.4; Create: M = 86.7, SD = 17.4). The variation in the robot’s stories is due to the story leveling and the fact that the story corpuses differed in mean story length.

An analysis of variance with Condition (between: Relational vs. Not Relational) and Age as a covariate revealed main effects of condition, F(1, 43) = 4.72, p = 0.035, and of age, F(3, 43) = 10.4, p < 0.001; on the mean length of children’s stories. Post-hoc tests revealed that 4-year-olds told far shorter stories (M = 82.7 words, SD = 59.6) than all older children. The 7-year-olds (M = 255.1, SD = 80.8) also told significantly longer stories than the 6-year-olds (M = 140.5, SD = 57.1), and trended toward longer stories than the 5-year-olds as well (M = 158.6, SD = 48.8) (Figure 51a). Children in the Not Relational Condition told longer stories than children in the Relational condition (Figure 51b).

A similar pattern held when examining only children’s Retell stories, with a main effect of age, F(3, 41) = 8.66, p = <. Children’s Create stories were more mixed; there was a trend toward a main effect of age and no difference by condition.

Regarding the number of unique words used, I observed a main effect of age, F(3, 44) = 7.90, p < 0.001 Seven-year-olds used significantly more unique words (M = 81.5, SD = 22.7) than all younger children (4-year-olds: M = 32.6, SD = 19.2; 5-year-olds: M = 49.9, SD = 19.5; 6-year-olds: M = 49.6, SD = 17.1) (Figure 52). There was also a trend for children in the Not Relational condition to use more unique words than children in the Relational condition, F(1, 44) = 3.58, p = 0.065.

When examining unique word use in only children’s Retell stories, I observed a main effects of age, F(3, 41) = 8.09, p < 0.001. Again, 7-year-olds used significantly more unique words than younger children. There were no significant differences when examining only children’s Create stories.
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Mean unique words per story by Age

Results by Age

Figure 52: Seven-year-olds used more unique words than all younger children.

9.4.3 Behavior and Engagement

9.4.3.1 Liking the Robot’s Stories

In each session, the majority of children reported liking the robot’s stories (S1: 43 liked it, 2 did not; S2: 46 liked it, 1 liked it a little, 2 did not; S3: 45 liked it, 1 was not sure, 2 did not; S4: 44 liked, 2 did not; S5: 42 liked, 1 was not sure, 3 did not; S6: 42 liked it, 1 liked it a little, 3 did not; S7: 40 liked it, 1 liked it a little, 3 did not; S8: 41 liked it, 1 did not). There were no differences between groups in children’s reported liking of the stories.

9.4.3.2 Mirroring the Robot’s Stories

Phrase matching I performed analyses of variance with Condition (between: Relational vs. Not Relational), and Age as a covariate. I observed a significant main effect of age, $F(3,44) = 3.02, p = 0.040$, with 7-year-olds using more exactly matching phrases than 4-year-olds (Figure 53a). When examining the use of exactly matching phrases, adjusted for the number of stories each child actually told, I saw the same pattern, $F(3,44) = 6.22, p = 0.001$ (Figure 53b). Seven-year-olds ($M = 9.54, SD = 5.14$) matched more than 6-year-olds ($M = 4.72, SD = 2.7$), 5-year-olds ($M = 4.23, SD = 3.36$), and 4-year-olds ($M = 1.9, SD = 3.17$).

I observed a main effect of age, $F(3,44) = 4.34, p = 0.009$, on children’s use of similar matching phrases. Seven-year-olds matched more phrases than all younger children (Figure 53c). When looking at children’s total use of similar matching phrases adjusted for the number of stories each child told, there was a main effect of age, $F(3,44) = 6.82$, $p < 0.001$. Seven-year-olds ($M = 50.6, SD = 21.8$), six-year-olds ($M = 32.7, SD = 18.0$), and
Figure 53: Older children emulated the robot's phrases more than younger children.
Figure 54: Children who used more exactly matching phrases used more similar phrases. Older children matched more, as did children who told more stories.
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Figure 55: Older children's stories were more similar to the robot's stories.

and five-year-olds ($M = 34.6, SD = 17.9$) all used more similar matching phrases per story than four-year-olds ($M = 9.89, SD = 14.5$) (Figure 53d).

Children who used more exactly matching phrases also used more similar matching phrases, as indicated by a Spearman's rank-order correlation, $r_{s47} = 0.923$, $p < 0.001$ (Figure 54a). When adjusted for number of stories told, the correlation was only slightly less strong, $r_{s47} = 0.865$, $p < 0.001$ (Figure 54b). Older children were more likely to use more matching phrases in total when adjusted for the number of stories told, exact $r_{s47} = 0.487$, $p < 0.001$ (Figure 54c); similar $r_{s47} = 0.455$, $p = 0.001$ (Figure 54d). Children who told more stories also matched more phrases per story, exact $r_{s47} = 0.531$, $p < 0.001$ (Figure 54e); similar $r_{s47} = 0.446$, $p = 0.001$ (Figure 54f).

COSSINE SIMILARITY I also compared the cosine similarity of children's stories to the robot's stories. When looking at the mean cosine similarity of all of each child's stories, I observed a main effect of age, $F(3,44) = 7.40, p < 0.001$. The stories told by 4-year-olds ($M = 0.13, SD = 0.12$) were less similar to the robot's stories than stories told by 5-year-olds ($M = 0.29, SD = 0.11$), 6-year-olds ($M = 0.30, SD = 0.10$), and 7-year-olds ($M = 0.34, SD = 0.06$) (Figure 55). The same pattern held when looking only at children's Retell stories, $F(3,41) = 10.2$, $p < 0.001$; but not when looking at only children's Create stories, suggesting that children tended to mimic the robot most when explicitly asked to retell the robot's story.

9.4.3.3 Robot Story

A mixed analysis of variance with Condition (between: Relational vs. Not Relational), Time (within: S3 story vs. S7 story), and Age as a covariate revealed no significant differences in children’s likelihood to tell a story during the Robot Story task.
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9.4.3.4 Negotiation Task

Very few children suggested a compromise with the robot; most either refused the robot’s choice outright or stuck to their choice (S2: refusal 29 children, allow 15, compromise 3; S3: refusal 14, allow 33, compromise 1; S6: refusal 28, allow 18; S7: refusal 21, allow 25). A mixed analysis of variance with Condition (between: Relational vs. Not Relational), Time (within: negotiation at S2, S3, S6, and S7), and Age as a covariate, revealed a main effect of time, $F(3,123) = 3.70, p = 0.014$. Children were more likely to allow the robot’s choice or suggest a compromise in S3 than in S7 (Figure 56).

9.4.3.5 Anomalous Picture Task

Comments, Questions, Laughs

I performed a mixed analysis of variance with Condition (between: Relational vs. Not Relational), Time (within: pretest vs. posttest), and Agent (within: human vs. robot). When viewing the anomalous pictures, children displayed more laughter, made more comments, and asked more questions with the human experimenter ($M = 3.32$ total comments, questions, and laughs, $SD = 2.76$) than they did with the robot ($M = 2.14$, $SD = 2.52$), $F(1,84) = 17.3, p < 0.001$ (see Figure 57a).

Table 11 lists the mean number of comments, questions, and laughs by agent and condition. I observed a significant interaction of condition with time, $F(4, 44) = 4.98$, $p = 0.031$. Post-hoc tests with the Tukey HSD adjustment revealed that during the posttest, children in the Not Relational condition displayed more of all behaviors ($M = 3.49$, $SD = 3.09$) than children in the Relational condition ($M = 1.96$, $SD = 2.22$), but there were no differences during the pretest.
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APT Total Comments, Questions, and Laughs by Agent

Difference between APT Totals for the Human and Robot by Condition

(a) Children displayed more laughter, made more comments, and asked more questions with the human experimenter than with the robot.

(b) Children in the Not Relational condition changed their behavior more from the test with the human experimenter to the test with the robot.

Figure 57: Children’s responses during the Anomalous Picture Task.

Table 11: The number of comments children made, questions they asked, and times they laughed when viewing the anomalous pictures with the human experimenter and with the robot at each time, by condition. Here, “Con.” = “Condition”.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Time</th>
<th>Con.</th>
<th>Comments</th>
<th>Questions</th>
<th>Laughs</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Human</td>
<td>Pre</td>
<td>RR</td>
<td>2.00 (1.73)</td>
<td>0.67 (1.17)</td>
<td>0.56 (1.16)</td>
<td>3.04 (2.72)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>2.50 (2.24)</td>
<td>0.48 (1.05)</td>
<td>0.38 (0.77)</td>
<td>3.34 (2.87)</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>RR</td>
<td>1.52 (1.97)</td>
<td>0.22 (0.60)</td>
<td>0.57 (1.12)</td>
<td>2.30 (2.44)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>3.22 (2.24)</td>
<td>0.35 (0.57)</td>
<td>0.57 (1.04)</td>
<td>4.13 (2.13)</td>
</tr>
<tr>
<td>Robot</td>
<td>Pre</td>
<td>RR</td>
<td>1.52 (2.22)</td>
<td>0.12 (0.44)</td>
<td>0.44 (0.82)</td>
<td>2.08 (2.45)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.17 (2.01)</td>
<td>0.17 (0.44)</td>
<td>0.70 (0.82)</td>
<td>2.04 (2.34)</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>RR</td>
<td>0.91 (1.23)</td>
<td>0.09 (0.29)</td>
<td>0.59 (1.26)</td>
<td>1.59 (1.94)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.83 (2.46)</td>
<td>0.17 (0.39)</td>
<td>0.70 (1.18)</td>
<td>2.70 (3.24)</td>
</tr>
</tbody>
</table>
To better understand children's behavior during this task, I examined comments, questions, and laughter individually. Children made more comments with the human ($M = 2.35, SD = 2.11$) than with the robot ($M = 1.38, SD = 2.02$), $F(1,84) = 18.8, p < 0.001$. Children in the Not Relational condition commented more during the posttest ($M = 2.58, SD = 2.43$) than children in the Relational condition ($M = 1.22, SD = 1.66$), $F(1,44) = 7.68, p = 0.008$. When examining questions alone, I observed that children asked more questions of the human ($M = 0.43, SD = 0.91$) than the robot ($M = 0.14, SD = 0.41$), $F(1,84) = 8.06, p = 0.006$. There were no significant differences across agents, conditions, or time with regards to the amount of laughter.

I observed an intriguing trend, though it was not statistically significant: Children in the Not Relational condition changed their behavior more from the test with the human experimenter to the test with the robot, performing a mean of 1.84 ($SD = 3.03$) fewer behaviors with the robot than with the person, while children in the Relational condition responded more similarly to both agents (mean difference = 0.87, $SD = 2.78$) (Figure 57b).

**Gaze**

Next, I examined children's gaze during the task. In general, children tended to look at the pictures the most ($M = 27.4$ seconds, $SD = 11.6$), their interlocutor second-most ($M = 11.7$ seconds, $SD = 12.3$), and elsewhere the least ($M = 7.63$ seconds, $SD = 8.98$). This suggests children were generally on task. Children's "elsewhere" gazes were directed at the experimenter (e.g., checking in to see whether the experimenter was watching), at the table or camera (e.g., while speaking), or away from the task entirely (e.g., if the child grew bored). I performed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: pretest vs. posttest), and Agent (within: human vs. robot) for both the absolute looking times at the pictures, at their interlocutor, and elsewhere during the task and the time as a percent, since the nature of the task meant that not all children looked at the pictures with their interlocutor for exactly the same amount of time.

With regards to absolute looking time at their interlocutor, I observed a significant main effect of Agent, $F(1,70) = 282.1, p < 0.001$; and a significant interaction of time with agent, $F(1,70) = 5.42, p = 0.023$. Post-hoc tests revealed that children looked at their interlocutor more with the robot than with the human at both the pretest and posttest (Figure 58a). There was also a trend toward an interaction of condition with time and agent ($p = 0.10$), which suggested that children in the Not Relational condition tended to increase the time spent looking at the robot from pre to posttest.

The same pattern held when looking at the percent of the total time on the task that children spent looking at their interlocutor, with a significant main effect of agent, $F(1,70) = 250.6, p < 0.001$; and a significant interaction of time with agent, $F(1,70) = 16.5, p < 0.001$. Children looked at the robot more than at the human. They looked at the human less at the posttest than at the pretest, but they looked at the robot more at the posttest than at the pretest (Figure 58b).

With regards to the absolute time children spent looking at the pictures during the task, I observed significant main effects of time, $F(1,43) = 7.24, p = 0.010$; and of agent, $F(1,70) = 32.4, p < 0.001$; as well as a significant interaction of time with agent, $F(1,70) = 10.7, p = 0.002$. Post-hoc tests showed that children looked at the pictures longer with the human than with the robot. Children spent less time looking at the pictures at the posttest with the robot than at the pretest, but looked for about the same amount of time at both tests with the human (Figure 58c).
Figure 58: Children's gaze and gaze as a percent of the total time spent on task during the Anomalous Picture Task.
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9.4.3.6 Goodbye Behaviors

First, I performed an analysis of variance with Condition (Relational vs. Not Relational), and Age as a covariate (since children may be more likely to perform appropriate goodbye behaviors as they grow older) on the overall Goodbye score. There were no statistically significant effects; however, there was a trend for children in the Relational condition to have higher goodbye scores—i.e., using more goodbye behaviors as time went on (\(M = 7.21, SD = 4.58, \text{median} = 6\))—than children in the Not Relational condition (\(M = 5.04, SD = 5.19, \text{median} = 3\)) (Figure 59a).

Similar patterns emerged when looking at the percent of the total time that children spent looking at the pictures. I observed a significant main effect of agent, \(F(1,70) = 326.3, p < 0.001\); and a significant interaction of time with agent, \(F(1,70) = 30.8, p < 0.001\). Post-hoc tests showed that children looked at the pictures longer with the human than with the robot. Children spent less time looking at the pictures with the robot at the posttest than at the pretest, but more time looking at the pictures with the human at the posttest than at the pretest (Figure 58d).

Finally, with regards to the absolute time children spent looking elsewhere during the task, I observed a main effect of agent, \(F(1,70) = 30.4, p < 0.001\); and a significant interaction of time with agent, \(F(1,70) = 5.24, p = 0.025\). Children looked elsewhere more often with the robot than with the human, and they did this more during the posttest than during the pretest (Figure 58e). I observed the same pattern with regards to the percent of time children spent looking elsewhere, with a main effect of agent, \(F(1,70) = 14.9, p < 0.001\); and a significant interaction of time with agent, \(F(1,70) = 5.70, p = 0.020\) (Figure 58f).

0 = no goodbye (e.g., staring at the robot, doing and saying nothing), 1 = taking a small action (e.g., smiling, doing a small wave, or mimicking the robot’s yawn), and 2 = saying something or doing a clear goodbye action (e.g., saying “Bye bye” or waving while saying “See you later”)
Did children remember Red's favorite animal correctly?

![Diagram showing results by condition](image)

Figure 60: Children in the Relational condition were slightly more likely to correctly identify the robot's favorite animal (1 = correct, 0 = incorrect) than children in the Not Relational condition.

Next, I examined the scores summed across the first half versus the second half of the sessions using the same method. There were no statistically significant effects, but there was the same trend for children in the Relational condition to slightly increase their scores over time.

To further examine the trends over time, I examined the goodbye scores for each session individually (Figure 59b). In the first two sessions, there was a trend for four-year-olds to use fewer goodbye behaviors than older children. S1, S3, S4, S7, and S8 showed no significant differences. In S2, children in the Relational condition had significantly higher goodbye scores (M = 1.29, SD = 0.96, median = 2) than children in the Not Relational condition (M = 0.71, SD = 0.96, median = 0), F(1,37) = 5.10, p = 0.021. In S5, children in the Relational condition were more likely to have higher goodbye scores (M = 1.04, SD = 0.95, median = 1) than children in the Not Relational condition (M = 0.43, SD = 0.84, median = 0), F(1,42) = 3.95, p = 0.053. S6 followed the same pattern: children in the Relational condition (M = 1.08, SD = 0.88, median = 1) had higher goodbye scores than children in the Not Relational condition (M = 0.43, SD = 0.84, median = 0), F(1,42) = 4.74, p = 0.035.

### 9.4.3.7 Robot’s Favorite Animal

When shown four animals in Session 7 and asked which was the robot’s favorite, 33 children chose the correct animal; 16 did not. When asked which of the four animals was the kinkajou (the robot’s favorite), 33 children chose correctly, while 14 did not. Nineteen children correctly identified both. Analyses of variance with Condition (between: Relational vs. Not Relational) with Age as a covariate revealed a significant main effect of age on whether children correctly identified the kinkajou, F(3,42) = 4.40, p = 0.009. Six-year-olds and seven-year-olds correctly identified the kinkajou more often.
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(a) Age differences in how likely children were (b) Children in the Relational condition were to agree that it was hard to play with a robot more likely to say playing with a robot that was not good at hearing was like playing with another kid.

Figure 61: Children’s responses to two questions about playing with robots.

than five-year-olds. In addition, there was a trend for children in the Relational condition to be more likely to correctly identify the robot’s favorite animal than children in the Not Relational condition (Figure 60).

9.4.3.8 Judgment and Safe Space Questions

I performed mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: pre-S3 test vs. post-S7 test), and Age as a covariate. There were no significant effects for either the sum score of the JSS questions or for any individual questions (mean responses shown in Table 12).

For the questions “Do you think Red cares if you make mistakes” and “Do other people care if you make mistakes, like your friends or your teacher”, children’s answers were mixed at both the S3 test and the S7 test. Children’s responses to the questions “Is it okay to practice with Red”, “Is it okay to try things out with Red”, and “Is it okay to practice with other people, like your friends or your teacher” were overall very positive.

Relatively few children explained their responses to these questions (S3 test: M = 8.8 children or 18.4%, SD = 1.47 or 3.07%; S7 test: M = 11.3 children or 25.2%, SD = 1.75 or 3.89%). As such, I did not perform a formal coding and analysis of children’s explanations. Regarding making mistakes, children tended to say that it was okay to make mistakes, that it’s okay to make mistakes if you’re friends, and that people generally don’t care if you make mistakes. Regarding practicing and trying things out, children said it was okay because they were friends with Red, because they can always try new things, it helps them learn, and that people don’t mind if they practice.

9.4.3.9 Empathy/Helping Tasks

Forty-five of 49 children agreed to discuss the third picture with the robot in the picture conversation task in Session 2; 39 of 45 agreed to do so in Session 6. There were no significant differences between groups in children’s acquiescence.
Table 12: Children’s responses to the Judgment/Safe Space Questions. The questions were, 1: “Do you think Red cares if you make mistakes?”, 2: “Do you feel okay if you make mistakes in front of Red?”, 3: “Do other people care if you make mistakes? Like your friends or your teacher?”, 4: “Is it okay to practice with Red?”, 5: “Is it okay to try things out with Red?”, and 6: “Is it okay to practice with other people? Like your friends or your teacher?”.

<table>
<thead>
<tr>
<th>Question</th>
<th>Gender</th>
<th>Condition</th>
<th>S3 Mean (SD)</th>
<th>S7 Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red cares if you make mistakes</td>
<td>Girls</td>
<td>RR</td>
<td>1.00 (0.95)</td>
<td>1.00 (1.00)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.18 (0.87)</td>
<td>1.09 (0.94)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>1.08 (0.86)</td>
<td>1.18 (0.87)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.58 (0.79)</td>
<td>1.33 (0.78)</td>
</tr>
<tr>
<td>Okay to mistakes in front of Red</td>
<td>Girls</td>
<td>RR</td>
<td>1.67 (0.65)</td>
<td>1.73 (0.47)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.00 (0.89)</td>
<td>1.45 (0.82)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>1.08 (0.86)</td>
<td>1.27 (0.79)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.50 (0.80)</td>
<td>1.50 (0.67)</td>
</tr>
<tr>
<td>Others care if you make mistakes</td>
<td>Girls</td>
<td>RR</td>
<td>1.08 (0.79)</td>
<td>1.18 (0.98)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.36 (0.92)</td>
<td>1.36 (0.50)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>1.15 (0.80)</td>
<td>1.36 (0.81)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.50 (0.80)</td>
<td>1.42 (0.90)</td>
</tr>
<tr>
<td>Okay to practice with Red</td>
<td>Girls</td>
<td>RR</td>
<td>1.92 (0.29)</td>
<td>1.91 (0.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.82 (0.40)</td>
<td>2.00 (0.00)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>1.92 (0.28)</td>
<td>1.73 (0.65)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.83 (0.58)</td>
<td>1.75 (0.62)</td>
</tr>
<tr>
<td>Okay to try things out with Red</td>
<td>Girls</td>
<td>RR</td>
<td>1.83 (0.39)</td>
<td>1.82 (0.60)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>2.00 (0.00)</td>
<td>1.73 (0.65)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>1.54 (0.78)</td>
<td>1.82 (0.40)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>2.00 (0.00)</td>
<td>1.92 (0.29)</td>
</tr>
<tr>
<td>Okay to practice with others</td>
<td>Girls</td>
<td>RR</td>
<td>1.67 (0.65)</td>
<td>1.82 (0.40)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>2.00 (0.00)</td>
<td>1.55 (0.69)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>1.62 (0.65)</td>
<td>1.91 (0.30)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NR</td>
<td>1.67 (0.78)</td>
<td>1.82 (0.60)</td>
</tr>
</tbody>
</table>
Thirty-seven children agreed to take a photo with the robot in Session 2; twelve declined.

When the robot asked children if it was hard to play with a robot that was not good at hearing in Session 3, 22 children said that yes, it was hard; 12 said it was not hard, and the 14 did not respond to the question. Most children gave one-word answers; notably, one child said “It is not great Red that you don’t hear, but I can help you!” In Session 7, 14 children said yes, it was hard; 12 said no; 3 said it was kind of hard; and the rest did not respond. A mixed analysis of variance with Condition (between: Relational vs. Not Relational), Time (within: S3 question vs. S7 question), and Age as a covariate revealed a main effect of age, \( F(3,17) = 4.32, p = 0.019 \). Post-hoc test showed that 4-year-olds were more likely to agree that it was hard (\( M = 2.00, SD = 0.00 \)) than 5-year-olds (\( M = 0.25, SD = 0.71 \)) (Figure 61a). Six-year-olds were also slightly more likely to agree that it was hard (\( M = 1.38, SD = 0.90 \)); 7-year-olds were in between (\( M = 0.75, SD = 0.96 \)).

In Session 4, when the robot asked children if playing with a robot friend was like playing with another kid, the majority of children did not respond. However, 14 said yes, it was; 3 were not sure or said it was sort of similar; and 1 child said no, it was not. There were no statistically significant differences between groups, though there was a trend for children in the Relational condition (\( M = 0.88, SD = 0.97 \)) to be more likely to say so than children in the Not Relational condition (\( M = 0.48, SD = 0.85 \)) (Figure 61b).

In Session 4, the robot also commented that it was feeling sad because its low battery meant it couldn’t play as long. Only 13 children responded verbally; five of these comments were empathetic, e.g., “Aww,” “That’s sad”; the others acknowledged what the robot said but focused on aspects other than the robot’s feelings, e.g., “Why do you run on batteries?” and, “I don’t need batteries.”

9.4.3.10 Affect

Overall, children were reasonably attentive and engaged, and displayed a range of emotions during the interaction. To evaluate whether children showed greater overall engagement or positive valence with the relational robot, I constructed mixed linear models for each emotion measured with Condition (between: Relational vs. Not Relational), Time (within: each session), and Age as a covariate. I observed that children’s valence significantly varied by time, \( F(7,279) = 2.04, p = 0.050 \); it was higher in the earlier sessions than in the later sessions (Figure 62a).

I observed a significant main effect of time on children’s smiling, \( F(7,279) = 8.33, p < 0.001 \). Children smiled more in Sessions 1, 2, and 3 than in Sessions 4, 5, 6, and 8 (Figure 62b). I observed the same pattern with regards to children’s joy: there was a significant main effect of time on children’s joy, \( F(7,279) = 6.28, p < 0.001 \). Again, children showed more joy in Sessions 1, 2, and 3 than in Sessions 4, 5, 6, and 8 (Figure 62c). Following the same pattern, I observed a significant main effect of time on children’s relaxation, \( F(7,279) = 4.24, p < 0.001 \) (Figure 62d). Children were more relaxed in Session 2 than in Sessions 5, 6, and 8; there were trends for children to be more relaxed in Sessions 1 and 3 as well.

I observed a significant main effect of time on children’s engagement, \( F(7,279) = 3.39, p = 0.002 \). Children’s engagement was significantly lower in Session 5 than in Sessions 1 and 7; they also showed less engagement in Session 8 than in Session 1 (Figure 62e). Children’s attention also significantly varied by time, \( F(7,280) = 3.41, p < 0.001 \).
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Figure 62: Children’s overall affect for each session by condition. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
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Figure 63: Children’s overall affect for each session by condition. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
Figure 64: Children’s overall affect for each session by condition. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
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The correlation coefficient between Vocabulary posttest scores (adjusted for stories told) and S1 or Post test scores is shown in Figure 65. The Correlation coefficient for S1 test was $r = 0.436$, and for Posttest was $r = 0.540$.

Figure 65: Children's Social Relational Interview scores correlated with their vocabulary scores more strongly in the Relational condition.

$p = 0.002$. Children were less attentive in Session 8 than in Sessions 1, 2, 4, and 7 (Figure 62f).

I observed a significant main effect of time on children's sadness, $F(7,279) = 3.27, p = 0.002$ (Figure 63b). Children showed more sadness in Session 1 than in all other sessions. Children's expressions of surprise varied by time as well, $F(7,278) = 2.83, p = 0.007$. They showed more surprise in Session 1 than in Session 5 (Figure 63c). There was a trend toward an interaction of condition with time, which suggested that children in the Not Relational condition generally showed more surprise.

There were no significant differences in children's expressions of laughter (Figure 63a), fear (Figure 63d), anger (Figure 64a), contempt (Figure 64b), or disappointment (Figure 64c). These emotions were all displayed relatively rarely.

9.4.3.11 Relationship, Mirroring, and Learning

I examined correlations between several key relational measures used and various learning and mirroring behaviors displayed by children.

Correlations with Social Relational Interview First, children's Social Relational Interview (SRI) scores correlated with their vocabulary posttest scores at both the S1 test, $r_{37} = 0.362, p = 0.028$; and more strongly at the posttest, $r_{57} = 0.480, p = 0.003$. These correlations, however, differed significantly when examined by condition. Children's SRI scores correlated with their vocabulary posttest scores more strongly in the Relational condition (S1 test: $r_s = 0.436$, posttest: $r_s = 0.540$) than in the Not Relational condition (S1 test: $r_s = 0.340$, posttest: $r_s = 0.364$) (Figure 65).

Children who scored more highly on the SRI also emulated the robot more during their storytelling. Their S1 SRI scores correlated with their mean story length, $r_{57} = 0.347, p = 0.017$; their total use of exact and similar matching phrases (adjusted for stories told), $r_{57} = 0.377, p = 0.009$; and their use of the additional keywords, $r_{57} = 0.366, p = 0.01$. Children's posttest SRI scores also correlated with their total use of exact and similar phrases, $r_{40} = 0.350, p = 0.017$; and with their use of additional...
Figure 66: Children's Social Relational Interview scores correlated with their mean story length, use of keywords, and use of exact and similar matching phrases more strongly in the Relational condition.
keywords, \( r_{456} = 0.356, p = 0.015 \). Mean story length did not correlate significantly with children's posttest SRI scores, \( r_{457} = 0.191, p = 0.20 \). Again, all these correlations were stronger in the \textit{Relational} condition (story length \( S_1: r_S = 0.406, \) posttest: \( r_S = 0.402 \); keyword use \( S_1: r_S = 0.722, \) posttest: \( r_S = 0.670 \); phrase matching \( S_1: r_S = 0.568, \) posttest: \( r_S = 0.599 \)) than in the \textit{Not Relational} condition (story length \( S_1: r_S = 0.224, \) posttest: \( r_S = -0.111 \); keyword use \( S_1: r_S = -0.013, \) posttest: \( r_S = 0.047 \); phrase matching \( S_1: r_S = 0.56, \) posttest: \( r_S = 0.101 \)) (Figure 66).

**Correlations with Goodbye Scores**  
Children who treated the robot as a social other when saying goodbye (i.e., had higher overall goodbye behavior scores) told longer stories, \( r_{47} = 0.440, p = 0.002 \); were more likely to use exact and similar matching phrases, \( r_{47} = 0.424, p = 0.003 \) (Figure); and more keywords, \( r_{47} = 0.299, p = 0.041 \). Unlike the earlier correlations, here, children in the \textit{Not Relational} condition frequently showed higher correlations (story length: \( r_S = 0.521; \) phrase matching: \( r_S = 0.633; \) keyword use: \( r_S = 0.397 \)) than in the \textit{Relational} condition (story length: \( r_S = 0.492; \) phrase matching: \( r_S = 0.264; \) keyword use: \( r_S = 0.293 \)) (Figure 67).

Children who had higher goodbye scores also placed the Tega robot closer to the human in the Picture Sorting Task at the posttest, \( r_{47} = -0.410, p = 0.004, \) but not at the \( S_2 \) test. When broken down by condition, I observed little difference in the posttest correlations, but saw that children's \( S_2 \) scores were positively correlated in the \textit{Relational} condition (\( S_2: r_S = 0.370; \) posttest: \( r_S = -0.393 \)), but negatively correlated in the \textit{Relational} condition (\( S_2: r_S = -0.232; \) posttest: \( r_S = -0.410 \)) (Figures 67d and 67e).

**Correlations with Anomalous Picture Task Behavior**  
Children who displayed more social behaviors (comments, questions, laughter) during the \( S_1 \) Anomalous Picture Task with the robot used more exact and similar matching phrases, \( r_{47} = 0.306, p = 0.036 \); they also told longer stories, \( r_{47} = 0.414, p = 0.004 \). These correlations were not present at the \( S_8 \) task with the robot. I observed some differences by condition in the correlations in \( S_1 \), and most were still not present at \( S_8 \) by condition: \textit{Relational} (phrase matching \( S_1: r_S = 0.211, S_8: r_S = -0.005 \); story length \( S_1: r_S = 0.420, S_8 r_S = 0.095 \); keyword use \( S_1: r_S = 0.368, S_8: r_S = 0.381 \)); \textit{Not Relational} (phrase matching \( S_1: r_S = 0.373, S_8: r_S = 0.208 \); story length \( S_1: r_S = 0.206, S_8 r_S = 0.034 \); keyword use \( S_1: r_S = 0.196, S_8: r_S = 0.132 \)) (Figure 68).

**Other Correlations**  
Children who rated the robot as closer in Session 1 on the Inclusion of Other in Self task were more likely to tell stories to the robot, \( r_{48} = 0.369, p = 0.001 \) (Figure 69a). This correlation was not present for the \( S_8 \) Inclusion of Other in Self task, and was stronger in \( S_1 \) for the \textit{Relational} condition (\( r_S = 0.455 \)) than for the \textit{Not Relational} condition (\( r_S = 0.306 \)).

In addition, children who were more likely to seek equitable negotiation outcomes during the Negotiation Task were also more likely to score highly on the vocabulary posttest, \( r_{37} = 0.385, p = 0.019 \) (Figure 69b). Again, this correlation was stronger for the \textit{Relational} condition (\( r_S = 0.483 \)) than for the \textit{Not Relational} condition (\( r_S = 0.278 \)).

9.5 Discussion

In this study, I asked whether children who played with the relational robot would show greater rapport, a closer relationship, increased learning, greater engagement, more positive affect, more peer mirroring, and treat the robot as more of a social other
Figure 67: Children who treated the robot more socially when saying goodbye told longer stories, used more keywords, emulated the robot's phrases more during storytelling, and placed the Tega robot closer to the human in the Picture Sorting Task.
Figure 68: Correlations between children’s social behavior during the Anomalous Picture Task (APT) and children’s story length, phrase matching, and use of keywords.
9.5.1 **Relational Robot**

The robot's relational behavior impacted children's social behavior and relationship, their view of the robot as a social and relational agent, and acceptance of the robot. Children in the *Relational* condition seemed to see the robot as more human-like. They rated the Tega robot as closer to themselves in the Inclusion of Other in Self task than children who played with the non-relational robot. In addition, I asked whether children who reported feeling closer to the robot (regardless of condition) would also display these behaviors, in particular more learning and peer mirroring.

I found that overall, children in both conditions learned the target vocabulary words from the robot's stories and remembered the robot's stories, as evidenced by their story retellings, use of many of the target words in their stories, and their increased scores from the vocabulary pretest to posttest. Children were reasonably attentive to the robot and engaged in the interactions, showing a variety of emotional expressions and reporting that they generally liked the robot and its stories. Most children responded positively to the robot, conversed with it, and told or retold stories. These results are in line with prior work showing that children do learn new words from robots and remember stories told by a robot (Chapter 8, Kory-Westlund et al., 2015a, 2017a,b; Kory and Breazeal, 2014; Rintjema et al., 2018; Vogt et al., 2017), and that children tend to respond positively to and be reasonably engaged with social robots during storytelling and conversation activities (Gordon et al., 2016; Kory-Westlund et al., 2017b; Kory and Breazeal, 2014; Park et al., 2017c; Serholt and Barendregt, 2016).

When examining the data by condition, I found evidence in support of my hypotheses: The robot's relational behavior and children's perception of the robot as a social-relational other were important factors in children's relationship, behavior, and learning. Below, I discuss the main findings and implications of these findings.
task. They placed the robot closer to the human, cat, frog, and movie robot in the Picture Sorting Task, while children in the Not Relational condition placed Tega closer to the table, computer, and teddy bear. They were more likely to say that playing with the robot was like playing with another child. They also were more confident that the robot remembered them, frequently referencing relational behaviors (such as use of their names) to explain their confidence. Taken together, these results suggest that the robot's relational behavior encouraged children to perceive it and respond to it as a more human-like, social, relational agent—as intended and in support of my hypotheses.

Children's behavior followed the same pattern. During the Anomalous Picture Task, children in the Relational condition treated the robot and human more similarly, changing their behavior less than children in the Not Relational condition. They were treating the robot as more of a social, human-like other to whom they could comment, ask questions, and with whom they could laugh. These results are similar to my prior work. Previously, I observed that children changed their behavior less from a pretest with a human to the robot interaction when the robot was introduced as a social agent than when it was introduced as a machine (Kory-Westlund et al., 2016a).

Children's goodbye behaviors were also generally more social in the Relational condition. This is in line with prior work suggesting that people tend to indicate intent and ask permission before leaving, but they do not say goodbye to computers or other technology when done using them (Reeves and Nass, 1996). Although there were differences by gender, children in the Relational condition were still more likely to say goodbye in a way that treated the robot as a social other than children in the Not Relational condition. Children who did not feel as much rapport or relationship (namely boys in the Relational condition) perhaps still recognized the relational robot as a social other, and treated it accordingly despite not feeling close to it. In multiple sessions where there were clear differences in goodbye behaviors by condition, I expect the differences were related to specific relational actions the robot took in those sessions. For example, Session 2 included the first memory-related events (e.g., recalling the child's name, referring to activities from last time). Interestingly, there were multiple correlations between children's goodbye behavior scores and relational measures. Children who treated the robot as a social other when they left also showed more emulation of the robot in their stories, told longer stories, and thought of the robot as more human-like, placing it closer to the adult human in the Picture Sorting Task. This suggests that children's goodbye behaviors were indeed related to their construal of the robot as a social being, and further, that their construal of the robot affected their behavior.

Children reported becoming more accepting of the robot and of other kids via the Social Acceptance Questionnaire in the Relational condition. This pattern suggests that exposure to the relational robot with its purported hearing disability positively affected children's judgment about robots and kids with disabilities. The papers describing the original Social Acceptance Scale that I adapted did argue that exposure to other children with disabilities—including telling stories, guided discussion, and structured play—might increase children's acceptance of them, and that seems to have been the case here (Favazza and Odom, 1996; Favazza, Phillipsen, and Kumar, 2000; Harter and Pike, 1984). However, the fact that children's acceptance scores decreased in the Not Relational condition suggests that it not merely exposure that mattered, since in both conditions the robot used the same ASR (with the same issues recognizing children's speech) and described the same backstory in Session 1. The relational robot referred back to its difficulties hearing in later sessions, reminding children of its backstory.
This behavior may have been important in helping children remember to be patient and accepting of the robot. It may also be that the relational robot appeared to be “trying harder” to be a good friend, and this positively affected children’s judgment of similar agents, since the relational robot spoke of its relationship with the child, explicitly called the child its friend, and frequently referred to its history with the child. Future work could explore this further.

Children’s behavior in the Self-Disclosure Task showed a similar pattern, in which children in the Relational condition increased the length of their disclosures over time, while children in the Not Relational decreased theirs. Because prior work has shown that children disclose more information and more personal information when they feel closer to someone (Buhrmester and Furman, 1987; Gleason and Hohmann, 2006; Rotenberg, 1995), it may be that children’s feelings of closeness to the robot increased in the Relational condition more so than in the Not Relational condition.

Children’s feelings of closeness were also reflected to a degree in children’s reports of feeling okay making mistakes in front of the robot. Children in the Relational condition were slightly more likely to say they would be comfortable. This points to the robot’s potential as a non-judgmental agent that can enable children to practice, make mistakes, and share their thoughts. Prior work has found that robots and virtual agents can lead to increased self-disclosure and feelings of comfort, as well as feeling a lack of judgment from the agent during health interviews and relationship counseling (Bickmore, Gruber, and Picard, 2005; Gratch et al., 2007; Lucas et al., 2014; Utami, Bickmore, and Kruger, 2017).

There were some trends for children in the Relational condition to show more positive affect than children in the Not Relational condition, especially during the first several sessions. Because the pattern was much more prominent early on, I wondered whether the early differences in joy and smiles were actually related to frustration and not to joy, since smiles are associated both with joy and frustration (especially when dealing with technology) (Hoque and Picard, 2011; Hoque, McDuff, and Picard, 2012). Thus, I performed a manual inspection of the videos of children in sessions 1, 2, and 3. It appeared that the majority of children’s smiles occurred in a positive context. Because these appeared to be genuine smiles of joy with positive valence, it seems likely that the children in the Not Relational condition liked the robot less and felt less positively about it, especially initially. Although their engagement and attention did not differ significantly from the other children, they showed fewer positive emotions during the interaction. This is in line with prior work suggesting that laughter is a social phenomenon and people may laugh more with others with whom they are more familiar (Manson et al., 2013; Provine, 2001, 2012), and work showing that children show more positive affect with a robot that personalizes to them or a robot that is more expressive (Gordon et al., 2016; Kory-Westlund et al., 2017b).

Children in the Relational condition were more likely to remember which animal was the robot’s favorite than children in the Not Relational condition. At first glance, I might argue that this was due to children’s greater rapport or relationship with the relational robot and the connection between this and learning—especially because this learning was related to the relationship. However, as discussed later in Chapter 10, boys in the Relational condition tended not to have as great of rapport or relationship so this explanation would not make sense for them. As a result, it is unclear what may have caused this difference.

I also observed several unexpected results. Children in the Not Relational condition told longer stories, used more unique words, and used more descriptions in the Nar-
rative Description task. However, this was likely due to the behavior of the boys in the Relational condition, who used the fewest words of all children (discussed further in Chapter 10). In addition, anecdotally, several of the most talkative children who participated in the study happened to be in the Not Relational condition, which could have also skewed the results somewhat.

9.5.2 Relationships and Learning

Children's learning results provided evidence for several of my hypotheses. In both conditions, children learned the target vocabulary words from the robot's stories. In addition, as seen in prior work (Kory-Westlund et al., 2017b), children who correctly identified the target words were more likely to use them in their own stories. This was an expected result. Children's expressive language abilities may follow their receptive abilities (Bloom, 1974; Ingram, 1974; Sénéchal, 1997), so use of vocabulary words likely reflects a deeper understanding and deeper encoding of the words. Notably, the target words presented in stories in this study were more difficult words than the words used in the Entrainment/Backstory study (Chapter 8), so finding the expected correlation here as opposed to in that study—where there was instead a ceiling effect and little variance in children's vocabulary test scores—is reasonable.

The robot's relational behavior did not lead to significant differences in words learned. However, I observed several expected correlations between children's scores on the relationship assessments and children's learning and behavior (e.g., vocabulary test scores, emulation of the robot during storytelling, use of keywords, and story length). Importantly, most correlations were stronger for children in the Relational condition than in the Not Relational condition, as well as for children who reported feeling closer and more of a relationship. These results support my hypothesis that the relationships children form with peers and friends contribute to their learning with them and from them. This jibes with other recent work linking learning to rapport (Sinha and Cassell, 2015a,b), as well as the similar correlations found in our prior work (Sections 5.6 and 9.1.1).

Not all of the relationship assessments were correlated with children's vocabulary learning. Notably, children's closeness ratings via the Inclusion of Other in Self task were not correlated with learning, though feeling closer in S1 was associated with telling more stories. Children's perception of the robot as a social-relational other, on the other hand, seemed highly important to how frequently they emulated it and how much they learned. These results suggest two things: First, that different aspects of a relationship may matter for learning. Social-relational behavior may impact rapport and imitation, which was reflected in children's stories; perhaps feelings of closeness are not so linked to rapport—which perhaps makes sense, since people may feel strongly attached to many different things, some of which may not be social entities. In addition, the relationship measures may have been measuring different aspects of children's relationships, not all of which may have been related to all of the different behaviors observed. Second, children's early impressions of the robot in S1 may have significantly impacted their behavior thereafter. Prior work has shown that first impressions in human-human and human-agent interactions are important and while they may be revised over time with experience with the other, can significantly affect behavior (Bar, Neta, and Linz, 2006; Cafaro, Vilhjálmsdóttir, and Bickmore, 2016; Carney, Colvin, and Hall, 2007).
The correlations reported in Section 9.4.3.11 also suggest that—regardless of condition—children who rated the robot as a more human-like, social, and relational agent were more likely to treat it as such, often mirroring the robot more, using social behaviors such as saying goodbye, as well as learning more and telling longer stories.

The connections between children's rapport and relationship and their learning and language mirroring were more prominent than in the Entrainment/Backstory study (Chapter 8). In the prior study, children did not emulate the robot's phrases more as a result of the robot's relational behaviors. As I suggested earlier, the robot's entrainment in that study may not have been sufficient to generate enough rapport for it to affect children's storytelling. In this study, however, the robot had more opportunities to enthrall; entrained, mirrored, and personalized more behaviors; and interacted with children multiple times. The difference between the relational and non-relational robots' nonverbal immediacy was greater in this study than in the Entrainment/Backstory study, and perhaps this contributed to the differences seen in children's learning and language mirroring.

9.5.3 Relationships with Robots

Based on children's responses to the Inclusion of Other in Self task, Narrative Description, and Picture Sorting Task, it is clear that these children thought of the robot and their relationship with it very differently than their relationships with other agents, such as their parents, friends, and pets. One child even said, "Robots can do different things than kids. And people cannot do the same things as robots." The robot was rated as similarly close to a friend and pet or favorite toy; at the S1 test children rated their parents similarly to the robot, but at the S8 test rated their parents more highly. The similarity to a pet or toy may reflect children's perception of the robot as fluffy, touchable, cute, and likable. The robot's behavior was designed to be peer-like and friend-like, which children may have picked up on; the children who responded to the robot's question about whether playing with it was like playing with another kid most frequently said it was. The robot was also sometimes more knowledgable than the children, like a parent (especially with respect to new vocabulary words); it also led the interaction and displayed authority as it directed the child through the conversation and story activities. Perhaps the differences between the robot and their parents were more prominent later on, after playing with the robot multiple times, leading to the greater difference at the posttest.

These ratings of the robot and other agents reflected the results of our prior studies, with a few caveats. While children in the Entrainment/Backstory study (Chapter 8) rated their best friend as closer than the robot, that was not the case here. Perhaps the robot's additional relational behaviors, different context, and different activities changed their perception of it. Unlike in the prior storytelling study (Kory-Westlund et al., 2018), children did not rate themselves as much closer to the robot at the end of the study. This is intriguing given that in this study, the robot specifically attempted to build a relationship, while in the prior study it did not. Perhaps children formed a greater attachment in the prior study in the way one might become attached to a toy or pet, while in this study, the robot’s role led children to think of it more as a social agent, where the relationship may take longer to form—it is unclear.

Children's descriptions of their friends versus their descriptions of the robot revealed numerous differences in how they related to each. Children's descriptions of their friends were longer and picked up on relational qualities: names, activities done
together, and facts relating to things their friends liked to do. Having greater experience and history with their friends, children were likely able to think of more things to share about them than about the robot. The robot was subject to physical descriptions far more frequently; this is the kind of description that goes with being an inanimate object or unfamiliar other as opposed to being a relational other. Notably, children also described activities with the robot, but were more somewhat likely to do so at the posttest than at the S1 test.

The Picture Sorting Task was especially revealing about children’s perceptions of the robot’s animacy and human-likeness. Based on where children placed the baby and cat, it was clear they understood several important features that distinguish these entities from the others regarding aliveness, perception, cognition, and/or animacy. Similarly, they understood that computers, the mechanical robot arm, and the teddy bear had less of these features, generally placing them closer to the inanimate table. The fact that the frog was placed somewhere in the middle, sometimes closer than the robot and sometimes farther, is revealing with regards to children’s perceptions of the robot. Children knew the frog was more human-like than a mechanical robot arm, perhaps because it was a living being; the robot, however, filled an in-between space. It was seen as more human-like than a computer, but definitively less human-like than a baby and a cat. Children knew it was not alive in the same way as a human or sophisticated animal; they also knew it was perceiving them and responding to them in a way unlike the more static computers and mechanical things. Children’s placement of the entities in this study were fairly similar to in the Entrainment/Backstory study (Section 8.3.2.3).

This perception children had of the robot as being in-between humans and other things, of being friend-like and pet-like, but more mechanical than a real human, fits with other recent work suggesting that children may categorize social robots as neither animate nor inanimate (or perhaps as both), placing robots “in between” in an ontological category different from both living and non-living things (Gaudiello, Lefort, and Zibetti, 2015; Kahn et al., 2011; Severson and Carlson, 2010). Other work has shown that children describe social robots as being “in between” living and non-living, and will ascribe properties of both living animals—such as mental states, perceptual abilities, and moral standing—as well as properties of mechanical things—such as running on batteries, being made by people, and being able to break (Kahn, Friedman, and Hagman, 2002; Kahn et al., 2012; Knox, Spaulding, and Breazeal, 2016; Kory-Westlund et al., 2016a; Kory and Breazeal, 2014; Melson et al., 2009; Severson and Carlson, 2010; Weiss, Wurhofer, and Tscheligi, 2009). The robot is not a fantasy or an imaginary friend; it is part of reality. It may have some elements of fantastical beings, imaginary friends, and parasocial relationships (Brunick et al., 2016; Calvert, 2017; Gleason, 1997; Gleason and Hohmann, 2006), but it is real and children seem to see it as a real, animate, technological being.

Sherry Turkle has questioned whether children do understand that social robots are different from humans and from machines, arguing that children are sometimes confused about what these kinds of digital agents actually are (Turkle, 1985; Turkle, 2005, 2007; Turkle et al., 2006a,b). She observed children playing with various early computational toys, computers, and social robots, finding that children frequently tried to make sense of the devices by attributing intelligence and cognitive and psychological properties to them. Since these computational artifacts clearly did not have any psychological properties, Turkle argued that children’s attributions of any kind of
psychological life were mis-attributions. Digital agents presented as relational agents, though evocative, were inauthentic and deceiving people in potentially harmful ways.

However, much of the data Turkle has discussed was collected with children who grew up in the 1980's, 1990's, and early 2000's. The agents of today and children of today are very different, as I discuss further in Section 11.2. Relational technologies of today appear far more often to have social, emotional, and psychological capabilities that earlier devices did not. Thus, the question of whether children are wrongly attributing these properties—given that current technologies actually do appear to display them—seems to be the wrong question to ask. Children are labeling what they see and experience. The social robots I have placed with children have some social capabilities, designed to mimic the social capabilities of humans, for the purpose of enabling children to interact with the robots more fluently. More valid, perhaps, are Turkle's concerns about the authenticity of relational technologies, whether such technologies are unfairly deceiving humans, and whether this is harmful or immoral. I will discuss this question further in Chapter 13.

9.5.4 Age

The primary differences by age were in the learning and language results. As expected, children's age was correlated with their vocabulary test scores. Younger children told shorter stories, used fewer keywords, used fewer unique words, and used similar matching phrases than older children. This pattern has been seen in prior work (Kory-Westlund et al., 2017b) (also Chapter 8). Younger children were also less likely to correctly identify the robot's favorite animal, and they gave shorter descriptions during the Narrative Description task. Anecdotally, the four-year-olds tended to be more shy around the experimenters and hesitant during the first interactions with the robot. As evidence to support this anecdote, the 4-year-olds were somewhat less likely to say goodbye during Sessions 1 and 2, which may reflect that it may have taken them longer to warm up to speaking to the robot. The activities may have been better for children five years and up. Relatedly, the seven-year-olds may have benefitted from somewhat more advanced stories and vocabulary words; they tended to know more of the words at the pretest.

9.5.5 Limitations

As in the Entrainment/Backstory study, this study did not control for children's individual differences, such as differences in learning ability, language ability, socio-economic status, or personality. All of these factors can influence children's social interactions and learning. I also did not have an equal number of children in each age group participate in the study. Future work should explore a more homogenous sample, and explore the stability of results across individual differences and ages.

I also lacked complete video, audio, and affect data for all children. Due to the nature of longitudinal research, some missing data are inevitable. Some data was also missing because children's faces were not recognized by the Affdex software. As a result of the missing data, some analyses reported are underpowered. Future work should endeavor to collect quality audio and video recordings throughout the study.

The robot's entrainment and other automated relational behaviors worked reasonably well. The robot's classification of children as showing high or low exuberance
lined up fairly well with experimenter observations, but because of issues with ASR, sometimes the robot responded as if children were lower exuberance because it simply had not heard that they spoke. This classification could use additional features so that it does not rely so much on the ASR. Relatedly, when children did not speak or spoke very rarely, the robot was not able to entrain its speech, though it could adapt exuberance and other features. Furthermore, because of the difficulties with ASR, the robot did not always respond appropriately and, as mentioned earlier, did not always respond at the right time. Some of the difficulties with ASR were a result of needing to use an offline ASR system as opposed to an internet-enabled system, which was less accurate. Wifi connectivity in several of the schools was spotty at best and meant that using internet-enabled ASR was off the table. It would be worthwhile to find ways around ASR. Perhaps including new types of entrainment that do not involve speech, such as more entrainment of posture, affect, gaze, and word use, could improve the robot's relational AI and help bolster the robot's relational capabilities.

Several of the relational assessments may need revision and improvement. Related to the autonomy and ASR issues, I observed that the robot was placed farther from the adult human in the Picture Sorting Task than in the Entrainment/Backstory study (Section 8.3.2.3). This was likely related to the differences in the robots' autonomy between these two studies. In this study, the robot was autonomous, with all the difficulties with ASR, timing, and selecting appropriate responses that currently entails; in the Entrainment/Backstory study, the teleoperator could mitigate some of that awkwardness, which perhaps led to greater perception of the teleoperated robot as a human-like agent.

The scenarios included during the interaction would benefit from being automated; at present, they required experimenter input to ensure the robot recognized the situation appropriately (e.g., the Negotiation Task). New scenarios could also be developed that may get at different aspects of children's friendships, such as different helping or sharing tasks, or different empathy tasks.

It may be worth adding a new question to the Social Relational Interview (SRI) involving reciprocity of behavior. Many children's SRI scores were high or at the ceiling; the SRI may not capture enough dimensions of social and relational behavior to truly distinguish between different children's conceptions of the robot's abilities and behaviors. I did observe several similar patterns in the SRI results as in prior work (Kory-Westlund et al., 2018). In particular, in both studies, girls rated the robot as more of a social-relational agent overall. I observed several effects of time in this study that were not present in the earlier work, which perhaps was related to the robot's relational behaviors and the differences between the robots and interactions in the two studies.

For example, compared to prior work (Kory-Westlund et al., 2018), children's ratings during the Inclusion of Other in Self task were lower overall, with the exception of their ratings of the bad guy. If children's ratings had been lower only for the robot, that would have been informative in relation to the robot's personality and behavior; however, children's ratings for their friend, parent, and pet/toy were also lower overall. Thus, this was likely a population-related difference. It would be worth testing this assessment with a wider variety of children to determine what kinds of ratings to expect from children of different backgrounds.

Children's descriptions of their friends and of the robot during the Narrative Description task were shorter in this study than in prior work (Kory-Westlund et al., 2018), and included far fewer descriptions of actions performed with their friends. This may have been related to the kind of prompting the experimenter provided, as
this became more limited and more controlled for the present study. In both cases, children described their friend at greater length than the robot. However, in the present study, I observed several differences in the length of children’s descriptions in relation to gender, condition, and time, while previously, the primary difference had been that girls spoke more than boys about the robot. Whether these differences were a result of changing the protocol for this task, a result of the different robot interactions, a result of the different group of participants, or some combination is unclear. Further work testing the Narrative Description task would be beneficial.

Children’s disclosures during this study were fairly similar in length and content to their disclosures in the prior study (Kory-Westlund et al., 2018), though the content did vary somewhat as a result of adjusting the prompts given by the robot to better fit the robot’s character. The differences by time (i.e., disclosing more later on) were less clear in the Relational AI study, perhaps because of the frequent interactions with gender that muddied the waters, though still apparent for girls. This task is useful and I recommend using it as a measure of relationship. However, it is worth mentioning that the experimenter remained in the room with the child during the robot interaction and disclosures, which could have influenced children’s behavior. This task may provide different results if the experimenter was not present, or if the experimenter was at least less present. For example, in one prior study, the room available for the experiment allowed the experimenter to stay behind the child mostly out of sight during the robot interaction, which may have helped children engage more fully with the robot alone (“out of sight, out of mind”). In this study, the rooms at the schools did not have sufficient space for the experimenter to be very far from the child or robot, and they were often in peripheral view.

Finally, given the richness of the dataset collected during this study, there are many more features in the data that could be examined in the future. Data analysis can thus be considered to be ongoing.
THE IMPACT OF GENDER ON CHILDREN’S RELATIONSHIPS WITH ROBOTS

10.1 GENDER DIFFERENCES IN SOCIAL RELATIONSHIPS

Girls and boys approach social relationships differently (Benenson, 2014; Benenson et al., 2018; Buhrmester and Furman, 1987; Gleason and Hohmann, 2006; Walker, Irving, and Berthelsen, 2002). For example, girls tend to be more focused on individual social relationships than boys are. They tend to care about exchanging personal information and learning about others' relationships and relative status. Girls tend to have fewer, closer friends. Girls are also more likely to try to avoid conflict, are often more competent at social problem-solving, and are generally more egalitarian than boys. Boys tend to care somewhat more about being part of their peer group, understanding their skills relative to the skills other boys have, and do not care as much about exchanging personal information or explicitly discussing their relationships. They tend to be friends with most other boys, not being nearly so exclusive in their friendships. Although these are broad generalizations that may not apply to any particular individual child, as generalizations they are useful in attempting to understand the broader patterns seen among groups of children.

Because of the gender differences frequently apparent in children’s social relationships, I expected that children’s gender might also impact their rapport, relationship, learning, mirroring, affect, and behavior with robots. To investigate this question, I performed additional analyses on the data from the Relational AI study (Chapter 9).

10.2 METHODOLOGY

10.2.1 Hypotheses

I expected several differences by gender. First, I expected that girls would act more socially overall, since girls tend to be more focused on social relationships than boys (Benenson, 2014). Second, I expected that girls would rate the robot as more social and relational than boys, since we had seen this in a prior study (Kory-Westlund et al., 2018).

10.2.2 Data Analysis

I performed the same analyses as before (Chapter 9), adding in Gender in order to examine whether there were differences between girls and boys. These analyses were planned comparisons based on my hypotheses unless otherwise indicated; I had expected some gender differences because of the aforementioned literature and because we had previously seen some differences in girls’ versus boys’ ratings of how social and relational a robot was (Kory-Westlund et al., 2018). Where appropriate, I corrected for multiple comparisons with the Bonferroni correction.
10.3 RESULTS

The results below are broken into three sections, mirroring Section 9.4: (1) Relationship, (2) Learning, and (3) Behavior and engagement.

10.3.1 Relationship

10.3.1.1 Inclusion of Other in Self Task

I performed a mixed analysis of variance with Condition (between: Relational vs. Not Relational), Time (within: test in S1 vs. test in S8), Agent (within: bad guy, best friend, parent, robot, pet/toy), and Gender (between: boys vs. girls), with Age as a covariate. As before (Section 9.4.1.1), I observed a significant main effect of Agent, $F(4,371) = 23.6, p < 0.001$ and a significant interaction of Agent with Time, $F(4,371) = 4.30, p = 0.002$. Post-hoc tests revealed the same patterns as before, with the additional trend for an interaction of gender and time (Table 13). Girls in the Not Relational condition appeared to keep a stable rating of the robot over time while boys in the Not Relational condition slightly increasing their ratings of the robot over time. Girls in the Relational condition decreased their ratings slightly over time, while boys in the Relational condition increased their ratings.

10.3.1.2 Social Relational Interview

I performed mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: test in S1 vs. posttest), and Gender (between: boys vs. girls), with Age as a covariate for the total score and then, to explore children’s
Table 13: Children's overall Inclusion of Other in Self responses and responses by gender and condition after Session 1 and after Session 8. A 1 indicates choosing the farthest apart circles, while a 7 indicates choosing the most closely overlapping circles. Here, "MAD" = "median absolute deviation"; "Md." = "Median"; "Rg." = "Range"; "G." = "Girls"; "B." = "Boys."

<table>
<thead>
<tr>
<th>Entity</th>
<th>S1</th>
<th>S8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Md.</td>
</tr>
<tr>
<td>Bad</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>2.52 (1.96)</td>
<td>1.5</td>
</tr>
<tr>
<td>Guy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G. RR</td>
<td>2.17 (1.70)</td>
<td>1</td>
</tr>
<tr>
<td>NR</td>
<td>2.78 (2.49)</td>
<td>1</td>
</tr>
<tr>
<td>B. RR</td>
<td>2.73 (1.74)</td>
<td>2</td>
</tr>
<tr>
<td>NR</td>
<td>2.50 (2.15)</td>
<td>1</td>
</tr>
<tr>
<td>Parent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>4.10 (1.94)</td>
<td>4</td>
</tr>
<tr>
<td>G. RR</td>
<td>4.33 (2.10)</td>
<td>4.5</td>
</tr>
<tr>
<td>NR</td>
<td>4.18 (1.83)</td>
<td>4</td>
</tr>
<tr>
<td>B. RR</td>
<td>4.58 (1.83)</td>
<td>4.5</td>
</tr>
<tr>
<td>NR</td>
<td>3.38 (1.98)</td>
<td>2</td>
</tr>
<tr>
<td>Pet/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>4.30 (1.86)</td>
<td>4</td>
</tr>
<tr>
<td>G. RR</td>
<td>4.92 (1.78)</td>
<td>5</td>
</tr>
<tr>
<td>NR</td>
<td>3.40 (1.35)</td>
<td>3</td>
</tr>
<tr>
<td>B. RR</td>
<td>4.25 (1.71)</td>
<td>4</td>
</tr>
<tr>
<td>NR</td>
<td>4.46 (2.30)</td>
<td>5</td>
</tr>
<tr>
<td>Friend</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>4.00 (2.32)</td>
<td>3</td>
</tr>
<tr>
<td>G. RR</td>
<td>4.00 (2.06)</td>
<td>3</td>
</tr>
<tr>
<td>NR</td>
<td>4.27 (2.57)</td>
<td>4</td>
</tr>
<tr>
<td>B. RR</td>
<td>3.36 (2.58)</td>
<td>2</td>
</tr>
<tr>
<td>NR</td>
<td>4.31 (2.25)</td>
<td>5</td>
</tr>
<tr>
<td>Robot</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>3.77 (1.87)</td>
<td>3</td>
</tr>
<tr>
<td>G. RR</td>
<td>4.67 (1.72)</td>
<td>4.5</td>
</tr>
<tr>
<td>NR</td>
<td>3.73 (1.95)</td>
<td>3</td>
</tr>
<tr>
<td>B. RR</td>
<td>3.17 (1.75)</td>
<td>3</td>
</tr>
<tr>
<td>NR</td>
<td>3.54 (1.94)</td>
<td>3</td>
</tr>
</tbody>
</table>
10.3 RESULTS

responses further, for the individual questions. Where appropriate, I ran post-hoc tests with Tukey’s HSD.

I observed the same pattern of results as in Section 9.4.1.2, listed in Table 14, with the addition of the following gender patterns. First, when examining the Social Relational Interview total score, I observed that girls rated the robot as a greater social-relational agent than did boys (see Figure 70). There was also a trend toward an interaction of time with gender, with girls maintaining their high ratings and boys’ ratings decreasing slightly over time. Table 15 shows children’s ratings by gender, time, and condition.

I examined the change in children’s ratings from the SI test to the posttest further by computing the difference between children’s SI and posttest rating. Analyzing this difference score revealed the same trend as above: girls maintained their high ratings (mean change = 0.04, \(SD = 1.43\)), while boys’ ratings decreased (mean change = -1.14, \(SD = 2.54\)), \(F(1,40) = 3.40, p = 0.072\).

With regards to the individual Social Relational Interview questions, girls were more likely to say that the robot would feel sad if another child was mean to it than boys. Girls were also slightly more likely to say the robot would be sad if it had no friends. Girls were likely to say the robot would cheer up another child at both the SI test and posttest, while boys were less likely to say so at the posttest. There was also a trend for boys in the Not Relational to be more likely to say the robot would cheer up another child at the posttest than boys in the Relational condition. Girls were more likely than boys to say that the robot really did like them.

JUSTIFICATIONS A mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: test in SI vs. posttest), Gender (between: boys vs. girls), and Justification type (within: the eight justification types coded for), with Age as a covariate, revealed significant main effects of gender, \(F(1,44) = 4.78, p = 0.034\); age, \(F(3,42) = 4.52, p = 0.008\); and a significant interaction between justification type and time, \(F(7,643) = 2.10 p = 0.042\).

Post-hoc tests revealed the same patterns discussed in Section 9.4.1.2, and additionally, that girls provided more justifications for the 7 questions (total: \(M = 5.74, SD = 3.78\); per question: \(M = 0.72, SD = 1.03\)) at both times than boys did (total: \(M = 4.24, SD = 3.50\); per question: \(M = 0.51, SD = 0.97\)). Furthermore, there was trend toward an interaction of gender with justification type and time, suggesting that girls and boys explained their responses differently.

10.3.1.3 Picture Sorting Task

I performed mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: test in SI vs. test in S8), Entity (within: robot, baby, cat, frog, teddy bear, movie robot, robot arm, computer), and Gender (between: boys vs. girls), and Age as covariate for each entity’s position, as well as for each entity’s position relative to the robot.

For entity positions, I observed a significant main effect of entity, \(F(7, 626) = 45.9, p < 0.001\). Post-hoc tests revealed the same patterns as before (Section 9.4.1.3). In addition, there were trends toward interactions of gender with entity and gender with entity and time, suggesting, e.g., that girls may have placed the baby closer to the human adult than boys did, that girls may have placed the computer as farther than boys did, and that girls may have moved the teddy bear farther away at the posttest.
Table 14: Social Relational Interview results and interesting trends by time, gender, age, and condition. For individual questions, results were considered significant when \( p < 0.007 \). The questions were as follows. 1: “Let’s pretend another kid was mean to Red and took Red’s story tablet. Would Red feel sad or would Red not mind?”; 2: “Let’s pretend Red didn’t have any friends. Would Red not mind or would Red feel sad?”; 3: “Let’s pretend another kid needs help. Would Red try to help or would Red not care?”; 4: “Let’s pretend Red was really happy or really upset about something. Would Red not care about telling anyone, or would Red want to tell a friend?”; 5: “Let’s pretend another kid is sad. Would Red try to cheer them up or would Red not care?”; 6: “Does Red really want to make friends, or is Red just pretending?”; 7: “Does Red like you or is Red just pretending?”.

<table>
<thead>
<tr>
<th>Question</th>
<th>Effect</th>
<th>df</th>
<th>( F )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sad if mean</td>
<td>Time</td>
<td>1.41</td>
<td>4.68</td>
<td>0.036</td>
</tr>
<tr>
<td>Sad if mean</td>
<td>Gender</td>
<td>1.38</td>
<td>3.63</td>
<td>0.064</td>
</tr>
<tr>
<td>Sad if mean</td>
<td>Age</td>
<td>3.38</td>
<td>5.68</td>
<td>0.003</td>
</tr>
<tr>
<td>Sad no friends</td>
<td>Gender</td>
<td>1.38</td>
<td>3.76</td>
<td>0.060</td>
</tr>
<tr>
<td>Share info</td>
<td>Condition</td>
<td>1.37</td>
<td>3.55</td>
<td>0.067</td>
</tr>
<tr>
<td>Cheer up child</td>
<td>Time \times Gender</td>
<td>1.41</td>
<td>5.42</td>
<td>0.025</td>
</tr>
<tr>
<td>Cheer up child</td>
<td>Time \times Gender \times Condition</td>
<td>1.41</td>
<td>3.77</td>
<td>0.059</td>
</tr>
<tr>
<td>Likes you</td>
<td>Gender</td>
<td>1.37</td>
<td>13.3</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Likes you</td>
<td>Time \times Condition</td>
<td>1.40</td>
<td>3.65</td>
<td>0.063</td>
</tr>
<tr>
<td>Overall</td>
<td>Gender</td>
<td>1.37</td>
<td>6.27</td>
<td>0.017</td>
</tr>
<tr>
<td>Overall</td>
<td>Age</td>
<td>3.37</td>
<td>3.35</td>
<td>0.029</td>
</tr>
</tbody>
</table>
Table 15: Descriptive statistics by time, gender, and condition for the Social Relational Interview. Here, “Con.” = “Condition.” Scores on individual questions can range from 0-2, with 0 = robot does not care / not mind / is pretending, 1 = not sure, maybe, 2 = social/relational (would be sad, would help, etc); thus, the total score can range from 0-14. The questions were as follows. 1: “Let’s pretend another kid was mean to Red and took Red’s story tablet. Would Red feel sad or would Red not mind?”; 2: “Let’s pretend Red didn’t have any friends. Would Red not mind or would Red feel sad?”; 3: “Let’s pretend another kid needs help. Would Red try to help or would Red not care?”; 4: “Let’s pretend Red was really happy or really upset about something. Would Red not care about telling anyone, or would Red want to tell a friend?”; 5: “Let’s pretend another kid is sad. Would Red try to cheer them up or would Red not care?”; 6: “Does Red really want to make friends, or is Red just pretending?”; 7: “Does Red like you or is Red just pretending?”.

<table>
<thead>
<tr>
<th>Question</th>
<th>Con.</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Girls</td>
<td></td>
<td>Boys</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>Post</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sad if mean</td>
<td>RR</td>
<td>1.83 (0.58)</td>
<td>1.67 (0.78)</td>
<td>1.80 (0.63)</td>
<td>1.30 (0.95)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>1.91 (0.30)</td>
<td>1.82 (0.60)</td>
<td>1.50 (0.90)</td>
<td>1.33 (0.98)</td>
<td></td>
</tr>
<tr>
<td>Sad no friends</td>
<td>RR</td>
<td>1.58 (0.67)</td>
<td>1.67 (0.65)</td>
<td>1.40 (0.97)</td>
<td>1.40 (0.84)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>1.73 (0.65)</td>
<td>1.73 (0.65)</td>
<td>1.25 (0.87)</td>
<td>1.17 (0.94)</td>
<td></td>
</tr>
<tr>
<td>Help child</td>
<td>RR</td>
<td>1.73 (0.65)</td>
<td>1.64 (0.81)</td>
<td>1.80 (0.63)</td>
<td>1.50 (0.71)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>2.00 (0.00)</td>
<td>2.00 (0.00)</td>
<td>1.50 (0.90)</td>
<td>1.67 (0.65)</td>
<td></td>
</tr>
<tr>
<td>Share info</td>
<td>RR</td>
<td>1.58 (0.79)</td>
<td>1.67 (0.65)</td>
<td>1.67 (0.71)</td>
<td>1.22 (0.83)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>1.91 (0.30)</td>
<td>1.55 (0.69)</td>
<td>1.92 (0.29)</td>
<td>1.83 (0.39)</td>
<td></td>
</tr>
<tr>
<td>Cheer up child</td>
<td>RR</td>
<td>1.75 (0.62)</td>
<td>2.00 (0.00)</td>
<td>1.80 (0.63)</td>
<td>1.30 (0.82)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>2.00 (0.00)</td>
<td>1.91 (0.30)</td>
<td>2.00 (0.00)</td>
<td>1.83 (0.58)</td>
<td></td>
</tr>
<tr>
<td>Wants friends</td>
<td>RR</td>
<td>1.67 (0.78)</td>
<td>1.67 (0.78)</td>
<td>1.60 (0.84)</td>
<td>1.60 (0.70)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>1.82 (0.60)</td>
<td>1.91 (0.30)</td>
<td>1.83 (0.39)</td>
<td>1.33 (0.98)</td>
<td></td>
</tr>
<tr>
<td>Likes you</td>
<td>RR</td>
<td>1.58 (0.67)</td>
<td>1.92 (0.29)</td>
<td>1.00 (1.00)</td>
<td>1.33 (0.87)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>2.00 (0.00)</td>
<td>2.00 (0.00)</td>
<td>1.58 (0.79)</td>
<td>1.33 (0.89)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>RR</td>
<td>11.6 (2.19)</td>
<td>12.1 (2.71)</td>
<td>11.6 (2.71)</td>
<td>10.2 (2.49)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>13.4 (0.81)</td>
<td>12.9 (1.04)</td>
<td>11.4 (2.19)</td>
<td>10.5 (4.03)</td>
<td></td>
</tr>
</tbody>
</table>
### 10.3 Results

#### Figure 71: Children's responses to the question, “How much do you like Red?” by gender, condition, and time. Responses were given on the smileyometer scale of 1 (very frowny) to 5 (very smiley).

Regarding the distance of each entity relative to the Tega robot, I observed a main effect of entity, $F(6, 542) = 46.2, p < 0.001$, with the same pattern of results as before. In addition, there was a trend for an interaction of gender with entity and time. Some of the gender trends included girls' tendency to place the robot arm closer to the human adult than the Tega robot at the posttest than at the S2 test, while boys showed the opposite pattern; girls also tended to place the cat, frog, and computer farther away from Tega than boys did.

#### 10.3.1.4 Memory/Rapport Questions

I ran mixed analyses of variance with Condition (between: *Relational* vs. *Not Relational*), Time (within: questions at S4 vs. S8), and Gender (between: boys vs. girls), with Age as a covariate for each Memory/Rapport question.

In addition to the patterns discussed previously (Section 9.4.1.4), I observed a significant interaction of time with gender for the question, “How much do you like Red?”, $F(1,39) = 5.55, p = 0.024$. Post-hoc tests did not reveal any significant differences, though there was a trend for boys to rate the robot lower at the S8 posttest (Figure 71).

#### 10.3.1.5 Narrative Description

I performed mixed analysis of variance with Condition (between: *Relational* vs. *Not Relational*), Time (within: S2 test vs. Posttest), Agent (within: Friend vs. Robot), and Gender (between: boys vs. girls), with Age as a covariate.
In the Narrative Description task, children described their friends at greater length than they did the robot, and this varied by condition and gender.
Description types used in the Narrative Description task

Figure 73: The number of different kinds of descriptions children used (name, facts, social qualities, physical attributes, activities) during the Narrative Description task.

With regards to word count, like before (Section 9.4.1.5), I observed main effects of agent, $F(1,108) = 10.5, p = 0.002$, and condition, $F(1,33) = 4.51, p = 0.041$ (Figure 72a). There was also a trend toward an interaction of time with agent, gender, and condition, which suggested that boys in the Relational condition used fewer words to describe both the robot and their best friend, and furthermore, that boys in the Not Relational condition decreased the number of words they used to describe the robot from pretest to posttest.

For sentence count, I observed a main effect of agent, $F(1,108) = 23.6, p < 0.001$; and significant interactions between time, agent and gender, $F(1,108) = 7.46, p = 0.007$; as well as time, agent, gender, and condition, $F(1,108) = 10.5, p = 0.002$ (Figure 72b). Girls in the Not Relational condition describing a friend used more sentences than when describing the robot, but primarily at the pretest than at the posttest. They also used more sentences than boys in the Relational condition when describing the robot. Boys in the Relational condition described the robot with the fewest sentences at the pretest, though this was only significantly different from boys at the posttest in the Not Relational condition. There was also a trend for boys in the Relational condition to describe a friend with more sentences than they did the robot.

For the number of descriptions children used, I observed the same main effects as before for agent, $F(1,108) = 4.88, p = 0.029$; condition, $F(1,108) = 5.77, p = 0.022$; and age, $F(3,33) = 4.99, p = 0.006$ (Figure 73). There was also a trend toward an interaction of time, condition, agent, and gender, with boys in the Relational condition using the fewest descriptions, especially at the posttest.
Figure 74: In the Self-disclosure Task, girls generally gave longer answers than boys in S8 to both the robot's prompts.
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Word count for children’s disclosures

<table>
<thead>
<tr>
<th>Session</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2</td>
<td>65</td>
<td>60</td>
</tr>
<tr>
<td>S3</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>S4</td>
<td>40</td>
<td>45</td>
</tr>
<tr>
<td>S5</td>
<td>30</td>
<td>35</td>
</tr>
<tr>
<td>S6</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>S7</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

Sentence count for children’s disclosures

<table>
<thead>
<tr>
<th>Session</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2</td>
<td>50</td>
<td>45</td>
</tr>
<tr>
<td>S3</td>
<td>40</td>
<td>35</td>
</tr>
<tr>
<td>S4</td>
<td>30</td>
<td>25</td>
</tr>
<tr>
<td>S5</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>S6</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>S7</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*Not-Relational vs. Relational

(a) Word Count

(b) Sentence Count

Figure 75: Children’s disclosures during Sessions 2–7 followed the pattern as the Self-disclosure Task in S1 and S8.

10.3.1.6 Targeted Self-Disclosure Task

I performed mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: either S1 vs. S8, or S2–7), and Gender (between: boys vs. girls), with Age as a covariate. Like before (Section 9.4.1.6), there was a main effect of Age with regards to the number of sentences children spoke for both the robot’s first prompt, $F(3,37) = 4.03, p = 0.014$; and the robot’s second prompt, $F(3,37) = 3.05, p = 0.040$.

I also observed a significant interaction of time with gender on the word count of children’s responses to the robot’s second prompt, $F(1,40) = 6.01, p = 0.019$. Post hoc tests showed that girls gave longer responses in S8 than boys did (Figures 74a, 74b, 74c, and 74d). A similar trend was present for children’s responses to the first prompt, though it was not statistically significant.

Like before, I did not observe any significant differences between groups for the number of words in children’s disclosures in sessions 2–7, and I observed a significant main effect of time on the number of sentences children used, $F(5,210) = 2.58, p = 0.027$ (Figure 75b). In addition, I observed trends for interactions of condition with time and condition with gender (Figure 75a). In most sessions, girls in the Relational condition appeared to use more words than girls in the Not Relational condition, while the reverse was true for boys.

10.3.1.7 Social Acceptance Questions

I performed mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: pretest vs. post-S7 test), Gender (between: boys vs. girls) and Age as a covariate. I observed the same patterns as before (Section 9.4.1.7). There was a trend for girls to be more accepting of both other children and robots than boys (Figure 76).
Social Acceptance Questions
by Condition Gender, and Time

Figure 76: Children in the *Relational* condition increased their Social Acceptance ratings from the pretest to the S7 test, while children in the *Not Relational* condition slightly decreased their ratings. The questions were, "Would you like to be good friends with a kid/robot who can't hear well?" and "Would you like to be good friends with a kid/robot with special needs?" Children responded with a *yes* (coded as 2), *maybe* (1) or *no* (0) to each question.
10.3.2 Learning

10.3.2.1 Target Vocabulary Word Identification

Analyses of variance on children’s full and Retell-only vocabulary scores with Condition (between: Relational vs. Not Relational), Time (Pretest vs. Posttest), Gender (girls vs. boys), and Age as a covariate revealed main effects of time, $F(1, 25) = 11.2, p = 0.003$; and $F(2, 52) = 19.5, p < 0.001$, like before (Section 9.4.2.1). There were no differences by condition.

10.3.2.2 Stories

Like before (Section 9.4.2.2), I performed an analysis of variance with Condition (between: Relational vs. Not Relational), Gender (girls vs. boys), and Age as a covariate, revealing no significant differences in how many stories children told.

10.3.2.3 Target Vocabulary Word Use

I performed analyses of variance with Condition (between: Relational vs. Not Relational), Gender (girls vs. boys), and Age as a covariate. Like before (Section 9.4.2.3), there were no significant differences in children’s total use of the target vocabulary words or the robot’s catchphrases. However, there was a trend for girls to use more of the target words and phrases than boys, $F(1, 42) = 2.21, p = 0.145$ (Figure 77a), as well the same trend for older children to use more than younger children $F(3, 42) = 1.89, p = 0.145$. Looking at the use of total keywords divided by stories told, there was a similar trend for girls to use more target words and phrases than boys, $F(1, 42) = 2.22, p = 0.144$ (Figure 77b).

Like before, there was a significant main effect of age on the number additional keywords used, $F(3, 42) = 6.06, p = 0.002$. There was also a significant interaction of gender with condition, $F(1, 42) = 6.10, p = 0.018$. Girls in the Relational condition and boys in the Not Relational condition used significantly more keywords than boys in the Relational condition (Figure 77c). There was a similar pattern in children’s use of the additional keywords adjusted for the number of stories told, with older children using more keywords than younger children, $F(3, 42) = 5.88, p = 0.002$, and a significant interaction of gender with condition, $F(1, 42) = 8.43, p = 0.006$ (Figure 77d-other-keywords-percent-by-gender-condition.png).

Girls in the Relational condition who correctly identified the target words were more likely to use them in their stories than other children (RR girls: $r_{512} = 0.804$, $p = 0.002$; NR girls: $r_{512} = 0.493$, $p = 0.10$; RR boys: $r_{513} = 0.203$, $p = 0.51$; NR boys: $r_{513} = 0.445$, $p = 0.13$) (Figure 78).

10.3.2.4 Story Length

I performed analyses of variance with Condition (between: Relational vs. Not Relational), Gender (boys vs. girls), and Age as a covariate. Like before, I observed main effects of condition, $F(1, 41) = 4.64, p = 0.037$, and of age, $F(3, 41) = 9.27, p < 0.001$, on the mean length of children’s stories (Section 9.4.2.4).

Children in the Not Relational Condition told longer stories than children in the Relational condition. Further examination suggests that this was driven by boys in the Relational condition ($M = 101.8$, $SD = 49.8$), who told shorter stories than children in all
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Total keywords and phrases used by Gender and Condition

(a) Keywords and phrases.
(b) Keywords and phrases, adjusted.

Additional keywords used by Gender and Condition
(c) Additional keywords.
(d) Additional keywords, adjusted.

Figure 77: Girls used more of the robot’s keywords and phrases than boys. Girls in the Relational condition and boys in the Not Relational condition used more keywords than boys in the Relational condition.
Figure 78: Children who correctly identified the target words at the posttest were more likely to use them in their stories.

Figure 79: Children in the Not Relational Condition told longer stories than children in the Relational condition, likely because boys in the Relational condition told shorter stories than children in all other groups.
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Mean unique words in stories by Gender and Condition

Results by Gender for the Relational and Not-Relational conditions

- Not-Relational
- Relational

(a) All stories.

Mean unique words in Retell stories by Gender and Condition

Results by Gender for the Relational and Not-Relational conditions

- Not-Relational
- Relational

(b) Retell stories.

Figure 8a: Boys in the Relational condition used fewer unique words in their stories than children in all other conditions.

other groups (NR boys: M = 163.8, SD = 81.2; RR girls: M = 148.3, SD = 81.0; NR girls: M = 160.9, SD = 67.3), though this pattern was not statistically significant (Figure 79a).

A similar pattern held when examining only children’s Retell stories, with a main effect of age, $F(3,39) = 6.36, p = 0.001$, and a trend toward an interaction of gender and condition (Figure 79b). Children’s Create stories were more mixed; there was a trend toward a main effect of age, but less difference between conditions or genders.

UNIQUE WORDS

Regarding the number of unique words used in all stories, I observed a main effect of age, $F(3,42) = 7.23, p < 0.001$, and a significant interaction of condition with gender, $F(1,42) = 4.29, p = 0.045$. In addition to the same age pattern as before (Section 9.4.2.4), I observed that boys in the Relational condition used significantly fewer unique words ($M = 34.6, SD = 13.9$) than children in all other conditions (NR boys: $M = 56.5, SD = 24.5$; RR girls: $M = 54.5, SD = 23.4$; NR girls: $M = 53.2, SD = 20.0$) (Figure 8oa).

A similar pattern held when examining unique word use in children’s Retell stories, with main effects of age, $F(3,39) = 6.07, p = 0.002$; and of gender, $F(1,39) = 4.89, p = 0.033$; and a trend toward an interaction of condition with gender. Girls used more unique words than boys, and this was partly driven by boys in the Relational condition using far fewer unique words (Figure 8ob). Children’s Create stories showed no significant differences between groups.

10.3.3 Behavior and Engagement

10.3.3.1 Liking the Robot’s Stories

There were no differences between groups in children’s reported liking of the robot’s stories.
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Exact matching phrases used by Gender and Condition, adjusted for stories told

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not-Relational</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relational</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Similar matching phrases used by Gender and Condition, adjusted for stories told

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not-Relational</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relational</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 81: Girls in the Relational condition and boys in the Not Relational condition emulated the robot’s phrases more than boys in the Relational condition.

10.3.3.2 Mirroring the Robot’s Stories

PHRASE MATCHING I performed analyses of variance with Condition (between: Relational vs. Not Relational), Gender (between: boys vs. girls), and Age as a covariate. I observed a significant interaction of condition with gender in the total number of exactly matching phrases children used, $F(1,42) = 4.35, p = 0.043$. Girls in the Relational condition matched the most phrases ($M = 47.0, SD = 36.9$), in particular, significantly more than boys in the Relational condition ($M = 16.6, SD = 17.4$), who matched the fewest phrases. Girls ($M = 27.8, SD = 20.2$) and boys ($M = 27.2, SD = 22.9$) in the Not Relational condition were in-between.

When examining the use of exactly matching phrases adjusted for the number of stories each child told, the same pattern emerged more strongly. Girls in the Relational condition used more exactly matching phrases per story ($M = 6.67, SD = 4.16$) than boys in the Relational condition ($M = 2.61, SD = 2.41$), while girls ($M = 3.69, SD = 2.26$) and boys ($M = 5.21, SD = 4.42$) in the Not Relational condition were in-between, $F(1,42) = 10.0, p = 0.003$ (Figure 81a).

Regarding children’s total use of similar matching phrases, I observed a main effect of age, $F(3,42) = 3.81, p = 0.017$, like before (Section 9.4.3.2). When looking at children’s total use of similar matching phrases adjusted for the number of stories each child told, there was a main effect of age, $F(3,42) = 6.71, p < 0.001$, and a significant interaction with gender, $F(1,42) = 4.72, p = 0.035$. Girls in the Relational condition used more similar matching phrases per story ($M = 37.1, SD = 23.4$) than boys in the Relational condition ($M = 21.2, SD = 17.0$), as did boys in the Not Relational condition ($M = 35.0, SD = 22.6$); girls in the Not Relational condition were in-between ($M = 27.8, SD = 17.5$) (Figure 81b).

COSINE SIMILARITY When looking at the mean cosine similarity of all of each child’s stories, I observed the same main effect of age as before, $F(3,39) = 7.27, p < 0.001$ (Section 9.4.3.2). Again, I saw the same age pattern when looking at children’s Retell stories, $F(3,39) = 9.22, p < 0.001$; but not when looking at only children’s Create
results. There were no differences by gender or condition, though there were trends for boys in the Relational condition to tell less similar stories (Figures 82a and 82b).

### 10.3.3 Robot Story

A mixed analysis of variance with Condition (between: Relational vs. Not Relational), Time (within: S3 story vs. S7 story), and Gender (between: boys vs. girls), with Age as a covariate revealed no significant differences in children's likelihood to tell a story during the Robot Story task. There was a trend for an interaction of condition with gender, $F(1, 39) = 3.88, p = 0.056$. Girls in the Relational condition were somewhat more likely ($M = 1.17, SD = 0.64$) than girls in the Not Relational condition to tell a story ($M = 0.68, SD = 0.57$), as well as somewhat more likely than boys to tell a story (RR: $M = 0.77, SD = 0.75$; NR: $M = 0.88, SD = 0.80$).

### 10.3.4 Negotiation Task

A mixed analysis of variance with Condition (between: Relational vs. Not Relational), Time (within: negotiation at S2, S3, S6, and S7), and Gender (between: boys vs. girls), with Age as a covariate, revealed a main effect of time like before (Section 9.4.3.4), $F(3, 117) = 3.75, p = 0.013$, and a main effect of gender, $F(1, 36) = 4.03, p = 0.052$. Girls were more likely to allow the robot's choice or suggest a compromise than boys. There
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Mean negotiation outcome for sessions 2, 3, 6, and 7, shown for girls (left) and boys (right)

<table>
<thead>
<tr>
<th>Session</th>
<th>S2</th>
<th>S3</th>
<th>S6</th>
<th>S7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Note</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 83: Children’s responses during the Negotiation Task. Negotiation outcomes were coded as 2 = compromise, 1 = agree to robot’s choice, 0 = stick to child’s choice.

was also a trend toward an interaction of time with gender, which suggested a difference between girls’ and boys’ actions in S2, S6, and S7 in particular. Table 16 lists the mean negotiation outcomes by gender and time (also see Figure 83).

10.3.3.5 Anomalous Picture Task

I performed a mixed analysis of variance with Condition (between: Relational vs. Not Relational), Gender (between: boys vs. girls), Time (within: pretest vs. posttest), and Agent (within: human vs. robot). I observed the same results described in Section 9.4.3.5, with a main effect of agent, $F(1,80) = 17.1, p < 0.001$; and a significant interaction of condition with time, $F(1, 42) = 4.75, p = 0.035$. There were no differences by gender. When examining children’s comments, questions, and laughter individually, I observed the same patterns as before, and again, no differences by gender.

Next, I examined children’s gaze during the task. I performed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: pretest vs. posttest), Gender (between: boys vs. girls), and Agent (within: human vs. robot) for both the absolute looking times at the pictures, at their interlocutor, and elsewhere during the task and the time as a percent. I observed the same patterns discussed in Section 9.4.3.5, with several additional interactions of gender with agent. Tables 17 and 18 list children’s absolute and percent gaze times by gender, agent, time, and condition.

With regards to absolute looking time at their interlocutor, I observed a significant main effect of Agent, $F(1,66) = 296.1, p < 0.001$; significant interactions of gender with agent, $F(1,66) = 6.61, p = 0.012$; and of time with agent, $F(1,66) = 5.80, p = 0.019$. There was also a trend toward an interaction of condition with gender and agent ($p = 0.09$). Post-hoc tests revealed that girls and boys looked at the human experimenter for approximately equal amounts of time at the pretest and posttest, and both girls
Figure 84: Children's Anomalous Picture Task gaze and gaze as a percent of the total time spent on task.
Table 17: The total amount of time in seconds that children spent looking at the pictures, at their interlocutor (robot or human experimenter), or elsewhere during each iteration of the Anomalous Picture Task (APT). Here, “Con.” = “Condition”.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Time</th>
<th>Gender</th>
<th>Con.</th>
<th>Gaze at</th>
<th>Pictures</th>
<th>Interlocutor</th>
<th>Elsewhere</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Human</td>
<td>Pre</td>
<td>Girls</td>
<td>RR</td>
<td></td>
<td>24.9 (13.2)</td>
<td>9.81 (6.88)</td>
<td>5.67 (6.99)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>25.0 (11.4)</td>
<td>7.82 (3.85)</td>
<td>3.63 (3.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>23.9 (6.52)</td>
<td>5.87 (3.82)</td>
<td>3.64 (2.64)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>31.3 (15.9)</td>
<td>7.98 (5.81)</td>
<td>5.83 (6.67)</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>Girls</td>
<td>RR</td>
<td></td>
<td>22.7 (6.92)</td>
<td>4.96 (8.45)</td>
<td>5.67 (3.51)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>27.2 (10.2)</td>
<td>4.51 (2.85)</td>
<td>2.63 (1.90)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>27.2 (13.8)</td>
<td>4.46 (7.72)</td>
<td>3.12 (3.90)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>32.1 (14.3)</td>
<td>4.11 (5.46)</td>
<td>4.07 (2.90)</td>
</tr>
<tr>
<td>Robot</td>
<td>Pre</td>
<td>Girls</td>
<td>RR</td>
<td></td>
<td>28.9 (19.0)</td>
<td>10.9 (18.2)</td>
<td>11.3 (8.06)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>19.5 (11.1)</td>
<td>23.4 (10.4)</td>
<td>8.30 (4.45)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>16.9 (10.5)</td>
<td>34.4 (19.6)</td>
<td>7.10 (5.85)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>23.2 (17.0)</td>
<td>26.7 (8.31)</td>
<td>7.95 (5.01)</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>Girls</td>
<td>RR</td>
<td></td>
<td>14.4 (14.8)</td>
<td>24.2 (4.63)</td>
<td>11.6 (7.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td></td>
<td>11.6 (9.81)</td>
<td>31.7 (14.2)</td>
<td>15.4 (18.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>7.29 (4.58)</td>
<td>29.8 (7.05)</td>
<td>14.2 (16.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>12.2 (9.24)</td>
<td>31.4 (8.15)</td>
<td>10.6 (8.98)</td>
</tr>
</tbody>
</table>
Table 18: The percentage of time children spent looking at the pictures, at their interlocutor (robot or human experimenter), or elsewhere during each iteration of the Anomalous Picture Task. Values are expressed as percentages of the total time spent on the task, since children did not spend exactly the same amount of time doing the task (e.g., because some children spoke more than others). Here, “Gen.” = “Gender” and “Con.” = “Condition”.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Time</th>
<th>Gen.</th>
<th>Con.</th>
<th>Percent Gaze at Pictures Mean (SD)</th>
<th>Percent Gaze at Interlocutor Mean (SD)</th>
<th>Percent Gaze at Elsewhere Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>Pre</td>
<td>Girls</td>
<td>RR</td>
<td>61.4 (17.7)</td>
<td>26.1 (19.0)</td>
<td>12.6 (13.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>65.1 (17.5)</td>
<td>21.6 (10.1)</td>
<td>11.9 (12.7)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>72.3 (15.8)</td>
<td>16.8 (9.74)</td>
<td>10.9 (8.04)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>69.2 (20.5)</td>
<td>17.9 (13.3)</td>
<td>13.0 (13.8)</td>
</tr>
<tr>
<td>Post</td>
<td>Girls</td>
<td>RR</td>
<td>68.3 (17.7)</td>
<td>11.0 (12.6)</td>
<td>16.6 (9.93)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>78.6 (9.93)</td>
<td>12.8 (6.13)</td>
<td>8.62 (6.53)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>83.0 (11.6)</td>
<td>9.44 (8.23)</td>
<td>7.58 (6.41)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>78.4 (13.8)</td>
<td>9.66 (12.2)</td>
<td>10.1 (7.64)</td>
</tr>
<tr>
<td>Robot</td>
<td>Pre</td>
<td>Girls</td>
<td>RR</td>
<td>44.1 (16.7)</td>
<td>37.5 (15.2)</td>
<td>18.4 (9.38)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>38.7 (15.4)</td>
<td>45.4 (14.9)</td>
<td>15.9 (6.97)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>28.5 (10.3)</td>
<td>59.0 (16.8)</td>
<td>12.5 (9.01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>36.3 (16.0)</td>
<td>49.6 (18.5)</td>
<td>13.2 (6.54)</td>
</tr>
<tr>
<td>Post</td>
<td>Girls</td>
<td>RR</td>
<td>24.7 (19.9)</td>
<td>48.6 (12.3)</td>
<td>23.2 (15.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>19.1 (11.1)</td>
<td>58.3 (19.6)</td>
<td>22.5 (21.4)</td>
</tr>
<tr>
<td></td>
<td>Boys</td>
<td>RR</td>
<td>15.1 (9.55)</td>
<td>61.4 (17.7)</td>
<td>23.5 (23.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NR</td>
<td>20.9 (14.3)</td>
<td>60.6 (15.8)</td>
<td>17.8 (11.8)</td>
</tr>
</tbody>
</table>
and boys looked at the robot more than the human at all tests, but girls also tended to look at the robot less than boys did (Figure 84a). This last pattern seemed to be driven by girls in the Relational condition, who tended to look at the robot less than children in all other conditions.

The same pattern held when looking at the percent of the total time on the task that children spent looking at their interlocutor, with a significant main effect of agent, $F(1, 66) = 268.3, p < 0.001$; a significant interaction gender with agent, $F(1, 66) = 10.1, p = 0.002$; and a significant interaction of time with agent, $F(1, 66) = 17.7, p < 0.001$. Again, there was a trend for an interaction of condition with gender and agent ($p = 0.08$). Girls and boys gazed at the robot more than at the human experimenter. They did not differ in how much time they looked at the human, and girls spent significantly less time looking at the robot than boys did. When examining the trend involving condition, it appeared that children did not differ greatly when the human was their interlocutor. Girls in the Relational condition seemed to look at the robot less than all other children, while boys in the Relational condition looked longest (Figure 84b).

With regards to the absolute time children spent looking at the pictures during the task, I observed significant main effects of time, $F(1, 41) = 7.30, p = 0.010$; and of agent, $F(1, 66) = 32.6, p < 0.001$; as well as a significant interaction of time with agent, $F(1, 66) = 10.8, p = 0.002$. There was also a strong trend for a significant interaction of gender with agent, $F(1, 66) = 4.93, p = 0.052$. Post-hoc tests showed that boys appeared to have a greater change in their behavior with the robot, with a greater decrease in the time they spent looking at the pictures with the robot than with the human compared to girls. This seemed to be driven primarily by boys in the Relational condition. Girls in the Relational condition, in contrast, spent slightly more time looking at the pictures (Figure 84c).

Similar patterns appeared when looking at the percent of the total time that children spent looking at the pictures. I observed a significant main effect of agent, $F(1, 66) = 348.7, p < 0.001$; a significant interaction of gender with agent, $F(1, 66) = 8.27, p = 0.005$; a significant interaction of time with agent, $F(1, 66) = 33.3, p < 0.001$; and a significant interaction of condition and gender with agent, $F(1, 66) = 5.98, p = 0.017$. Post-hoc tests showed that with the robot, boys in the Relational condition spent less time looking at the pictures while girls in the Relational condition spent more time (Figure 84d).

Finally, with regards to the absolute time children spent looking elsewhere during the task, like before, I observed a main effect of agent, $F(1, 66) = 30.0, p < 0.001$; and a significant interaction of time with agent, $F(1, 66) = 5.15, p = 0.027$ (Figure 84e). I observed the same pattern with regards to the percent of time children spent looking elsewhere, with a main effect of agent, $F(1, 66) = 14.7, p < 0.001$; and a significant interaction of time with agent, $F(1, 66) = 5.55, p = 0.022$ (Figure 84f).

10.3.3.6 Goodbye Behaviors

I performed a $2 \times 2$ analysis of variance with Condition (Relational vs. Not Relational), Gender (boys vs. girls), and Age as a covariate on the overall Goodbye score. There were no statistically significant effects; however, there was the same trend as before (Section 9.4.3.6) for children in the Relational condition to have higher goodbye scores ($M = 7.21, SD = 4.58, median = 6$) than children in the Not Relational condition ($M = 5.04, SD = 5.19, median = 3$), and this appeared to be driven by girls more than boys (Figure 85a). The same trend was present when examining the scores summed across the first half versus the second half of the sessions.
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Overall goodbye behavior scores

(a) All sessions.

Goodbye behavior scores, shown for girls (left) and boys (right) by condition

(b) Each session.

Figure 85: Children’s scored goodbye behaviors summed across all sessions and shown for each session by condition and gender. For each session, behaviors were scored as 2 = clear goodbye action (e.g., waving, saying “bye bye”), 1 = small action (e.g., smile, small wave), 0 = no goodbye.
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Do you feel okay if you make mistakes in front of Red

![Box plot showing responses to the question, “Do you feel okay if you make mistakes in front of Red?” by condition and gender.]

**Figure 86: Children’s responses to the question, “Do you feel okay if you make mistakes in front of Red?” by condition and gender.**

When looking at individual sessions, I observed the same patterns as before, with the addition of a trend in S2 and S3 for an interaction of gender with condition. This trend suggested that it was primarily girls who displayed different goodbye behaviors between conditions, while boys in both conditions acted more similarly (Figure 85b).

10.3.3.7 Robot’s Favorite Animal

Analyses of variance with Condition (between: Relational vs. Not Relational), Gender (between: boys vs. girls), and Age as a covariate revealed the same main effect of age on whether children correctly identified the kinkajou, $F(3,40) = 4.32, p = 0.010$, as described in Section 9.4.3.7, but no additional impact of gender.

10.3.3.8 Judgment and Safe Space Questions

I performed mixed analyses of variance with Condition (between: Relational vs. Not Relational), Time (within: pre-S3 test vs. post-S7 test), Gender (between: boys vs. girls) and Age as a covariate. I observed a significant interaction of condition with gender for the question “Do you feel okay if you make mistakes in front of Red,” $F(1,38) = 7.22, p = 0.011$ (Figure 86). Girls were more likely to say they felt okay in the Relational condition ($M = 1.77, SD = 0.43$, median = 2) than in the Not Relational condition ($M = 1.23, SD = 0.87$, median = 1.5). Overall responses were mixed, but generally more positive, at both the S3 test and the S7 test.
10.3.3.9 Empathy/Helping Tasks

In addition to the patterns found previously (Section 9.4.3.9), there were trends for girls to be slightly more likely to agree to take a photo with the robot than boys, and for girls to be more likely to say the robot was like another child than boys were (Figure 87).

10.3.3.10 Affect

Like before (Section 9.4.3.10), I constructed mixed linear models for each emotion measured with Condition (between: Relational vs. Not Relational), Time (within: each session), Gender (between: boys vs. girls) and Age as a covariate. I observed numerous interactions of gender with condition and time.

I observed that children’s valence significantly varied by time, $F(7,265) = 2.07, p = 0.047$; there were also significant interactions of condition with gender, $F(1,42) = 6.11, p = 0.018$; and condition and gender with time, $F(7,265) = 2.22, p = 0.033$. Girls in the Not Relational condition showed significantly lower valence than girls in the Relational condition and boys in the Not Relational condition, but in some sessions more than others (Figure 88a).

I observed the same pattern with regards to children’s joy: there was a significant main
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Mean valence for each session, shown for girls (left) and boys (right)

(a) Valence.

Mean engagement for each session, shown for girls (left) and boys (right)

(b) Engagement.

Figure 88: Children's overall affect for each session by condition and gender. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
Mean smile for each session, shown for girls (left) and boys (right)

(a) Smiles.

Mean joy for each session, shown for girls (left) and boys (right)

(b) Joy.

Mean relaxed for each session, shown for girls (left) and boys (right)

(c) Relaxation.

Figure 89: Children’s overall affect for each session by condition and gender. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
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Mean attention for each session, shown for girls (left) and boys (right)

(a) Attention.

Mean sadness for each session, shown for girls (left) and boys (right)

(b) Sadness.

Mean surprise for each session, shown for girls (left) and boys (right)

(c) Surprise.

Figure 90: Children’s overall affect for each session by condition and gender. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
Figure 91: Children’s overall affect for each session by condition and gender. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
Mean contempt for each session, shown for girls (left) and boys (right)

(a) Contempt.

Mean disappointed for each session, shown for girls (left) and boys (right)

(b) Disappointed.

Figure 92: Children’s overall affect for each session by condition and gender. Values can range from 0 (no expression present) to 100 (expression fully present), except valence, which can range from -100 to 100.
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**Correlation**

<table>
<thead>
<tr>
<th></th>
<th>Not-Relational</th>
<th>Relational</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1 SRI total score</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Vocabulary posttest scores** (adjusted for stories told)

<table>
<thead>
<tr>
<th>Gender</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.8</td>
</tr>
</tbody>
</table>

(a) S1 test.

(b) Posttest.

Figure 93: Children's Social Relational Interview scores correlated with their vocabulary scores more strongly for girls in the Relational condition and boys in the Not Relational condition.

effect of time on children's joy, $F(7, 265) = 6.28, p < 0.001$; and a significant interaction of time with condition and gender, $F(7, 265) = 2.08, p = 0.046$ (Figure 89b). I observed a significant main effect of time on children's relaxation, $F(7, 265) = 4.26, p < 0.001$; as well as a trend toward an interaction of time with condition and gender (Figure 89c). Girls tended to be more relaxed in the Relational condition than in the Not Relational condition. This follows the same pattern as children's joy and smiling.

Like before, I observed a significant main effect of time on children's engagement, $F(7, 265) = 3.35, p = 0.002$ (Figure 88b). I observed a significant main effect of time on children's sadness, $F(7, 265) = 3.39, p = 0.002$; as well as a significant interaction of time with condition and gender, $F(7, 265) = 2.75, p = 0.009$ (Figure 90b). Children showed more sadness in Session 1 than in all other sessions, and this was driven primarily by girls in the Not Relational condition and boys in the Relational condition.

Like before, children's attention significantly varied by time, $F(7, 266) = 3.44, p = 0.002$ (Figure 90a). Children's expressions of surprise varied by time, like before, $F(7, 264) = 2.83, p = 0.007$ (Figure 90c). Again, there were no significant differences in children's expressions of laughter (Figure 91a), fear (Figure 91b), anger (Figure 91c), contempt (Figure 92a), or disappointment (Figure 92b).

10.3.3.11 Relationship, Mirroring, and Learning

Many of the correlations between key relational measures used and various learning and mirroring behaviors displayed by children differed by gender. There were often stronger correlations for girls in the Relational condition and boys in the Not Relational condition, as shown in Table 19.

Girls in the Relational condition and boys in the Not Relational condition showed stronger correlations between their S1 S (SRI) scores and their vocabulary scores. They also showed stronger correlations with their S8 SRI scores (Figure 94). A similar pattern held for children's S1 and posttest SRI scores with their emulation of the robot during storytelling, their mean story length, and their use of keywords.

Girls in the Relational condition who placed the Tega robot near the human in the Picture Sorting Task were more likely than other children to also treat the robot socially...
Figure 94: Correlations between children’s Social Relational Interview (SRI) scores and their mean story length, use of keywords, and use of exact and similar matching phrases were generally stronger for girls in the Relational condition and boys in the Not Relational condition.
Table 19: Spearman correlations by condition and gender. Here, “SRI” = “Social Relational Interview”, “Goodbye” refers to children’s goodbye behavior scores, “APT” = “Anomalous Picture Task”, “IOS” = “Inclusion of Other in Self task”, and “PST” = “Picture Sorting Task”.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Girls</th>
<th>Boys</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR</td>
<td>NR</td>
</tr>
<tr>
<td>SRI S1</td>
<td>Vocabulary</td>
<td>0.573</td>
</tr>
<tr>
<td>SRI Post</td>
<td>Vocabulary</td>
<td>0.631</td>
</tr>
<tr>
<td>SRI S1</td>
<td>Phrase matching</td>
<td>0.743</td>
</tr>
<tr>
<td>SRI Post</td>
<td>Phrase matching</td>
<td>0.729</td>
</tr>
<tr>
<td>SRI S1</td>
<td>Story length</td>
<td>0.592</td>
</tr>
<tr>
<td>SRI Post</td>
<td>Story length</td>
<td>0.628</td>
</tr>
<tr>
<td>SRI S1</td>
<td>Keyword use</td>
<td>0.521</td>
</tr>
<tr>
<td>SRI Post</td>
<td>Keyword use</td>
<td>0.592</td>
</tr>
<tr>
<td>Goodbye</td>
<td>Phrase matching</td>
<td>0.148</td>
</tr>
<tr>
<td>Goodbye</td>
<td>Story length</td>
<td>0.547</td>
</tr>
<tr>
<td>Goodbye</td>
<td>Keyword use</td>
<td>0.137</td>
</tr>
<tr>
<td>Goodbye</td>
<td>PST S2</td>
<td>-0.549</td>
</tr>
<tr>
<td>Goodbye</td>
<td>PST Post</td>
<td>-0.472</td>
</tr>
<tr>
<td>APT S1</td>
<td>Phrase matching</td>
<td>0.252</td>
</tr>
<tr>
<td>APT S8</td>
<td>Phrase matching</td>
<td>0.163</td>
</tr>
<tr>
<td>APT S1</td>
<td>Story length</td>
<td>0.691</td>
</tr>
<tr>
<td>APT S8</td>
<td>Story length</td>
<td>0.123</td>
</tr>
<tr>
<td>APT S1</td>
<td>Keyword use</td>
<td>-0.077</td>
</tr>
<tr>
<td>APT S8</td>
<td>Keyword use</td>
<td>0.315</td>
</tr>
<tr>
<td>IOS S1</td>
<td>Stories told</td>
<td>0.649</td>
</tr>
<tr>
<td>Negotiation</td>
<td>Vocabulary</td>
<td>0.116</td>
</tr>
</tbody>
</table>
Figure 95: Children who treated the robot more socially when saying goodbye told longer stories, used more keywords, emulated the robot's phrases more during storytelling, and placed the Tega robot closer to the human in the Picture Sorting Task (PST).
Figure 96: There were differences by condition in the correlation between children’s social behavior during the Anomalous Picture Task (APT) and children’s story length, phrase matching, and use of keywords.
10.4 DISCUSSION

Contrary to my hypotheses, the differences I observed between genders were not as clear as girls being more social or rating the robot as more social than boys. Instead, an intriguing pattern appeared throughout the data in which children's gender affected how they responded in each condition. Girls appeared to respond to the relational and non-relational robots as expected; boys, however, followed the opposite pattern. Boys responded more positively to the robot in the Not Relational condition than in the Relational condition. Although this gender-condition interaction pattern sometimes appeared as a trend without statistical significance (likely due to the sample size), it appeared frequently enough to be of significant interest regardless. Below, I discuss the main findings with respect to this overarching pattern and then discuss the implications of these findings.

(a) Children who rated the robot as closer in S1 on the Inclusion of Other in Self task were more likely to tell stories to the robot. (b) Children who were more likely to seek equitable negotiation outcomes were more likely to score highly on the vocabulary posttest.

Figure 97: Other correlations.
10.4.1 Relationships and Behavior

Children's ratings of their closeness to the robot, their perception of the robot as a social, relational other, and their actions reflecting relationship and rapport were frequently affected by children's gender. Thus, although the robot's relational behaviors appeared to have some of the expected effects toward increased feelings of closeness, rapport, and relationship, as discussed in Chapter 9, nearly all effects were moderated by children's gender.

Girls in the Relational condition, and frequently, boys in the Not Relational condition, tended to rate the robot as a greater social-relational agent, liked the robot more, felt closer to it, and showed more positive affect during the sessions. They often disclosed more information, and emulated more of the robot's language, and reported feeling more okay making mistakes in front of the robot. Boys in the Relational condition, on the other hand, showed the opposite pattern. Their ratings of the robot's social-relational nature decreased over time. They liked the robot less, felt less close to it, and showed less positive affect during the sessions. They used fewer words, disclosed less, and mirrored the robot the least. Girls in the Not Relational condition often followed this same pattern, though not to as great an extent.

The robot's relational behaviors appeared to affect children's social behavior with the robot. For example, during the Anomalous Picture Task, girls in the Relational condition looked at the robot less than other children did (and looked more at the pictures) and boys in the Relational condition looked longest at the robot (with less time looking at the pictures). Since children looked at the human less than they looked at the robot, and looked at the pictures longer with the human, this suggests these girls were responding to the robot more similarly to how they respond to a human, while the boys were responding differently. A similar pattern was seen in prior work with regards to a robot that was introduced as a social agent versus as a machine (Kory-Westlund et al., 2016a).

Children's affect differed most prominently in the earlier sessions, though the gender-condition interaction patterns were apparent throughout. Girls' affect with the relational robot and boys' affect with the non-relational robot were as expected, with these children showing more positive emotions, smiles, and laughter. This result jibes with prior work suggesting that laughter is social, and that people laugh more with familiar others (Manson et al., 2013; Provine, 2001, 2012). It seems likely that the boys in the Relational condition liked the robot less and felt less positively about it. Although their engagement and attention did not differ significantly from the other children, they showed fewer positive emotions during the interaction.

However, these differences I observed in children's emotion expression may also reflect gender differences in emotion expression. A recent meta-analysis found that girls show positive emotions and internalizing emotions (such as sadness, sympathy) more often than boys, while boys showed externalizing emotions (such as anger) more often (Chaplin and Aldao, 2013). These differences, however, were small and moderated by context and task. Other work suggests that girls tend to smile more during social interactions, perhaps especially so with unfamiliar others (Benenson, 2014). Perhaps as they got more familiar with the robot, the need to maintain a positive facade receded. Timothy Bickmore has explored making relational agents act more formally during early sessions and then get more familiar later on (Bickmore and Picard, 2005; Bickmore, Schulman, and Yin, 2010). The robot in this study did act somewhat less
familiar and shy in the first session, so perhaps the change in the robot’s behavior as well as children’s familiarity with the robot affected their emotions.

One interesting result was that the gender interaction in the correlations was frequently less prominent for behaviors—such as whether children said goodbye or their behavior during the Anomalous Picture Task—than for interviews, such as the Social Relational Interview (Section 10.3.3.11). This suggests that some children said the robot was relational, but their behavior did not match up exactly with what they said. This was especially true of girls in the Not Relational condition, who frequently had high Social Relational Interview scores but did not treat the robot as as much of a social agent. In fact, they showed several negative correlations between their ratings of the robot’s relational nature at the posttest and their emulation and story length. Girls in the Not Relational condition were also less likely to say goodbye, especially in Sessions 2 and 3. Perhaps these girls responded more negatively because of a mismatch in their expectations and in how the robot actually behaved. These girls may have had higher expectations of the robot than boys, which were not met, which significantly affected their view of the robot as a social other. They may have wanted to believe that the robot was a relational agent, and even reported that it was, but during interaction, reacted in the moment to the robot’s less-relational behavior. Their experience of expectations not being met—such as the robot not necessarily remembering them or acting as relationally as they expected it would—could have led to more negative affect, less mirroring, telling shorter stories, and less social behavior such as saying goodbye.

One result that did not follow the pattern was children’s responses to the SAQ. Even boys in the Relational condition reported becoming more accepting of the robot and of other kids via the SAQ, which suggests that exposure to the relational robot with its purported hearing disability—even though these boys tended to feel less rapport with it and less close to it—positively affected their judgment about robots and kids with disabilities.

Taken together, the results suggest that there was something about the relational robot that led boys in the Relational condition to feel less rapport, less engagement, and form less close a relationship with it, which in turn led these boys to tell shorter stories, use fewer keywords, and mirror the robot less. On the other hand, girls responded to the relational robot with greater rapport, greater engagement, and formed a closer relationship than the girls in the Not Relational condition. Why might we have seen these differences in relationship and rapport?

10.4.2 Why the Gender-Condition Interaction?

These gender-condition interaction patterns fit with current literature on girls’ versus boys’ approaches to social relationships, described briefly at the beginning of this chapter (Benenson, 2014; Benenson et al., 2018; Buhrmester and Furman, 1987; Gleason and Hohmann, 2006; Walker, Irving, and Berthelsen, 2002). Although individual children may not follow these gendered behavior patterns, the generalizations about girls’ versus boys’ approaches to social relationships are useful in attempting to understand the patterns seen in the data here.

The relational robot in this study explicitly shared information about itself, discussed its relationship to the child, and spent time on conversation that was not necessarily part of a game or activity. These actions are more typical of girls than of boys. Thus, these actions could have led children to think of the robot as more of a girl. The
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A non-relational robot performed fewer of these actions. In prior work, we have seen girls give longer descriptions of their friends than boys, suggesting that girls may be more interested in describing their friendships and sharing information about their relationships (Kory-Westlund et al., 2018).

Because young boys are generally more interested in playing with groups of other boys than with girls, especially individual girls (Benenson, 2014), this could have led boys to be less interested in playing with the robot—especially with the relational robot. Several additional features of the interaction could have also contributed to this pattern. The mere fact that the robot interaction was one-on-one could have led girls to be more interested than boys, since girls tend to play one-on-one more often than boys do. Girls also tend to be more interested in activities with adults, especially women, than are boys (who are far more interested in playing with their peer group) (Benenson, 2014). The experimenters in this study were all adult women; this could have also attracted girls to the activity more than boys.

In addition, boys’ play tends to involve action, battle, and defeating enemies; girls’ play tends to involve nurturing activities (Benenson, 2014). None of the robot’s Retell stories were action-adventure-battle stories; instead, they were about characters facing circumstantial adversity. Baby Bird’s First Nest told the story of a young bird who fell out of her nest, built her own on the ground, and with the help of a frog, eventually made it home. Baby Duck’s New Friend followed a young duck on an adventure downriver, where he learns he can fly and flies home by himself. Henry’s Happy Birthday was about a boy whose expectations about his birthday did not line up with reality. Possum and the Peeper told the story of a possum who, with the help of several other animals, investigates an odd noise near his home. A few of the robot’s Create stories involved battles or enemies, but since this corpus was large and each child only heard a fraction of the total possible stories, it was unlikely that the boys heard more than one of these stories. Thus, the content of the story activity was perhaps better suited to girls’ tastes than to boys’. It could be worth exploring this in more depth later to see whether boys appeared to like particular stories better than girls. They generally said they liked all of the robot’s stories, but because the robot was the one asking, children may have felt social pressure to respond positively and not hurt the robot’s feelings. Looking more closely at the affect data in relation to the content of the stories may reveal new insights into children’s story preferences.

The robot’s behavior and speech may also have come across as more female, simply because the writer of the robot’s speech (myself) was female. Prior work has found evidence that women and men may write and speak with different styles, enough so to be able to automatically categorize texts as being written by men or women with up to 80% accuracy (Argamon et al., 2003; Benenson, 2014; Koppel, Argamon, and Shimoni, 2002; Mulac, Bradac, and Gibbons, 2001). The voice for the robot was female, and shifted higher in pitch to appear younger. At young ages, the pitch of boys’ and girls’ speech does not differ greatly (Baker et al., 2008; Bennett, 1983; Gelfer and Denor, 2014; Hacki and Heitmüller, 1999; Weinberg and Zlatin, 1970). However, female and male voices may have noticeably different additional acoustic features (Klatt and Klatt, 1990), which children could have picked up on. An open question is whether I might see the same gender pattern in the results if the writer of the robot’s speech and the voice of the robot were both male.

Another behavior divided by gender was children’s responses in the Negotiation Task. Girls were more likely to allow the robot’s choice or suggest a compromise. This is likely because girls and boys tend to approach conflict differently, with girls
more likely to be egalitarian and more likely to try to avoid conflict (Benenson, 2014; Benenson et al., 2018; Walker, Irving, and Berthelsen, 2002). The robot’s own responses to the Negotiation Task involved an initial disagreement about which picture to tell stories about, but ultimate acquiescence to the child’s choice—which was perhaps a more “girly” response.

10.4.3 Robot Gender

I did not explicitly ask children whether they thought the robot was a boy or a girl. Thus, we cannot know for sure whether children’s perceptions of the robot’s gender affected on their behavior. However, there were numerous questions where children explained their responses and described the robot, often referring to it with female or male pronouns (or both). I coded whether each child used pronouns to refer to the robot at any point, and if so, which pronouns they used. Figure 98 shows the breakdown of pronoun use by condition and gender. Girls most frequently used “he/his” to refer to the robot. Boys were more mixed. Six boys used both “he/his” and “she/hers” at different points; this makes it unclear whether they thought the robot was a boy or a girl, and were accidentally using the wrong pronoun some of the time. There were 8 children for whom I had no data (these children did not use pronouns when talking about the robot), including 4 boys in the Relational condition. Anecdotally, multiple children were not sure about the robot’s gender and asked me or the other experimenters whether the robot was a boy or a girl. I overheard discussions amongst several of the children who participated in the study regarding the robot’s gender, with one girl very insistent that it was a girl, and another insistent that it was a boy. Given all this, it is difficult to draw conclusions about the effects of robot gender perception on children’s behavior.

In a prior longitudinal study with 17 children, when I explicitly asked children if they thought the robot was a boy or girl, I found that 75% of children assigned a
similar fluffy robot (a green DragonBot) a gender that matched their own (Kory and Breazeal, 2014). For the mismatches, several girls thought the robot was a boy; only one boy thought the robot was a girl. Although that robot played a similar storytelling game to the robot in the present study, used the same voice, and included some similar dialogue, various behaviors and the morphology and color were different, which could easily have led to a different perception of the robot’s gender. In particular, green is generally perceived as more gender-neutral in American culture than both red and blue (the colors of the robot in the present study).

Gender differences have been seen in other child-robot and child-agent education studies. In my earlier work, we found that girls rated the robot as more social and relational than boys did (Kory-Westlund et al., 2018). Kennedy, Baxter, and Belpaeme (2015) found that girls 7-8 years old improved more than boys of the same ages on a math learning task when a robot was present, and girls with a robot improved more than girls without a robot. It is unclear from that study what may have caused these differences. The authors hypothesized that the robot’s social behavior distracted children, that the girls may have viewed the robot as less social, and thus, that they were less affected by the robot’s socialness being distracting. However, the present study provides evidence for the opposite story: girls may have responded better to the robot’s social behavior than boys, and aspects of rapport and liking were related to their increased learning.

Burleson and Picard (2007) developed an affective virtual agent that helped children aged 11-13 years-old with a Towers of Hanoi problem-solving task. The agent used nonverbal mirroring and affective support interventions, just one or the other, or neither. They found that girls and boys frequently responded in opposite ways to the agent. For example, girls who worked with the agent that used both mirroring and support showed less frustration and more flow during the task than girls who worked with an agent that used just one or the other or neither; boys, on the other hand, showed more frustration. This pattern is in line with what I observed in this study. Other work has also found that girls engaged more with a virtual learning companion when it was embedded in a narrative activity than boys did, while boys reported higher mental demand when the agent was in the narrative as opposed to an agent that provided equivalent task support (Pezzullo et al., 2017).
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10.4.3.1 Results by Pronouns

To learn more about whether and how children’s perception of the robot’s gender impacted their learning and relationship with the robot, I divided children by the pronouns they used to refer to the robot (“he,” “she,” or both). Children who used “he” and “she” consistently as opposed to both pronouns at different times could be considered to be less confused about the nature of the robot.

I analyzed children’s overall vocabulary test scores, keyword use, emulation of the robot, Social Relational Interview sum scores, Picture Sorting Task placements, Inclusion of Other in Self ratings of the robot, reported liking of the robot, and overall acceptance score on the SAQ. I performed mixed ANOVAs, like before, substituting pronouns (between: he, she, both) for gender in the analyses. Because these analyses were post-hoc, I corrected for multiple comparisons with the Bonferroni correction, and only considered results significant when \( p < 0.005 \).

There were no differences regarding vocabulary test scores, children’s use of keywords, or in children’s emulation of the robot.
Figure 99: The pronouns children used to refer to the robot appeared to be related to some of their behavior.
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(a) Social Relational Interview.
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Social Acceptance Questions by Pronouns and Time
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Figure 100: The pronouns children used to refer to the robot appeared to be related to some of their behavior.
There was a trend for children's sum Social Relational Interview scores to differ by pronoun use, $F(2, 34) = 5.58, p = 0.008$. Children who called the robot “he” had higher scores than children who called the robot “she” (Figure 100a).

There were no significant differences regarding children's reported closeness on the Inclusion of Other in Self task. There was a slight trend, however, for children to say they felt closer to the robot if they used both pronouns, especially at the posttest, while children who used “she” tended to feel less close (Figure 99a). Similarly, children who used “she” liked the robot less initially, but this difference disappeared by S8, $F(2, 35) = 5.97, p = 0.006$ (Figure 100b).

Children who used both pronouns were somewhat less accepting in the SAQ, $F(2, 33) = 5.22, p = 0.011$ (Figure 100c).

There was a trend for children's placement of the entities in the Picture Sorting Task to differ by pronoun use, with trend for an interaction of pronouns with entity and time, $F(14, 544) = 1.92, p = 0.023$. There was also a trend for an interaction of pronouns with entity and time for the distances relative to the Tega robot, $F(12, 471) = 1.66, p = 0.026$ (Figures 99b and 99c). These interaction suggested that children who called the robot “he” or “she” placed the Tega robot closer to the human adult at the posttest than children who used both pronouns. There were multiple differences after S1 that evened out at the posttest, e.g., children who used “she” placed the robot arm and baby farther from the human, but placed the movie robot closer to the human than children who used “he” or “both.” Children who used “she” placed the teddy bear far closer to the human at the posttest than other children. At S1, but not at the posttest, children who used “she” placed the human baby much closer to the Tega robot than other children.

These results showed some trends suggesting that children’s use of different pronouns to refer to the robot may be related to their liking of and relationship with the robot, but no results were significant. Children who used “she” appeared to like the robot less, feel less close to it, and rate it as less social and relational. However, this may be explained by the fact that most of the children who called the robot “she” were boys in the Not Relational condition, who—based on the earlier analyses—tended to like the robot less, feel less close to it, and rate it as less social and relational. The SAQ and Picture Sorting Task results hint that children who used both pronouns may have had less strong associations between the robot and a human, but are not very conclusive on the matter.

10.4.4 Learning and Relationships

Various qualities of children’s stories (e.g., length, unique words, target word use) varied as a result of both condition and gender. First, girls were more likely than boys to use the target vocabulary in their stories. This pattern was driven by the behavior of children in the Relational condition: Girls in the Relational condition and boys in the Not Relational condition were more likely to use the keywords in their stories than girls in the Not Relational condition and boys in the Relational condition. In addition, boys in the Relational condition told shorter stories than all other children and used fewer unique words in their stories. Some of these gender patterns were seen in the earlier dataset I analyzed (Section 9.1.1), but to a much lesser extent, likely because the robot in that prior study did not display different relational behaviors between conditions.

These differences are likely due to the connection I observed between children's learning and the relationship and rapport they had with the robot. As reported ear-
lier (Section 10.3.3.11), there were multiple correlations between children's scores on the relationship assessments and children's vocabulary test scores, mirroring of the robot's stories, story length, and use of keywords in their stories. Most of these correlations were stronger for girls in the Relational condition and boys in the Not Relational condition. Given that these children also tended to report feeling closer and treated the robot as a greater relational other, this provides support for my hypotheses in Chapter 9 regarding links between children's friendships and their peer learning. It is also in line with similar correlations found in my earlier work (Sections 5.6 and 9.1.1) and other recent work linking learning to rapport (Sinha and Cassell, 2015a,b).

Another piece of evidence that children's relationships impacted learning was the correlation between children's negotiation behaviors and their vocabulary posttest scores. This correlation was more evident for boys than for girls. As discussed earlier, girls and boys may approach conflict differently; this perhaps led to girls in both conditions being more likely to seek an equitable solution, while boys who did so only did so as a reflection of their relationship or rapport with the robot.
GENERAL DISCUSSION

11.1 SOCIAL BEHAVIOR, RELATIONSHIPS, ENGAGEMENT, AND LEARNING

Through the nine studies discussed in earlier chapters, I used a deep dive into children's language learning with social robots to explore different aspects of relational AI, especially regarding the development of relationships and the impact of social and relational behaviors on children's engagement, emotion, and learning. I explored whether children can build relationships with relational robots, developed new assessments for understanding children's relationships, and examined what features of a relational robot can encourage or hinder the development of a relationship over time, as well as mechanisms by which a robot can influence children's engagement, emotion, and peer learning.

The data and results from these studies provide evidence for links between interpersonal social behavior, relational behavior, engagement, relationships, rapport, and learning. Some of these links are, by now, well-supported, through both my data and related work. Some links are tentative and need further investigation. Figure 101 summarizes some of the primary connections, which I discuss in more detail below, alongside other observations about children's interactions during my studies.

11.1.1 Positive Affect

In human-human interpersonal interaction, positive affect appears to be built through a combination of experiences shared together, social behaviors, and rapport (e.g., Boothby, Clark, and Bargh, 2014; Dijksterhuis, 2005; Dijksterhuis and Bargh, 2001; Tickle-Degnen and Rosenthal, 1990), and is also influenced by a wide variety of other factors that may or may not have anything to do with one's interlocutor (e.g., the weather). Much of the research on positive affect in social interaction has examined the effects of feeling positive emotions on how one interacts socially, such as effects on generosity, negotiation, and social problem-solving (Isen, 1987, 2002), rather than on which social or relational behaviors generate positive affect.

With regards to human-robot interaction, my research provides evidence that social and relational behaviors such as entrainment and backstory can promote positive affect (Chapters 8 and 9). In addition, some work has shown that personalization by the robot can promote positive affect (e.g., Gordon et al., 2016). However, more work is needed to establish these links more solidly.

11.1.2 Rapport

As discussed in Section 8.1.1, social contingency, mimicry and entrainment, and responsiveness are considered signals of rapport and can contribute to building rapport in both human-human relationships (Chartrand and Baaren, 2009; Dijksterhuis, 2005; Dijksterhuis and Bargh, 2001; Lakin et al., 2003; Rotenberg et al., 2003; Semin and Cacioppo, 2008; Tickle-Degnen and Rosenthal, 1990; Wiltermuth and Heath, 2009),
and in human-agent relationships (e.g., Chapter 8, Bell, Gustafson, and Heldner, 2003; Breazeal, 2002; Gordon et al., 2016; Levitan et al., 2016; Suzuki and Katagiri, 2007).

It is not as clear whether other features of relationships, such as shared experiences or disclosure, may also contribute to the development of rapport, but there are tentative links based on my data (especially regarding children’s language mirroring with the robot) and some prior work (e.g., Chapter 9, Berger, 2001).

11.1.3 Engagement

In human-robot and human-agent interaction, personalization has led to increased engagement (e.g., Bickmore, Schulman, and Yin, 2010; Coninx et al., 2016; Kanda et al., 2007; Leite et al., 2012b, 2014; Serholt and Barendregt, 2016). We have also seen that social behaviors, such as expressivity, can increase engagement (e.g., Kory-Westlund et al., 2017b).

There is some evidence that relational behaviors, such as disclosure and backstory, may increase engagement (e.g., Bickmore, Pfeifer, and Schulman, 2011; Gockley et al., 2005), but it is not entirely a clear story. In Bickmore, Pfeifer, and Schulman (2011), the relational agent tested performed not only self-disclosure, but also other nonverbal and social behaviors, so it is unclear which aspects of its relational behavior contributed to increased engagement. In both the Entrainment/Backstory study (Chapter 8) and in the Relational study (Chapter 9), I observed no difference in children’s engagement by condition as measured via facial expressions. Perhaps in these studies, the robot and activities were interesting enough to generate engagement regardless of condition.

With regards to the effects of positive affect and rapport on engagement, there is some research showing that in learning activities, positive affect may contribute to engagement and negative affect (such as frustration or boredom) has been associated with disengagement (e.g., Baker, Rodrigo, and Xolocotzin, 2007; Baker et al., 2010;
D’Mello and Graesser, 2012; Reschly et al., 2008). In addition, Ireland and Henderson (2014) found that increased language style matching—a measure of overlap in speaking style that has been associated both with rapport and relationships (Babcock, Ta, and Ickes, 2014; Ireland et al., 2011; Niederhoffer and Pennebaker, 2002; Pennebaker, Mehl, and Niederhoffer, 2003; Tausczik and Pennebaker, 2010)—is also associated with increased social engagement.

11.1.4 Close Relationships

Factors that promote close relationships include shared experience, responsiveness and contingent social behaviors (e.g., entrainment), rapport, positive affect, and reciprocity (e.g., Berscheid and Reis, 1998; Buhrmester and Furman, 1987; Csikszentmihalyi and Halton, 1981; Davis, 1982; Hartup et al., 1988; Rubin, Bukowski, and Parker, 1998). These were discussed earlier as prominent features of human relationships (Section 5.1) and children’s friendships (Section 5.2), and as necessary features of relational AI (Section 6.2.1). There is strong evidence in the human-human literature for these connections. My data provides initial evidence that these connections are also present for human-robot relationships.

One link that is less well established is whether personalization affects the development of close relationships. In human relationships, we do not talk about personalization so much as shared experience, and how people change in response to their relationship with each other, such as converging toward similar emotional reactions or preferences (e.g., Anderson, Keltner, and John, 2003; Bove, Sobal, and Rauschenbach, 2003). In human-robot research, most of the work on personalization has focused on measuring outcomes such as learning or engagement, not relationships (discussed in detail in Section 4.2). My data suggests that personalization of both curriculum and behavior may contribute to children’s development of relationships with a robot and their perception of the robot as a social-relational agent (Chapter 8 and Sections 5.6, 9.1.1, and 9.2), but more work is needed.

11.1.5 Learning

There is strong evidence that personalization, social behaviors, and engagement all contribute to learning. Past research in both human-human and human-agent learning has linked engagement in learning activities to learning (e.g., Baker et al., 2010; Bickmore, Pfeifer, and Schulman, 2011; Carini, Kuh, and Klein, 2006; Craig et al., 2004; Csikszentmihalyi, 1990; D’Mello and Graesser, 2012; D’Mello, Dieterle, and Duckworth, 2017; Pardos et al., 2014). We have also seen in human-robot and human-agent interactions with both children and adults that personalization of curriculum and behavior has led to increased learning gains (e.g., D’Mello et al., 2012; Gordon and Breazeal, 2015; Kory and Breazeal, 2014; Leyzberg, Spaulding, and Scassellati, 2014; Park et al., 2019; Ramachandran and Scassellati, 2015; Scassellati et al., 2018a; Thrun et al., 1999). One open question, however, is whether personalization leads to increased learning gains because it increases engagement and flow, as opposed to increasing learning directly.

With regards to social behaviors, research with humans has shown that social behaviors such as nonverbal immediacy is linked to increased learning gains (Christophel, 1990; Mehrabian, 1968; Witt, Wheeless, and Allen, 2004). With robots, we have seen
that use of appropriate social cues, social contingency, nonverbal immediacy, vocal entrainment, and expressivity have led to increased learning and trust in the robot as an informant (e.g., Breazeal et al., 2016b; Kennedy, Baxter, and Belpaeme, 2017; Kory-Westlund et al., 2017a,b; Lubold, 2017; Lubold et al., 2018).

Regarding the impact of relationships and rapport on learning, we are seeing an increasing amount of evidence suggesting that they both can contribute positively to learning outcomes. As discussed in Section 5.4, prior work has shown, e.g., that the social bonds between children and teachers can predict learner performance (Wentzel, 1997), that children may learn math concepts from media characters more effectively when they have stronger parasocial relationships (Gola et al., 2013; Richards and Calvert, 2017), and that rapport led to improved learning in peer tutoring scenarios (Sinha and Cassell, 2015a,b). In my work, I also observed correlations between various measures of children’s relationships, peer mirroring, and learning (Sections 5.6, 9.1.1, and 9.4.3-11).

11.1.6 Individual Differences

The studies about children’s trust, relationships, and engagement with robots bring up intriguing questions about who children are comfortable with and how that affects their behavior. We have seen, e.g., that children selectively choose to learn from and endorse particular informants based on their trust (e.g., Breazeal et al., 2016b; Corriveau et al., 2009; Harris, 2007, 2012), and in many of these cases, it is children’s familiarity with an interlocutor or their interlocutor’s use of appropriate, contingent social cues that affect their level of trust. But there are other factors that influence who children are comfortable with, which in turn may affect their engagement, rapport, and development of a relationship. Gender is one, as we saw in the Relational AI study (Chapter 10). Children’s own personality, such as their shyness, can affect their development of rapport, as can an adult experimenter’s frequency of smiling (Rotenberg et al., 2003).

Thus, when we consider how to design technological agents to interact with children, and which behaviors those agents should use in order to engender trust and comfort, the answer is not straightforward. While some behaviors, such as rapport-building entrainment and mimicry or use of appropriate social cues, may be quite helpful, as we saw from the diagram above (Figure 101), children also respond to many other features of an agent—its gender, its embodiment, its morphology and appearance, its exuberance and personality, and more. Children are not necessarily drawn to the people or agents who are most like them, so we cannot rely on measuring the child’s personality, exuberance, or behavior and merely match that and have it “work”. We saw this to an extent in both the Entrainment/Backstory study and the Relational AI study (Chapters 8 and 9). Not all children reported liking the robot or a close relationship with it.

11.1.7 Novelty

One common question in human-robot and child-robot interaction research is when does novelty wear off? It is not disputed that novelty has some kind of an effect on initially increasing engagement, positive affect, and excitement about a robot interaction (and thus is a push for more longitudinal work to “get past” the novelty effect (e.g.,
Baxter et al., 2016)), but there is no consensus on what amount of exposure is needed to say that novelty has worn off, nor consensus on exactly what novelty is or how to measure it. It is also worth questioning whether novelty ever does completely “wear off.” In human-human relationships, there seems to always be the potential for some novelty at some level. While interactions may reach some kind of steady state with less novelty, there is potential, e.g., for one’s spouse of thirty years to still cause surprises. 

So far, in longitudinal HRI studies, researchers have reported that novelty has worn off after 1–2 weeks, as assessed by increased boredom (e.g., Salter, Dautenhahn, and Bockhorst, 2004) or decreases in interaction time (e.g., Gockley et al., 2005; Kanda et al., 2004). That is, after some amount of time, the pattern of interaction changed. But because there are no consistent ways of measuring novelty, nor for determining whether observed interaction patterns were in fact a result of novelty wearing off versus, e.g., merely being boring after doing the activity a couple times, we do not know whether the effects reported in these studies are actually related to novelty. 

During my longitudinal studies, in which children interacted with a robot approximately once a week for 10–20 minutes, I frequently observed increased engagement or positive emotion in earlier sessions, which appeared to decrease or flatten out over time. For example, in the Relational AI study (Chapter 9), many children (particularly in the relational condition, but with some variation by gender as well) showed more positive affect in the first three sessions than in later sessions. Should I attribute this to novelty? It is unclear. For example, because these studies have occurred during a school semester, some increases and decreases in engagement and affect may be more related to external events, such as increases in interest in the robot after a break from school (such as a spring break), or decreases near the end of a semester, when there are many fun “end of year” activities occurring in classrooms. In addition, we have seen some decreased interest in late spring, which coincides with when classrooms begin to spend more time outdoors, and children are more interested in participating in classroom activities that allow them time to be outside as opposed to in a small room with the robot. 

To deeply understand the impact of novelty, we need to first clearly define novelty. Is novelty different than unfamiliarity, and if so, how? What are we contrasting novelty with—familiarization? Habituation? Boredom? How does novelty relate to engagement? For example, we could define the novelty effect in HRI as engagement that is due to newness rather than due to intrinsic qualities of a thing (e.g., a technology, a robot, a game) being engaging or fun. Then the question is, when does boredom or engagement overtake engagement-from-novelty? However, novelty is not intrinsically associated with either positive or negative valence and could lead an individual into a curious/interested state, or a state of threat/risk (Gillebaart, 2012). There are likely many individual differences in preference for seeking novelty, e.g., children may prefer novel toys and pictures over familiar ones, which may promote development and acquisition of new concepts (Gillebaart, 2012). Boredom-prone people may be more focused on novel experiences and may find them more interesting. Given this, defining novelty in terms of engagement may not make sense. 

Leite, Martinho, and Paiva (2013) equated novelty with familiarization and habituation, suggesting that novelty has worn off when familiarization or habituation with the robot is stable, i.e., when a person does not react as much to it and starts preferring novel behaviors. They suggest using gaze or looking time to determine habituation. Using gaze, as well as other behavioral measures, is a reasonable suggestion. Some research suggests that children look less at a familiar peer, and look longer at
an unfamiliar peer; they also may play more cooperatively with a familiar peer, and show more behaviors such as seeking attention, asking questions, and showing affection (Doyle, Connolly, and Rivest, 1980; McCornack, 1982).

In the Relational AI study, we examined children's gaze patterns during the APT (Section 9.4.3.5). If the robot was perceived as more novel than the human, and more novel at the pretest than at the posttest, we would expect to see a decrease in children's amount of looking time between the robot and the human, and from the pretest to the posttest. However, this was not what I observed. Children did spend more time looking at the robot than at the human experimenter at both times, but they also looked at the robot more at the posttest than at the pretest. This indicates that the relationship between novelty and children's gaze patterns is not as simple as decreasing novelty leading to decreased gaze. It may be that children were looking more at the robot as an attention-seeking behavior, which may also be related to greater familiarization, or perhaps they were looking longer because they knew it was their last session with the robot. Either way, it seems that more work is needed to understand how children's gaze patterns relate to their perception of novelty.

One useful framework for examining novelty may be Novelty Categorization Theory (NCT). NCT suggests that appraisal of events as novel relates to categorization, in that an event is novel if it does not fit in any existing categories one has (Fürst, 2009; Fürster, Marguc, and Gillebaart, 2010). Novel events are processed in a more global processing style that uses broader, more inclusive mental categories in order to assimilate the novel information and integrate it into existing mental categories or knowledge structures. Assimilated knowledge becomes more familiar and likeable. We could use this framework to evaluate people's categorizations of robots. For example, there are multiple tasks that measure global versus local processing on which people have performed differently when the task is framed as novel versus as familiar, such as the Gestalt Completion Task (discussed in Gillebaart, 2012). Perhaps we could administer these kinds of tasks either during or following a robot interaction to learn whether people are using a more global or local processing style, and thus, whether they are perceiving the activity with the robot as more or less novel.

### 11.2 Children's Experience of Relational AI

Social robots, when explicitly designed as social agents, seem to be perceived as social-relational agents by children. The majority of children have reported that the robots they interacted with would feel sad, would try to help, wanted companionship, and had genuine feelings. They talked about the robots similarly to how they talked about their friends. They reported feeling as close to the robots as to their pets, friends, and parents, though depending on the exact behaviors displayed the robot, they might also report feeling closer to their best friend or to their parent than to the robot. When compared to other entities, the robot was placed in the middle—not as human as babies or cats, not as machine as a mechanical robot arm or a computer. Children responded socially to the robots as they do to humans, including mirroring their behaviors.

Designing social robots as social, relational agents enables them to close the interaction loop. Children respond to them as social agents; the robot can respond in kind, leading to more engaging, real, and reciprocal interactions. Social robots with relational AI are not a "mere technology": they become more than a playful object (Ackermann, 2005), a transitional object (Winnicott, 1953), an imaginary friend (Gleason, 1997; Gleason and Hohmann, 2006), a transactional system (e.g., persona-AI systems
such as Alexa and Google Home), or even a relational object (Turkle et al., 2006a,b). They are not merely for projecting onto; they are for being with. Children treat social-relational robots as others with whom they can form long-term, social-emotional relationships. These robots share some features with pets, toys, computers, artifacts, and friends, but not exactly the same features as any of these. This social-relational nature is a unique aspect of this technology that provides new opportunities for interaction, intervention, and innovation.

The research discussed in this thesis provides evidence that when social robots are designed as social-relational agents—with expressivity, social contingency, nonverbal immediacy, and relational behaviors—children react to them as social-relational agents. The robot’s social contingency and nonverbal immediacy contribute to children’s reaction to the overall interaction rhythms, since they and the robot are both more in-tune with the ongoing social interaction. The robot’s expressivity, animation, emotion, dynamicy, variation, and apparent agency contribute to children’s reaction to it as a social agent with psychological and cognitive capabilities. Children treat the robot as a social being because it appears to be one—it seems to have an awareness of the child as its interlocutor, so children treat it as an interlocutor in turn.

Is reacting in the moment to a robot as a social-relational being the same as believing that the robot is, in fact, its own self with a social-relational life of its own? That is, when children step back from the interaction with the robot to reflect on it, becoming third-person observers of their own behavior and of the robot, how do they construe the robot? Prior work from a neuroscience perspective has shown that people act and think differently when being third-person observers than when being in second-person interaction with something (Schilbach et al., 2013). The data from my interviews and questionnaires suggests that upon reflection, children report that the robot is a social-relational agent. They are not only interacting with it as if it is social and relational, they believe it is on a deep enough level to report that belief to the experimenters.

Sherry Turkle has written a great deal about children’s conceptualizations of computers and computerized toys (Turkle, 1985; Turkle, 2007; Turkle et al., 2006a,b). Early on, in the 1980’s, she discussed how computers are evocative objects (Turkle, 1985; Turkle, 2005), in that they have marginal status—they are between other things. They raise metaphysical questions about infinity, self-reference, paradox, animism, and what it means to be alive. Today’s robots and especially social robots continue to be evocative in this way, perhaps most especially with regards to what it means for something to be alive, animate, and intelligent.

However, Turkle emphasizes the way that evocative objects—particularly computers—both fascinate and disturb children. While I have observed children in fascination, few are outwardly disturbed. Instead, they show interest. They explore. They play. They test the limits of the system, and they play within its rules. Perhaps this is due to the kinds of systems I have observed children play with and the kinds of things those systems are capable of doing. Or, perhaps, it is due to the fact that children are now encountering so many different evocative objects, or encountering them earlier, so that the robot is not the first, newest, or most disturbing.

One of Turkle’s examples is children who played with a version of a Speak and Spell that, when put in a certain mode, could not be turned off or switched to a different mode due to a bug in its programming. Children kept returning to that bug and were outwardly curious, concerned, and frightened. The bug contradicted their expectations of the toy as machine that could be turned on and off at will. The robotic
systems and activities I have placed with children have not been as open-ended; they did not necessarily allow children to return to whatever mode or activity they want in their exploration and play. Children did ask questions, test the robot’s reactive abilities, and see what they could do. For example, in the Relational AI study, children were prompted to wake up the robot to play with them by saying “ice cream!” One girl asked if she could try saying “hamburger!” next time to see if the robot would do something different. However, many children—especially in their first encounter with the robot—were more likely to watch, wait, follow as the robot led their interaction and their conversation.

Unlike the early computer games and robotic systems Turkle studied in the 1980s, today’s social robots have even more “minds of their own.” Current AI is making the rules of social robots complex enough that—like with people—the rules are not easily deciphered. As time goes on, this complexity will surely increase and the rules even less easy to predict and discover. Social robots are entering the social-relational world of people in a way that other technologies have not, with some of the messiness of social relationships that entails. But social robots do not have all the messiness of human relationships, at least not yet, and in many ways they are more like pets. They follow their own script, and cannot always be negotiated with. They are not as complex as humans in their sets of beliefs, desires, and needs—indeed, we could argue they do not actually “believe” or “desire” anything. They can be programmed to have the illusion of some of this complexity. For example, they could be programmed to be more likely to acquiesce to the child’s creative vision during play than another child would be—such as always ultimately agreeing to do the child’s choice when negotiating on which story scene to tell stories about—or they could be programmed to stick to their own choices, or to be as unaffected by the child’s speech as the cat is. No doubt the illusion will grow more complex over time as new algorithms for processing sensory input and determining behavior are developed.

Turkle discussed how emotions were one differentiating factor between alive entities and computers. This may not be true anymore, since agents can be and are designed to display social and emotional characteristics. They can use sensory input to know something about the user’s own emotional state. Today’s robots are also more likely to direct activities. They are not merely responsive smart toys, they are reactive and proactive. This is a huge difference in the technology itself and in how it is likely to be perceived. The social-relational robots I have tested are agents more than they are machines. While they are programmed to follow particular scripts and react in particular ways to sensor readings, this is apparent only to the programmers and designers, not to the children who interact with them. To children, they take on a magical quality, a lifelike quality, an interactive quality. The appearance of the robots—fluffy, colorful, cheerful, with many of the mechanical and electrical components hidden—boosts children’s recognition of the robot as agent for interacting rather than machine that can be controlled.

The experimenters’ behaviors in the studies I have done bolster this perception. Because the experimenter generally introduces the robot as a social agent—e.g., giving it a name, talking to it, telling children they can converse with it—children may be, in part, following the lead of the knowledgable adult in the room. Turkle discussed how one criteria children use to determine an entity’s aliveness is ethical discourse. How we treat other entities morally—e.g., is it okay to step on it, can we kill it, must we treat it gently—inform children’s understanding of their status as alive or not. Bugs can be stepped on and killed, but parents are likely to scold children for stepping on
other children or on their pets. The behavior of adults and experimenters around the robots that children interact with may be partly informing children's opinions. We tell children to be gentle with the robots. We ask them not to hit the robots. It's not okay to deliberately turn the robot off or crash it during an experiment. These behaviors may be telling children that the robot is a moral agent.

One study by Williams et al. (2018) has directly examined whether a voice-based smart toy (a talking doll) can influence children's social conformity and moral judgments. They observed 40 children aged 4–10 years old interact with the doll, with a human, or with no agent during two key tasks: a social conformity task in which children judged whether certain moral statements were okay or not okay (such as whether it was okay to tease another child), and a disobedience task, in which the experimenter showed children a box, asked them not to look in the box, and then left the room for a few moments. They found that the doll, like a human, could influence children's moral judgments, but that it did not affect children's disobedience. This work suggests that children did trust the opinions of the smart doll and did react to its moral suggestions—treating it as an agent with moral opinions.

Current culture does not dissuade the view that robots can be moral agents and friends. While there are plenty of American movies featuring killer robots and machines trying to take over the world, there are also an increasing number of popular movies featuring friendly, lifelike robotic agents or animated non-human sidekicks (who may or may not be robots). There are many similar agents featured in comics, books, and video games. Prominent film examples that I have found many 4–7-year-olds familiar with include R2D2, C3Po, and BB8 in Star Wars, Baymax in Big Hero 6, and WALL-E and Eve in WALL-E. Our research robots reflect the likeness of these robots and sidekicks—their animacy, their familiarity, their relatability.

Granted, there is a difference between the kinds of interactive, social research robots children may encounter in our lab or field studies, and the kinds of robotic toys and technologies available on the market for children to play with at home. While this difference is rapidly shrinking, the fact remains that in a controlled experimental study, there is more space for the illusion of life. Because the interaction is not open-ended and will not continue indefinitely, greater effort can be placed on creating an interactive agent that appears responsive, reactive, proactive, and lifelike—that is, within the constraints of that particular experimental interactive scenario.

When we move out of the lab into the world of commercial robots, home assistants, and AI-enabled smart toys, we see that children do explore a variety of questions and behaviors with them in an effort to understand them. For example, Druga et al. (2017) observed 26 children interact with a variety of agents, including an Amazon Alexa, Google Home, Anki's Cozmo robot, and the Julie Chatbot. They observed younger children asking questions about various agents as a person (such as its age and favorite color) and older children trying to understand how the agents worked, such as whether it had a phone inside it, what actions it could take, and what it knew. They also tested the limits of the devices, such as checking whether the agents could see as well as hear, or repeating questions to see if the agents would give a different answer. The children often said the agents were as intelligent as they were and that the agents were friendly and trustworthy. It did not appear, however, that children were at all confused about whether the agents were people—they did treat them socially, but they also appeared to understand that the agents had limits and had access to different knowledge or capabilities than people do. Sherry Turkle described the same kinds of explorations of computerized toys that we are seeing now with smart toys.
and AI assistants: exploring what the toy or agent is, how it is made, what it is capable of, what its limits are, and very often, treating it socially as an agent. I would expect that now, because so many of our devices are designed to interact in social ways (e.g., through voice interaction), children’s interactions and explorations are leaning even more into the social realm.

In an attempt to understand how children perceived the intelligence of these agents in comparison to how they viewed human and animal intelligence, Druga et al. (2018) performed another study where they asked children and their parents to assess the intelligence of a mouse and of a small robot and of themselves during a maze-solving task. They found that most parents and children thought the robot was smarter than the mouse, and about half of participants said both agents were smarter than themselves. Importantly, older children often mirrored their parents’ mental models about the intelligence of both agents. Parents’ knowledge of agents—such as robots and mice—can heavily influence children’s perceptions of these agents. This is interesting in light of the generational differences in the kinds and amounts of technology available to today’s children versus their parents. With smart phones, tablets, computers, robots, AI-enabled home assistants and smart toys all becoming ubiquitous for many of today’s children, we might expect that the understanding they have of computational devices is very different than that of their parents, especially given how socially-oriented many of these devices are. But computers have always been magical black boxes, to some extent at least. Perhaps parents’ mental models of past computers can be transferred to current devices without losing much in terms of understanding how those devices work. It is also intriguing to wonder how one’s lived experience with technology might change or update one’s mental models of these devices, since with experience, one comes to recognize the capabilities and limits of a system. Druga, Williams, and colleagues (Druga et al., 2017, 2018; Williams et al., 2018) have pondered in their work how we might develop new activities and experiences that help children and their parents understand what these new technologies are capable of, how they work, and what they are, arguing that helping people learn how technology and AI function is critical to enabling them to live with technology in informed, ethical ways.

These observations and questions about children’s and parents’ experiences with current robots and smart devices shine light on the ethical questions that pervade the development of any new technology. Every new technology raises concerns about its use and misuse; its capacity for deception and social manipulation; its ability to promote emotional attachment and reliance; its authenticity; its transparency; its relation to privacy, security, and safety; its embodiment of existential threat to human specialness and uniqueness. Social robots are not fundamentally different than other technologies in this regard, though they may be unique in that they raise all of these concerns at once.

One question Sherry Turkle’s work has raised is whether children know what robots are, and whether they ought to be informed—by an authority figure or by the robot itself—about a robot’s true nature and its capabilities. This question reminds me of the movie Robot and Frank, in which the humanoid helper-robot explicitly and frequently reminds the elderly Frank (who is coming to rely on the robot) that, “I’m just a robot, Frank.” But what does “just a robot” mean? Is it supposed to mean that robot is somehow just a machine, programmed, following scripts, doing what it is told? Social robots are more than mere machines in how we approach them and interact with them. For example, the mere fact that children frequently say goodbye to robots—when they do not say goodbye to toasters or iPads—lifts robots into a more people-
esque category. Perhaps “just a robot” is supposed to remind us that robots are not people, that they do not have minds of their own, that they have significant limitations and do not really understand anything? Is saying “just a robot” acknowledging the Chinese Room problem (Searle, 1980) behind today’s robots? That is, the robot has the appearance of life and understanding without actually understanding. Due to the nature of its algorithms, it is reactive, responsive, proactive, even inventive. But it does not understand; it is not conscious; it has no “soul.” Is this the “truth” we want children to understand about today’s robots? The truth that we think they don’t already understand?

I think children who interact with social robots have a sense of that truth. They use anthropomorphic language to talk about the robots, but they place them farther away from human adults, human babies, and cats, and closer to frogs, teddy bears, computers, and tables. They talk about their friends differently than robots. Robots are not their friends; they are their robot-friends; they are a new kind of relationship. Children know robots occupy an in-between space. They know robots have marginal status. And unlike adults of a generation who did not grow up living with pervasive smart devices and smart toys, I think children are okay with that. It’s just a robot, Frank. Children are growing up believing that things other than humans can and do have intelligence, as Sherry Turkle predicted. The new ontological space that social robots occupy is just that: a new category, in between the others, erasing the line that used to divide a binary and sticking something new in the middle. I think children are not confused about the new category; in fact the opposite. They understand and need the new category because there are an increasing number of things in the world now that fit in it.

Asking whether children know what robots are assumes that children are confused about robots. From my observations, children are not confused. As I have said, they rightly think that robots occupy an in-between space with some qualities of living beings and some qualities of artifacts and some qualities of machines. That said, they may not know how robots work or what makes a robot function how it does. Turkle talked about how children in the 1980’s often fixated on their toys’ batteries as explanation for how the toys worked. Children would talk about how the batteries were food; they talked about the importance of the batteries. In the Relational AI study at part of an empathy assessment one morning, the robot talked about how it was sad because it could not play as much because it had to wait for its battery to charge. Several children expressed confusion: “Wait, you have batteries?” “Why do you have batteries?” The batteries are no longer a focal point—instead, they are invisible. Children are focusing on different parts of the robot, such as its smartphone face. Children understand that smartphones can do a lot; when they see that the robot has a smartphone component, they likely attribute some of the intelligence of the phone—which they are familiar with—to the robot. Turkle discussed how the smart toys of the 1980’s were opaque. Children could not understand them using physics, so they turned to psychological explanations. Now, children also explain the robots in terms of other smart devices they have encountered. The opacity is still there, but it is different.

With early computational toys, children could learn to program and use that understanding of programming to understand how their toys might function. In our current world with its proliferation of smart devices, children need to learn about computers, robots, programming, and AI. Learning how a computer works, how a smartphone works, and how to teach an AI algorithm how to solve a problem or play a game removes a little bit of the “magic” behind their function. But I don’t think that teaching
children what makes social robots tick removes the magic and immediacy of interaction, as it is happening, in the moment. As one example, even the undergraduate and graduate students in our lab—all of whom have a hand in designing, programming, or testing social robots!—talk about them anthropomorphically, easily fall into conversation when we are testing new dialogue trees or interactive scenarios, happily make silly faces just to explore what animations the robot will play as it mirrors them, and generally interact socially when the robot engages them socially.

This anecdote says something profound about how powerful the social is for humans. We are social beings. We have evidence that being with—being present and immediate—strongly affects human psychology (Guerin, 1986; Henderson et al., 2006; Johnson et al., 2009; Kory-Westlund, Breazeal, and Ostrowski, in review; Li, 2015; Trope and Liberman, 2010). Turkle (1985) wrote about how early computers drew children in, leading them to deeply engage, becoming experts above and beyond their teachers in early programming languages and video games. But the power of social robots is different than the power of immersive games or new technological tools for creating. The power of social robots arguably comes, in large part, from their social presence and social power. This is what we have been uncovering throughout recent studies on children’s engagement and learning with social robots: that social robots are unlike any other existing technology. Humans react to social agents very differently than they react to machines or even to voice-only agents, virtual agents, or distant embodied agents. Social robots have a power that we can and should leverage to support human flourishing.
RELATIONAL AI: DESIGN IMPLICATIONS

The studies I performed provide new and intriguing insights into children’s behavior with social robots in both short-term and longitudinal learning interactions. I found evidence that not only was the robot’s social and relational behavior indeed related to children’s learning, affect, and imitation of the robot, but also that children’s gender significantly impacted how they responded to the robot, their construal of the robot as a social-relational other, and the relationship they formed with it.

12.1 RELATIONAL BEHAVIOR AND LEARNING

The connection between the robot’s relational behavior and children’s learning and imitation is important for the future development of social robots for education. My work has provided evidence that the relationships children form do matter for their peer learning, in particular, their language learning. Playing with a social-relational peer-like robot afforded opportunities for children to learn the way they learn from their human peers. While there are numerous theories regarding how peer learning occurs (discussed in Section 3.1), there is less research exploring what modulates children’s peer learning. Through multiple studies (Section 5.5, Section 5.6, Chapter 8, and Chapter 9), I showed that children’s rapport, liking, and relationship will significantly impact their learning and language emulation. The robot’s expressive, social, and relational behaviors all contributed to children’s relationship and rapport.

Below, I discuss several different factors that impacted children’s learning, engagement, relationship, and behavior that are important to consider when designing new relational robots, but especially when designing robots to help and support children during language learning activities.

12.2 MAINTAINING ENGAGEMENT OVER TIME

The Relational AI study (Chapter 9) showed that a social robot with relational AI could quite easily maintain children’s attention and engagement in learning activities over many weeks. I think the following five features were particularly important, both in this study and those prior: (1) change, (2) shared experience, (3) backstory, (4) play and creativity, and (5) design as a social agent.

12.2.1 Change

In the studies reported earlier as well as in my earlier work, we have seen that features such as variation in dialogue and activity content, and personalization of various aspects of the interaction have increased children’s engagement during repeated encounters with a similar robotic learning companion (Gordon et al., 2016; Kory, 2014). These features are important aspects of a relational robot’s behavior. Change and variation, in particular, are necessary to maintain and build relationship, as has been seen in prior work (Bickmore, Schulman, and Yin, 2010; Kidd and Breazeal, 2008; Lee et
Change can include both "scripted" change—such as variation in how the agent speaks or acts, and backstory that is revealed over time—as well as "unscripted" change, such as personalizing different aspects of the interaction in response to the user's behavior.

With regards to personalization, the gender-related results discussed earlier are evidence that personalization of relational behaviors in social-relational robots should go beyond whether or not the robot entrains, whether or not it discloses information, whether or not it mirrors a child's affect or posture, and so forth. Instead, for the robot to engage children fully and to develop a relationship with individual children that benefits and supports them as individuals, the robot should be tailored to many different individual attributes of children, including aspects of gender, attitudes toward play and social conflict, and the content of play activities. Since gender is usually easily observable in the first interaction a robot has with a child, perhaps the robot could start out using behaviors and personality traits that are generally favored by children of that gender, and then personalize further depending on the individual child's reaction. Knowing a child's gender is not a substitute for knowing an individual child, but generalizations about girls versus boys could lead us to design robots that in general may work better for individual children.

That said, the goal in developing a social robot for education may not be to provide the children with more of the same, more of what the child is comfortable with, more of what the child responds to best. Yes, the child may love stories about dinosaurs and cars, battles and defeating enemies, but they may need to hear stories about other things in order to grow, learn, and develop. Children need to be exposed to different ideas, different viewpoints, different personalities with whom they must connect and resolve conflicts. While a child may respond best to a particular personality or style, perhaps using that all the time limits the child's growth and does not invite them out of their comfort zone. This also should be explored in future robot design.

12.2.2 Shared Experience

Children have responded positively to the robot referencing their shared narrative—e.g., using their name, talking about stories told together, and mentioning facts learned about the child such as their favorite color. Children noticed when the robot used their name (Section 9.4.1.4). Anecdotally, they were visibly delighted when the robot shared a picture of their favorite animal. Prior work has also shown that including some kind of memory system in the robot that can be used to track and reference prior interactions with the user can be beneficial for engagement and positive affect (e.g., Kasap and Magenat-Thalmann, 2010; Leite, Pereira, and Lehman, 2017). Including shared experience can be considered part of change and personalization. It can contribute to the sense that the robot "knows you" and help build a relationship.

12.2.3 Backstory

How an agent is introduced, the stories told about it, and the story told by it all influence human perception of the agent and their behavior with it (Darling, Nandy, and Breazeal, 2015; Klapper et al., 2014; Kory-Westlund et al., 2016a; Stenzel et al., 2012). In the Entrainment/Backstory study (Chapter 8), I found that telling children about some of the robot's limitations led them to be more accepting of the robot. Backstory
can also be used to add interest in variation to dialogue to help maintain interest and engagement over time, e.g., as was done with the robot receptionist (Gockley et al., 2005). Thus, I recommend using the robot’s story to help shape users’ expectations about the robot through sharing the robot’s history, capabilities, and limitations. The story can be used to establish the robot’s character, in the same way we learn about other people through conversation and disclosure. This story can be told by people who lead interactions with the robot, such as experimenters, as well as by the robot itself during conversation.

12.2.4 Play and Creativity

Making interactions playful with space for children to express curiosity, explore, and create is important. While I think the Relational AI study’s activities (Chapter 9) did not go far enough toward enabling playfulness and creativity, there still was some room for children to create and explore. Edith Ackermann has written about how toys that are “incredibles” can keep children coming back to play more—that is, toys that enable flexibility in play, opportunity for exploration, creativity, and variety (Ackermann, 2005). The framing of the robot as wanting to play and learn, with its hearing and listening difficulties, seemed to help children understand and deal with the robot’s limitations.

For future language learning and storytelling projects, before choosing one storytelling activity or the other—and before using different activities in different sessions—I recommend asking first what the goal of the storytelling activity is. If the goal is primarily vocabulary learning, then adding word definitions throughout the stories and using the Retell format to encourage remembering the story and using those words in the same context in which they were learned would likely work well. I suggest this because in the Relational AI study (Chapter 9), in which the storytelling were based on the activities in prior studies (all of which had only ever included one kind of storytelling activity, rather than two), it was interesting—although somewhat expected—to find that children performed less imitation of the robot’s story during the Create A Story task than during the Retell task. Children mimicked more when explicitly asked to do so. While the Retell activity also led to longer stories and greater use of key vocabulary words, this may have been because some of the Create A Story stories were from a corpus of stories other children had told, and thus, were themselves fairly short, and may or may not have had any key words in them. The robot also did not explicitly define or ask about the vocabulary words presented in the Create stories, which could have led to less use of relevant keywords.

If the goal is also to promote creativity and learn language in a play context, the Create format may work better. Perhaps it would be beneficial to add in some explicit teaching about word definitions to improve the vocabulary outcomes. Children’s stories tended to be less similar to the robot’s stories when they were invited to make up their own stories. That said, as I saw in earlier work, children frequently borrowed elements from the robot’s stories when creating their own, as they do when playing with other children (Kory, 2014), and they did emulate the robot more over time (Section 5.6).

The framing of the activity also matters. In my earlier work, the storytelling activity was framed as play. The robot did not lead a long conversation before saying, “Want to play a story game?” In this study, on the other hand, the whole interaction was more formal. It was framed as practice for the robot around conversation and stories.
The robot asked to tell a story, not play a story game. It was certainly more structured than the prior storytelling activity; it included explicit conversation; it was less play-focused and more conversation-focused. Even the positioning of the tablet to the side of the robot as opposed to embedded in a play table (a “magic table”) changed the focus and playfulness of the interaction; it removed the tablet-as-mediator component that appeared critical to encourage play. As a result, I think children were less focused on play during the robot interaction in this study, and that was a failing. Their stories during the Create activity were shorter than they were in the play-focused prior study. This framing of the interaction as play versus as an activity with the robot changed children’s approach to it, and very likely decreased their creativity and engagement in the activity as play. Prior work has suggested that encountering an activity as play can increase creativity and engagement (Gray, 2013).

12.2.5 Design as a Social Agent

Social design includes all aspects of the robot’s social behavior and communicative abilities—including whether and how it speaks, how it moves, its nonverbal behavior, and its social contingency. Through my studies, I have seen that all these social behaviors contribute to children’s treatment of the robot as a social agent, and in turn, to their trust, relationship, and learning. Designing a robot from the ground up with social interaction in mind means considering how to make the robot’s facial expressions, movement, gaze, dialogue, and other behaviors understandable to humans. It enables the robot to be responsive, expressive, and social.

The design of social robots as social agents may be more important for robots that interact with children than those that interact with adults. In a recent study of in-home use of a social home robot and a voice-only home assistant, Singh (2018) found that children were more drawn to the entertainment and social capabilities of the agents, while adults were more interested in the agents’ functionality and usefulness.

12.3 Dialogue

One key aspect of social robots for language learning is dialogue. I have found in my studies, particularly the Relational AI study (Chapter 9), that the robots have managed to communicate and maintain engagement reasonably well, despite the dialogue being scripted and the available responses being limited—the interactions were fairly linear. Part of the success of the robots’ dialogue likely comes from my experience writing dialogue for social robotic learning companions that play story and language games with young children over numerous studies. Having observed hundreds of children interact with such robots, I know how the robot might phrase utterances to be understandable and interesting to this age group. I can anticipate the kinds of responses children might have to different questions the robot might ask, and include custom responses for the robot. This experience, in turn, comes in part from receiving feedback from experts in child development, education, and from children themselves. For designers who are writing dialogue for social robots, I suggest that getting input from others who have experience with the population in question, expertise in how that population responds to the technology in question, as well as feedback from the population itself through user studies or focus groups, is invaluable when creating new systems and interventions.
One point of difficulty in developing conversational abilities for a robot is ASR. There were often semi-awkward pauses in the conversation as the robot “listened” for children’s responses. This happened most often if children were shy and did not speak, or if children were very quick to respond and spoke over the robot’s last few words (such that the ASR was not listening yet and did not hear them). The backstory was important for explaining the robot’s difficulty with hearing; it helped children be understanding. However, children sometimes did get annoyed or frustrated when they had to repeat themselves. Improving ASR would improve the fluency of the interaction dramatically. It would also help to adapt how long and when the robot “listened” for children’s responses to individual children’s speaking styles. For example, the robot could pick up on the fact that a particular child always spoke very quickly, and start listening sooner.

12.4 RELATIONSHIPS AND GENDER

It is important to realize that the robot’s relational behaviors made a greater difference for girls than for boys (Chapter 10). Existing work with embodied conversational agents has explored how to engage under-represented groups, such as girls in STEM (Karacora et al., 2012; Kim and Lim, 2013; Krämer et al., 2016) and African American students in computing degrees (Gosha, 2013; Gosha and Middlebrook, 2017), as well as how to use animated characters to understand bullying in children (Woods et al., 2007) and how to modify the ethnic identity of an agent to improve engagement (Cassell et al., 2009; Iacobelli and Cassell, 2007). Some of this work has found that affiliation, rapport, and relationship impact girls’ perception of the agents and their performance more than for boys. For example, Kim and Lim (2013) found that boys treated the agent as more a tool for learning and were fairly detached from it; girls, on the other hand, treated the agent as more of a friend or companion, using the agent’s name and personal pronouns. Other work has suggested that the realism of the agent mattered more for males (Baylor and Kim, 2004); it seems likely that boys and girls will respond better to different agents with different behaviors—such as agents with different gender-stereotyped behaviors. Some of the work with embodied conversational agents has found that the agent’s gender is important, but what that gender ought to be varies. For example, in some work, interacting with an opposite gender agent who displayed rapport enhanced math performance (Karacora et al., 2012; Krämer et al., 2016); in work on understanding bullying with younger children, same-gender agents led to better results (Woods et al., 2007). Age, task, and other aspects of context may impact children’s preferences and behavior.

Even in the early days of computers, Turkle (1985) found that girls and boys related to the computers they were programming differently. Girls psychologized the computers more; they talked about them in more relational terms and imagined themselves as part of the system instead of being objective observers. This early work aligns with the patterns we are seeing now: girls frequently react more strongly to the psychological, social, and relational attributes of technological systems.

The effects children’s gender had on their interactions suggest that we should pay more attention to the robot’s gender and gendered behavior than previously thought. While there has been a growing amount of work in the last decade around personalization of social robots for individual children (discussed in Section 4.2), relatively few studies have explored personalization of personality, the content of curricula beyond aspects such as level (e.g., syntactic level, word difficulty), or the style of speech
and behavior as relates to gendered expressions of emotion and ideas. It may be that trying to create a gender-neutral robot is not the right approach. Neutral may be perceived differently by boys and by girls. It may be that the robot needs to display much more strong, stereotypically masculine behaviors in order to come across as male (e.g., stereotypical behaviors of a five-year-old boys, such as making fart jokes). If the robot did come across as a strong male model, we might find that boys would like it more and imitate it more. There is some evidence that girls and women are culturally "allowed" to display a wider range of behaviors and still be considered women than are boys, who are subject to stronger cultural rules about what “counts” as appropriate male behavior (Benenson, 2014).

If neutral is not actually perceived as neutral by children, then attempts to make gender-neutral robots may be failing spectacularly. In all of the studies I have performed, I have rarely seen children not ascribe gender to the robot. There may be a biological basis for assuming that other social-relational agents have gender, since in the world we live in and throughout our ecological history, other agents have had gender (whether male, female, or a culturally acceptable third gender or in-between). It may be that, growing up in our current culture with our cultural history, children do not see “gender neutral” for robots—at least, perhaps not without an explicit backstory where the robot explicitly shares information about its gender (or lack thereof).

Providing a backstory about a robot’s lack of gender, or nonbinary or gender neutral status may help change children’s construal of the robot, but it also may not be sufficient to change how children react to it or perceive its behavior in relation to their own, given the strong stereotypes about what counts as male or female behavior (Benenson, 2014). This would certainly be worth exploring in future work. Can robots truly be gender neutral? Other technologies may be presented as neutral—computers, machines, and so forth. But even robot vacuum cleaners and robot dogs are assigned gender (Forlizzi, 2007; Hendriks et al., 2011; Kahn, Friedman, and Hagman, 2002; Sung et al., 2007; Weiss, Wurhofer, and Tscheligi, 2009). When a technology becomes relational, people seem to use the same social-relational mechanisms to understand and relate to it that they use when dealing with other people—including assuming gender. When designing new robots, explicitly considering gender and how the robot’s behaviors will be perceived in relation to gender will be critical.

12.5 RELATIONAL ROBOT DESIGN

As discussed above, there are many factors that can be incorporated into the design of a relational robot, and numerous challenges in developing different relational features. In the relational robot tested in Chapter 9, I included a wide variety of relational AI features—including social behaviors such as speech entrainment, exuberance entrainment, affect mirroring, backchanneling, and some posture and gaze responsiveness; referencing shared experiences; relationship management actions; disclosure; and personalization of story level and story content. Below, I discuss which of these behaviors I think worked better than others, contributing more directly to the success of the robot, while which did not do as much as I thought they might, and what we might do to improve the robot’s design, especially with regard to children’s gender.

To start, the design of the relational robot worked well insofar as the robot was construed as a social agent. Because of the large number of prior studies in which we developed and tested different social behaviors, such as the robot’s emotive, animated movements, its expressive voice, and its understandable dialogue, it was relatively
straightforward to implement the same kinds of social behaviors on the relational robot. Children interacted with the relational robot socially. That said, there was definitely room for more personalized social behavior, in particular, in response to children's emotions. For example, the robot could do more to react to children's emotions during storytelling, e.g., reacting with a positive "Ooh!" versus a negative "Oh no!" to events in a child's story (this is easy to do when teleoperating the robot, as was done in Study 4 4.3, but much more difficult for an autonomous robot). Children often looked to the robot in conversation or storytelling for a reaction, but the robot did not always react (or react in the expected way), which could have led to increased disappointment with the robot over time. As another example, children sometimes reacted with frustration or annoyance when the robot did not hear them or did not understand them. These moments were opportunities for the robot to react, e.g., by saying "Sorry I didn't hear, I'm trying!" or by making a sad face—something to acknowledge and soothe children's frustration rather than ignoring it.

We may also need to design the robot to use different emotional reactions for different children. Because prior work suggests that there are gender differences in emotion expression (e.g., Chaplin and Aldao, 2013), the way the robot displayed emotions could have influenced children's perception of its gender. Boys may be more engaged by the robot if it acted more like a typical boy. One way to affect children's perception of the robot's gender could be with the robot's emotion displays—for example, the robot could react emotionally in a more boy-like way (e.g., showing more externalizing emotions such as anger) versus a more girl-like way (e.g., showing more positive and internalizing emotions, such as sadness and sympathy).

There were numerous other issues with the ASR and the robot's classifications of children's exuberance, as discussed earlier in Section 9.5.5. Children who spoke too quickly or too quietly for the ASR to recognize their speech were likely affected most by the ASR's limitations. The robot could do more to adapt its listening skills to individual children's communication styles—such as how long the robot's ASR should "listen" before determining that the child said something or not. Some children take longer to start speaking than others. Because speech and exuberance entrainment were two of the primary ways that the robot mirrored children, this could have contributed to decreased relationship formation, or even a perception of less rapport if the robot mirrored poorly.

As discussed above (Section 12.3), outside of problems with ASR, the robot's dialogue content appeared to flow reasonably well. There were a few places, such as when prompting for the story retell, that the robot could have used fewer pauses or provided clearer instructions, but overall, the dialogue had sufficient variation and sufficient responses to different things children might say to keep the interaction going.

That said, I think the content of the dialogue worked better for girls than for boys, as mentioned earlier in the sections about the robot's gender (Sections 10.4 and 12.4). This is interesting given that in earlier studies (e.g., Chapter 8, Section 5.6, Breazeal et al., 2016b; Gordon et al., 2016; Kory-Westlund et al., 2015a, 2017a,b; Kory, 2014), we had not seen strong gender differences in how children reacted to the robot's social behaviors or its dialogue. It was the addition of more relational behaviors in Study 9 (Chapter 9) that appeared to lead to gender differences. Several of the relational behaviors were part of the dialogue, such as the robot's disclosures, explicit discussion of its relationship with the child, and references to shared experiences. I think that if the relational conversation was phrased differently, boys may be more amenable to it—
e.g., the robot could still disclose information, but perhaps could frame the disclosure as a way of comparing its' skillsets to the boy's (since boys are often more interested in comparisons of skills relative to their peers) instead of as sharing personal information about itself (which is a more feminine framing). In addition, changing the emotional content of the robot's dialogue could also help, since as mentioned above, there may be gender differences in emotion expression. The robot could, for example, react with anger to an unfavorable negotiation scenario (a more boy-like response) instead of with sadness (a more girl-like response). It would also be worth examining whether having a man record the robot's voice as opposed to a woman would affect children's construal of the robot's gender (even if in both cases the voices were shifted up in pitch to be more child-like).

I do not think the relational robot's personalization of story content did that much for the interaction. The content personalization was based only on cosine similarity of the robot's stories to the child's stories, which is a fairly gross measure of linguistic similarity. I think content personalization would do better to match based on content words (both from within children's stories and from probing questions by the robot about things such as the child's favorite animal), perhaps in addition to overall linguistic similarity. Doing better at personalizing activity content and having a wider range of possible content available would help engage different children (e.g., boys versus girls).

The story level personalization was likely helpful for choosing appropriate stories with respect to syntactic level and language complexity, but the story leveling was limited in that it was set at the beginning of the study based on children's initial vocabulary test results and did not change thereafter. A recent study by Park et al. (2019) performed more dynamic story leveling, adjusting the personalized curriculum for the child over the course of the study, and this more dynamic approach appeared to be fairly effective with regards to engagement and learning. I would recommend using that kind of dynamic approach.

Of the other aspects of the robot's personalization to individual children, I think the robot's references to shared experiences were particularly helpful in engaging children. As mentioned earlier, children noticed when the robot used their names and were often visibly delighted when the robot remembered facts about them, like their favorite color and animal. Adding in more of this kind of shared narrative to the interaction would likely increase engagement and perception of relationship. For example, the robot could choose story content that includes the child's favorite animal.

Some of this kind of personalization is difficult because it requires a higher degree of "understanding" of what kind of information can or should be referenced in different contexts. The references I had the relational robot use were chosen to be relatively straightforward: mentioning which story was told last time, mentioning whether the child had said they liked the story, showing a picture of the child's favorite animal. These pieces of information were relatively easy to collect using simple questions (e.g., "What's your favorite animal?") or tracking interaction content (e.g., a record of what stories have been told). While it may be relatively easy to add in additional simple questions (e.g., asking about other activities the child likes or things the child has done) or uses of this straightforward information (e.g., in choosing story content), referencing more arbitrary, less structured information (such as what children share through stories or disclosures) would be more difficult.

I think the relational robot could do more with its backstory. Sharing information about the robot's hearing/listening limitations was helpful in setting children's expec-
tations about the interaction. Sharing additional information about the robot’s other technical limitations—such as its difficulty correctly identifying emotions or its inability to answer arbitrary questions—would probably increase children’s understanding of how the robot works as well as their acceptance of its other limitations. As mentioned earlier, the backstory could also be used to discuss the robot’s gender. In general, I think it will important to use the robot’s backstory to help children understand what relational technologies are capable of and to help them frame their relationships with relational technologies appropriately, and the relational robot I designed did not go far enough in this regard. Mismatches between children’s expectations about the relational robot and its actual behavior could have led to increased disappointment, less rapport, or less strong a relationship over time.

Finally, as talked about above in Section 12.2.4, the framing of the activities with the robot as “practice” versus “play” could have affected children’s interest in interacting with the robot. The relational robot did a lot with conversation and story, and framed some of these activities as hearing/listening practice, which some children may have found boring—after all, children want to play! Using more creative, playful activities could help solve this—or in the least, framing the same activities as play instead of as practice might help (a factor of both backstory and dialogue content).

12.6 ETHICAL IMPLICATIONS

My studies have raised multiple ethical questions. One important question involves children’s disclosure. During the self-disclosure conversations, children were frequently willing to provide the robot with personal information, such as details about their families and friends, where they lived, how they got to school, preferences for what they liked and didn’t like, and activities they were good or bad at. Many children provided this information even after interacting with the robot just once, or just a few times. Ethically speaking, should we be concerned? These data show that social robots have the potential to collect children’s personal information. However, it is worth remembering that children are frequently willing to provide similar information to relatively unfamiliar humans as well. The bigger concerns with robots are not that children provide information, but instead, whether this information is stored privately and securely, and who has access to the information later. The next chapter will discuss these ethical questions further.
The dream of relational AI is to help and support people in being people—to help people flourish, to augment and support human relationships, to enable people to be happier, healthier, more educated, and more able to lead the lives they want to live. Because of the distinct and novel power of relational AI as a social-relational technology, it has the potential to engage people in innovative ways across many domains. But with any new technology come ethical concerns about its appropriate use and potential for misuse. As mentioned earlier, social robots and relational AI may be unique in that they tend to raise many different ethical concerns—most of which are also encountered in other technologies and domains—all at once. Many of the ethical concerns are most contentious with children. All of these concerns are pressing given that social and relational technology is swiftly entering the market. People now live with a wide range of smart devices, AI-enabled digital assistants, personal home robots, and smart toys. Children are growing up with these technologies front and center.

Below, I discuss several of the primary ethical concerns about relational technologies, what we can learn from my data that can be applied to these issues, and implications for the ethical design of relational AI. The final section of this chapter (Section 13.6) summarizes the suggested ethical design guidelines.

13.1 SOCIAL BONDS AND AUTHENTICITY

One main concern about relational technology is that it will replace the social bonds people have or would have had with other people, a concern frequently voiced by Sherry Turkle (Turkle, 2007, 2017). One part of this concern pertains to deception—i.e., whether relational technologies are deceptive in their display of relationship, emotions, and empathy, causing people to think, act, and believe that they have emotional and relational capabilities that they do not “really” have (Coeckelbergh, Fourth 2012; Picard and Klein, 2002; Turkle, 2007).

Questions about deception and authenticity are, at the heart, about the effects of deception on people—i.e., deception is a problem because it causes harm to people. (An alternative framing is, of course, that deception or lying is inherently wrong and a morally unacceptable behavior. Which framing one prefers has more to do with whether one cares more about moral agency—i.e., what actions a moral agent can take—or about moral patiency—i.e., what can cause moral agents to suffer—than anything about deception per se.) One possible harmful effect relates to human attachment to and reliance on relational technology. Will we come to depend on it too much, when we should not, to our social detriment (e.g., Turkle, 2007)?

Coeckelbergh (Fourth 2012) presented a series of arguments about whether emotional robots are deceptive. He suggested that what robot ethicists really mean when arguing about emotional deception is either (1) that the robots intend to deceive; (2) that the emotions robots have are not real; or (3) that the robots pretend to be a kind of entity they are not. He argues that in the first case, it is not the robot that intends to deceive but the robot designer, and that designers often intend to deceive (e.g.,
in creating movies with talking animals, or in designing experiences at Disneyland where children get to meet favorite characters). No one is fooled that these characters are “real”, though, or if they are, this is generally considered an acceptable kind of deception. In the case of robots, the question is whether people are fooled—and then, whether this is necessarily a bad thing. We have seen that many children do report that robots are real, social-relational entities who can think and feel. But more data are needed to determine what that means. Do children believe robots have emotions that are the same as human emotions? Is it the same for a robot to feel happy as for a child to feel happy? Is it bad for children to want robots to be happy? Maybe through feeling empathy for a robot, children can learn to feel empathy for other children, too. This leads into Coeckelbergh’s second point.

Coeckelbergh questions what it means to have “real” or “authentic” emotions in the first place. Sherry Turkle, for example, has argued that social robots are inauthentic: they may provoke emotional attachment, trust, caring, and empathy that is not deserved because the relationship and the feelings are not reciprocal—i.e., not real, or deceptive (Turkle, 2007). But what does it mean for emotions to be authentic and for relationships to be reciprocal? Is it that the emotions originate in a biological entity (i.e., real = natural), or that the emotions express some kind of inner self or inner life? In the latter case, robots could perhaps have some kind of inner life or “virtual inner self.” They could be built such that they have artificial emotions, and could for all intents and purposes have functional emotions (Arbib and Fellous, 2004; Fellous, 2004; Parisi and Petrosino, 2010). However, most current robots do not have artificial/functional emotions.

The question of reciprocality brings in Coeckelbergh’s third point, i.e., whether robots are pretending to be something they are not or have something they do not. Are robots designed to show emotions, e.g., as part of attempting to respond appropriately to human emotions, pretending to be human-like when they should not? This question—like many discussions in robot ethics—assumes that robots are competing with humans, competing with our existing human-human relationships. But should we expect that relationships with social robots will be like our existing human-human relationships? Should we fear whether robots will replace our human-human relationships?

Reciprocality in relationships is the assumption that there is something symmetrical about the relationship. Both parties of the relationship add something of value to the relationship (such as social support, affection, and companionship), perhaps in equal measure, such that both parties get something from the relationship that makes maintaining the relationship worthwhile. Claiming that human-robot relationships are not reciprocal suggests that robots cannot add value to a human’s life, or at least, that they cannot add value in an “authentic” way. However, many human-human relationships are not perfectly reciprocal. We can also find analogies in other domains for other kinds of relationships humans enter into that are not entirely reciprocal. Children deeply attach to many non-human entities, including pets, security blanks, pacifiers, toys, stuffed animals, and fictional characters (Melson, 1990; Passman and Halonen, 1979; Weiss, Wurhofer, and Tscheligi, 2009). Children’s relationships with these entities are not reciprocal; some are partially imaginary—and yet we recognize that these relationships can add value. Children may frequently tell secrets to their teddy bears. They gain comfort and offer nurturance. With pets, one may clearly see that a child’s pet dog “loves” the child, but not in a human-like way at all. People have deep conversations with chatbots and virtual therapists (Bickmore, Gruber, and
Picard, 2005; Bobicz and Richard, 2003; Pontier and Siddiqui, 2008); often, people consider these agents less judgmental than humans (Bickmore, Gruber, and Picard, 2005; Gratch et al., 2007; Lucas et al., 2014; Utami, Bickmore, and Kruger, 2017).

Reciprocity in equal measure is not a requirement of a relationship. Human-robot relationships may simply be one more different kind of relationship. People are capable of having many different relationships simultaneously. Children’s robot-friends may be just one new different kind of relation.

Coeckelbergh also pointed out that even humans often pretend to have certain emotions when a display of others would be inconvenient or harmful, and asks whether we should always assume that others have good intentions when it comes to emotional communication. Is it necessarily a problem that a robot that acts as if it feels concern actually does not, from the point of view of subjectively experiencing a state similar to what a human would feel when feeling concern? Is it okay if the robot functionally experiences concern—i.e., that its displayed emotions reflect something about the inner workings of the robot’s architecture, perceptions, state, goals, values, and so forth, even if these are not necessarily “human-like” and may not arise in the same way that human emotions do? Or if the robot uses displays of emotion in order to communicate with humans in a way that humans can, generally, easily understand?

I do not have the answers to all these questions, but I do have data from nearly 350 children. I would argue that to really understand whether children are at risk of developing unhealthy emotional attachments to robots (regardless of whether those attachments are similar to other attachments children form), as well as what kinds of opportunities costs there are to children (i.e., is the child missing other opportunities that might be better for the child by playing with the robot, e.g., spending less time with parents or human playmates when more social needs are met by the robot), we need to deeply understand the kinds of relationships children are actually forming. Speculation about the goods and bads of authenticity, attachment, and deception are not enough. Instead of merely asking whether the relationships people form with social robots and relational Al are harmful and positing possible harms (such as losing trust or feeling betrayed upon discovering that a robot is deceptive), we need data to understand what effects these relationships with relational Al actually have. The research I have presented in this thesis is a beginning, though a great deal more research is needed.

For example, we can acknowledge that, based on the data, children do understand that robots are not humans and that their robot-friends are not like their human friends (and tend to have significantly more limitations). Children use a robot’s social cues as a cue to its trustworthiness, like they do with people, but they don’t treat robots exactly like they do people. Throughout my work, we have seen that children’s gaze patterns, descriptions of the robot versus their best friends, their ratings of closeness to the robot versus other entities, their attributions of different psychological and cognitive properties, and much more differ significantly. As discussed earlier (Section 11.2), having these data showing that children are fairly confident about the nature of robots as “betwixt and between” as opposed to confused about what category robots inhabit is important in developing data-driven theories about children’s behavior.

We also need to understand the kinds of behaviors robots can use to promote, or inhibit, engagement, trust, emotional attachment, and dependence, and then implement these behaviors judiciously to promote the kinds of robot relationships that we think may be appropriate. Some research, including work presented in this thesis, has be-
gun looking into these kinds of behaviors. For example, using appropriate, contingent social cues can increase trust (Section 3.5 Desteno et al., 2012; Hancock et al., 2011; Lee et al., 2013). Increasing a robot’s use of social and relational behaviors such as shared experience, entrainment, and personalization can increase engagement (more discussed in Chapter 12).

When determining appropriate use of these behaviors, the same problems apply to social robots and relational AI as to any other technology. We can have all the ethical debates in the world about what we should and should not do, but it is the designers and developers of these technologies who need to have some moral understanding of what is appropriate and what is not, some ethical guidelines they follow, in order for the technology to be designed ethically. This is partly an issue of education, and is not specific to relational AI.

With regards to mitigating risks of emotional over-attachment or dependence, in a workshop on robot ethics in 2015 (Riek et al., 2015), we jokingly suggested adding “warning labels” to commercial social robots. Like the nutrition labels on food, these labels could let users know the ingredients of the robot: did it have high potential for emotional attachment? Did it use affect recognition technologies for responding in emotional ways to the user? More realistically, and perhaps more effectively, we can use the robot’s own behaviors to support the development of positive, healthy relationships. After some amount of time, the robot could insist that the child find a human playmate instead, and turn itself off. The story the robot tells about itself could include reminders that it is just a robot—it has limitations and cannot respond to all of the child’s questions, wants, or needs. When the child discloses information that the robot detects may be sensitive, the robot could suggest talking to a trusted friend or adult. These suggestions are in line with what Tim Bickmore has termed meta-relational communication (Bickmore, 2003): be clear about agent’s capabilities and limitations and what expectations the user should have about the agent. Use backstory and framing to help communicate this and reinforce this.

The impetus for developing healthy relationships with relational AI is not only on the robot and robot designer, however. Children are also learning how to develop healthy relationships with other children, with their pets, and with many other entities, frequently with the guidance of teachers, parents, older siblings, and other caregivers. Keeping children’s caregivers in the loop and encouraging dialogue between children and caregivers about the relational technology in children’s lives can help them learn what kinds of behaviors are appropriate.

One important result I found was that social robots as they are now are not all-powerful at drawing children’s attention. For example, during the Relational AI study (Chapter 9), for the first session or two, children were very excited about having their turns with the robot. They immediately dropped what they were doing in the classroom to come with the experimenter to see the robot. Later on, however, sometimes children did not want their turns. Sometimes, they wanted to stay in the class and do whatever they were doing there with their friends, and see the robot later. The robot was not magical. The novelty of the robot wore off—children liked playing with it, but it was competing for their attention with everything else the children generally did at school, and some children liked other activities better.

The affect patterns we saw in the Relational AI study (Section 9.4.3.10) mirror this anecdote. Many children showed more positive valence in earlier sessions than in later sessions, but this varied by gender and condition. In different studies and in different experimental conditions, we have seen children’s engagement and attentiveness either
decline, increase, or stay approximately the same over the course of a single session with a robot or even over the course of 7 or 8 sessions. The particular robot design—such as the actions the robot takes, its appearance, its personalization, and its social and relational behaviors—impacts children’s interaction and relationship more than any intrinsic quality of social robots. For example, in Study 5 (Section 4.4), children’s positive affect increased over 7 sessions when the robot used personalized affective feedback, but decreased when it did not. In Study 6 (Section 5.5), children’s engagement increased when the robot was more expressive. In Study 7 (Chapter 8), children’s attention increased from the first half to second half of the study in the Entrainment condition, but decreased in the No Entrainment condition.

If we want to design social robots that children want to continue interacting with over time (e.g., for education or health applications), we need to pay careful attention to the qualities that appear to increase their engagement, attention, interest, and relationship. Based on the research so far (discussed further in Chapter 12), these qualities include change and variation over time, space for play and creativity, personalization to the child, nonverbal immediacy, and appropriate relational behaviors, which will likely need to be tuned to a variety of individual differences, such as gender and personality.

13.2 SOCIAL MANIPULATION

A second ethical concern pertains to social manipulation and persuasion. Technologies often mediate and implicitly shape human interaction with and perception of the world, by encouraging or inviting some forms of actions while discouraging or inhibiting others (Verbeek, 2006). Some HRI research has focused on creating robots for behavior change—e.g., to help someone with particular weight loss goals to stay on track (Kidd and Breazeal, 2008). This kind of change is usually considered acceptable: it is a “positive” behavior change, with the goal of helping people achieve what they want to achieve. When used for “good,” then persuasion, in a robot or in a human, is often seen as a positive attribute—it gets us to the end we want. If used for “bad,” it is another story altogether. For example, robots that are used to provide the elderly with shopping assistance may be seen as beneficial (Iwamura et al., 2011), but those that target potential customers may raise some eyebrows (Kanda et al., 2008). The IEEE guidelines for Ethically Aligned Design address some of these issues.

There is also another aspect, which is that some human behaviors may seem unacceptable when placed in another entity. People are socially manipulative and persuasive all the time with each other—this is part of how social interaction works. However, while it may be acceptable for the car salesman to use conversation and rapport tactics to up-sell expensive features for a new car, a robot that does the same thing could be considered alarming. This relates to the existential threat robots pose to us, which I discuss further below in Section 13.5.

The question here is whether being social manipulative or being persuasive is acceptable for technology, and if so, to what degree. Verbeek (2006) argued that persuasion is not an intrinsic property of any technology, but comes from both the designer and the user. He argued that we should assess potentially persuasive technologies on three fronts: (1) whether the intended persuasions are morally justifiable, e.g., that

---

they do not cause harm, and promote beneficence or justice; (2) that the methods of persuasion used are morally acceptable, e.g., that they respect human autonomy; and (3) that the outcomes or consequences of persuasion are morally justifiable. The biggest problem, here, however, is that people are not going to agree on what is considered morally acceptable or morally justifiable. People’s opinions depend on their particular moral and ethical philosophies, which vary widely.

We can look to other domains for inspiration on how to handle these ethical quandaries. Marketing and advertising are two domains that frequently raise similar questions about social manipulation and which face similar problems regarding lack of consensus about what is ethical behavior (Drumwright and Murphy, 2009). Some marketing agencies have adopted codes of ethics promoting transparency, honesty of relationships, opinions, and identity—i.e., promoting the idea that they should make sure consumers know when they are being advertised to. Relational AI could follow this example of promoting transparency and honesty, e.g., using backstory or dialogue to explain to users what it is capable of and what its goals are for others’ behavior. Informing users can be helpful, but there are additional questions we can raise about how much consumers can really trust the designers of technology, who is held responsible for the behaviors of users, how we can be sure that a technology will not have undesired effects as well as whatever is advertised, and whether being persuasive is in itself an ethical thing to do.

These questions are difficult to answer. Perhaps one response is to involve philosophers and ethicists more directly in the design of future relational technology. We need designers of technology to be aware of the ethical and moral issues involved in the things they are creating, and to attempt whenever possible to create technology that supports and affirms people in becoming who they want to be—that supports human flourishing.

One final point about transparency pertains to the use of technology in research studies. In research studies, participants (children and adults alike) should be fully debriefed at the end of the study regarding the technology’s capabilities, such as whether the robot was in fact teleoperated, whether any aspects were human-controlled, and what sensing, modeling, and reacting capabilities the technology has. In our studies, we have always fully debriefed parents or adults, and generally only debriefed children when they expressed interest. We could go farther in the future toward ensuring that the robot’s capabilities are fully explained to children. For example, children are generally made aware that the robot uses a camera to see them and a microphone to hear them, but we may not explain at the end of the study how the robot uses that information in behavior selection, unless the child or parent specifically asks about it. This kind of additional explanation could be considered part of helping AI education reach a broader audience.

13.3 ADDICTION AND HOLDING POWER

In her earlier work, Sherry Turkle discussed the holding power of simulated worlds and video games, which was in large part related to their interactivity, challenge, and rule-based structure (Turkle, 1985). The early games she discussed, such as Space Invaders and Asteroids, are much simpler than the far more immersive, interactive, and intense video games of today, but the risks she discussed around addiction to games and the games’ holding power are real. Current video games and internet games are often addictive by design, using the same techniques as, e.g., gambling, to provide
intermittent rewards that influence a player to want to keep playing and keep getting that reward (Kuss and Griffiths, 2012). Internet gaming addictions are similar on a neuronal and biochemical level to other addictions, such as cigarettes. Cigarettes, according to a 2014 report from the US Surgeon General (ASPA, 2014), are also addictive by design—the tobacco is treated such that the nicotine released can more quickly cross the cell membranes in the lungs. The question is, should we create things that are addictive, with strong holding power? The answer rests on one’s personal philosophy: should we respect freedom of choice (e.g., to buy and play addictive games)? Or should we protect people from themselves (e.g., so they do not unintentionally fall into debt because they bought too many in-game items)?

Like with most new technologies, some people question whether social robots will also be addicting. But robots are not video games. Robots are embodied in the world. As social agents, they are not a whole interactive world the way a game is. Robots have the potential to lead the user into an imaginary world, which could have gameplay and reward systems, but only so far, because on their own, robots are still situated in the real world. They can only go so far into virtual realms. This is an intriguing difference between embodied, physical, present agents and virtual or telepresent agents. Virtual agents can accompany users through 2D and 3D virtual worlds and virtual realities, as in video games. They can be characters in interactive, enticing, immersive settings. Robots, however, may not have as much holding power because of their physical presence. The story becomes more interesting (though in a good or bad way remains to be seen) when we start to discuss new form factors and ways of migrating an agent between different embodiments—as discussed in (Kory-Westlund, Breazeal, and Ostrowski, in review)—since this could allow a robot to connect users to more powerful and alluring virtual realms. All that said, designing a robot for addiction is different than designing a robot for empathy. Designers of social robots should consider what goals they are designing towards—and hopefully, design with empathy and human flourishing in mind, rather than addiction.

Robots can allow for more open-ended play than video games as well, particularly more so than the early video games Turkle analyzed in her work. While often still rule-based and with limitations on content and activities, robots can provide space for creativity and exploration in a way that video games cannot. This was the idea of my early storytelling activity (Kory and Breazeal, 2014), based on earlier work with SAM the Castlemate (Ryokai, Vaucelle, and Cassell, 2003), where the robot provided a context for storytelling and the child was invited to make up their own stories. This was a limited scenario, but could easily be made more open-ended, such as allowing the child to choose the story scenes or create their own, or equipping the robot with narrative generative capabilities, so that it could co-create new stories instead of relying on an existing story corpus.

Another set of concerns are about safety, privacy, security. Physical safety is the easiest to address, and seems the smallest issue for social robots, since we already have adopted the principal of “safety by design” in manufacturing artifacts for our personal use (though physical safety is certainly a concern for military robots, especially regarding autonomy—see (Arkin, 2009; Lin, Bekey, and Abney, 2008)). Emotional safety was discussed earlier, in the considerations of deception and emotional attachment. However, the capability of social robots to monitor and surveil beyond the capacities of
human sensing (e.g., through the use of infrared or ultrasonic sensors, or at ranges or distances unavailable to humans on their own) is concerning. Ryan Calo describes three areas of privacy that we should be concerned about: direct surveillance—i.e., robots that magnify the human capacity to observe; increased access—e.g., new access to historically protected spaces, like inside homes; and social meaning—e.g., people may act differently as a result of feeling observed and evaluated (Calo, 2010). These issues are not unique to social robots or relational AI—they arise with many current technologies, such as laptops and devices in the internet of things (Arnold, 2010; Goldman, 2015).

The first question to ask with regards to relational AI for children is whether children have a right to privacy, and if so, from whom. Children seem to think privacy is as important as adults do, but their conceptions and expectations about privacy may be very different than adults (Shmueli and Blecher-Prigat, 2011). However, Shmueli and Blecher-Prigat (2011) argue that while it is generally assumed that parents will protect children and are assumed to act in children’s best interests, children’s privacy tends to be undervalued in family situations. There is unprecedented surveillance of young people—e.g., automatic monitoring of texting, geolocation tools that allow parents to track their children via their cell phones, recording of website and browser history for parental review, blacklisting sites (Arnold, 2010). Most surveillance of children is used specifically when parents are not present or are busy (e.g., blacklisting websites or geolocators in phones). While the technology itself may be neutral, this use of it is not. Parents likely see themselves as protecting their children against potential threats—cyberbullying, hacking, harmful web content, so forth—and to some extent they are justified. The need here is for compromise between granting children their privacy, and protecting them and providing safety.

However, children greatly value their privacy—their physical integrity, and their freedom to be unobserved during play or other activities, communicative privacy if they have a diary, being able to speak without close supervision, and so forth. Even Piaget acknowledged that autonomy is very important for children’s psychological wellbeing (Arnold, 2010). As much as possible, we should err on the side of treating children as people. Although they are young, have less capacity to regulate their data, enter informed relationships, and may not be fully independent yet, they are still people and should be respected as such. Furthermore, children may resent parental “snooping.” Privacy is about dignity, respect, and trust. Surveillance is used in place of trust; it allows observance and control, but not trust (Shmueli and Blecher-Prigat, 2011). Surveilling a child denies that child trust—without being trusted themselves, will they learn to trust? Perhaps one ought to encourage children to seek out guidance when they are uncertain or perceive threats, rather than overestimating the dangers and imprisoning children.

A bigger question, however, is how any information collected may be misused. Vendors who offer surveillance services, companies that sell social robots that use these data either to track children or just to personalize the robot to the child or to the family, anyone who collects or stores data, could mine this data, could sell it, or could lose it to a third party. Surveillance can be misused, whether it is surveillance by a social robot, surveillance by parents, or by another party.

With regards to social robots and relational AI, the sheer amount of data that could be collected about a user—about a child—is enormous. Much of it is highly personal data; some of it may even be considered medical data (e.g., one’s heart rate variability or other physiological data as measured with a webcam (Kwon, Kim, and Park, 2012;
Poh, McDuff, and Picard, 2011), which in the robot may be used to determine if the user is cognitively stressed (McDuff, Gontarek, and Picard, 2014), so that it can provide an appropriately supportive response. What data are allowable for a robot or AI to collect? Who should have access to the data? How can the data be protected?

The data that are allowable should be determined by three factors: first, what data are needed for the robot to fulfill its tasks; second, only data that can be sufficiently protected; and third, only data that are acceptable to the users of the robot. Similarly, the individuals who should have full access to any data collected should also be determined by several factors: first, if it is necessary for someone to view the data for the robot to fulfill its tasks; second, if an individual about whom the data has been collected wishes to view it, or wishes it shared. This is necessarily in the direction of placing privacy and control in the hands of users; users should as much as possible be in control of the data collected about them. Here are a few examples to illustrate these contextual and situational factors.

If the robot is a medical device that is helping doctors to learn what is medically wrong with a child in order to help treat that child, it may be acceptable to collect physiological data for the child’s health records, and for that data to be HIPAA-protected (Drew Simshaw, 2015). Furthermore, if the robot is used to diagnose mental disorders, then it may have a mandatory reporting policy about anything it learns from the child. The older the child, the more they should be informed about what data are collected and why. An intriguing and difficult question arises if, at some point in the future, a robot was better at sensing and helping doctors diagnose certain medical conditions than any other method available. Would the child then be allowed to maintain privacy and refuse data collection if their parent decided it was best for their health? It seems unlikely. Another question pertains to children’s trust in the robot. If they are unaware that the robot will report back to a medical professional, they may share secrets with the robot that they would not otherwise have shared. This presents a dilemma (some dilemmas described in (Bethel, Stevenson, and Scassellati, 2011; Bhakta et al., 2014; Kory-Westlund and Breazeal, 2015a)). Should children always be told up front that a robot may “tell” on them? What if the benefits from not telling—such as a medical professional gaining valuable information from the child about his or her mental and emotional state—outweigh the costs of that deception? It may be that after one such “betrayal,” the child may refuse to tell the robot anything again.

If, however, the robot’s role was as a learning companion, situated in a classroom or home, then perhaps its requisite data to collect is less; it may need to record right and wrong answers to report back to the teacher, and it may need to use video and audio data in the moment in order to respond appropriately, but it may not need to record anything else. That said, when nine teachers in a Boston-area preschool were asked whether they thought a social robot in their classroom should collect data about children, nearly all agreed that it should, and that it should report data back to them about the children it interacted with, not just regarding their academic performance but much more, such as their academic skill development, attention, participation levels, and social skills such as eye contact and verbal responses (Kory-Westlund et al., 2016b). They also generally thought that preschool children should not have access to the data the robot collected, though one teacher suggested that children’s access should be dependent on grade level and that older children should be told more. Teachers were split over whether children should be told that their teachers could access the robot’s monitoring.
Other intriguing questions arise around the case of long-term interactions, since relational AI necessarily considers long-term relationships. In any long-term relationship, we expect that our interaction partner will learn and change over time. We expect our partner to remember us, to remember shared experiences, and to change as a result of those shared experiences. If a robot is to be situated as a long-term companion, in a healthcare setting, in a classroom, or elsewhere, it will need some kind of memory. This entails data collection about very personal and personally identifiable information.

Also related to long-term interaction, particularly in the home, is another aspect of privacy as defined by (Calo, 2010): social meaning. People react to the sense of being observed and evaluated. We treat social robots as we do humans, both psychologically and neurologically (Meltzoff et al., 2010; Stenzel et al., 2012). The presence of social robots in homes may reduce time for solitude, interiority, and self-reflection. But this time is important—we require solitude in some quantity; we require moments “off stage” to be ourselves (Csikszentmihalyi, 1997). Perhaps we need to limit the amount of surveillance and time spent with social robots not simply because these data could be misused, but for our own wellbeing.

As has been related, there are many problems and ethical concerns surrounding privacy and security for relational AI. How can we solve them?

There are several levels here: (1) what data can companies collect about people; (2) how do companies store and transmit the data they collect; and (3) who else has access to the collected data. Regarding the first (what data can be collected), we need security and privacy by design in products, as well as the existing safety by design. We may need regulations to make this happen. For example, we might regulate surveillance, and what data can be collected about, e.g., consumers by social store robots, or we might amend the Electronic Communications Privacy Act to require warrants to access any data from inside homes (Calo, 2010). Roboticists could adopt an ethical code similar to codes that professionals in other fields follow that emphasizes privacy, accuracy, intellectual property, and access (Calo, 2010; Riek and Don Howard, 2014).

Regarding the second level (how data are stored and transmitted), foremost, we need accountability from the companies and other legal entities who hold protected data, such as the companies that produce social robots or companies that provide necessary services that social robots utilize such as speech recognition tools. Federal regulation is needed. This could be similar to HIPAA-protected data regulations. If a company has shown negligence when data is lost, they might have to pay a large fine—this might motivate them to actually protect their customers’ data. Cases such as recent Target and Home Depot credit card hacks show that many companies are still using outdated operating systems and have few mechanisms in place for detecting intrusion into their systems or auditing access to their servers (Home Depot Hit By Same Malware as Target 2014; Home Depot’s Suspected Breach Looks Just Like the Target Hack 2014), and furthermore, these were not the only large hacks that year (The Big Data Breaches of 2014 2015). Standards need to be imposed that apply not only to how data are stored, but also how data are transmitted, involving secure, encrypted connections that match to industry standard security practices. That said, even encrypted data is not entirely secure. Since current networks and systems were not designed from the ground up for security, observers can gain metadata about messages transmitted even if they cannot access the contents of the encrypted messages. Knowing to whom data goes, when it was sent, and how much data was sent is still very valuable information, and there is no current solution to this.
Further regulations we may need include mandatory disclosure of data loss within a tight timeframe, so that consumers and users will be aware when their data has been compromised. We also need intrusion detection and auditing mechanisms for servers and data centers, so that when data breaches do occur—and they will—companies can actually figure out what happened using data forensics. Finally, there should be some threshold for small businesses for following all these guidelines (e.g., if they have fewer than a thousand users), so as not to discourage small businesses; in addition, small businesses tend to carry much less risk, and are less often targets.

Given that data breaches will occur, and now involving children’s data in addition to adults’ data, how do we mitigate the risk? Imposing standards regarding security, encryption, data forensics, and so forth as discussed above will all be a good start. We may also need to consider whether some technology ought not to share all the data it obtains about users with the company that creates it—that is, whether some data used, e.g., for the personalization of behavior in response to a user ought to be kept privately within the technology and not transmitted back to the parent company. This may make targeted attacks on particular companies less likely to reveal highly personal data, since the company would not directly have access to that data.

Another point here is that users and consumers should be aware of what data are being collected about them. Reynolds and Picard (2004) found that participants felt their privacy was more respected when a web service using affect detection provided an ethical contract than when it was not. This may also be due to the level of transparency; they may have felt more trusted, rather than deceived through the omission of a contract.

For the third level (who has access to the data), there are two big concerns. One is advertising. When data are sufficiently protected, how can advertising work? Currently, many companies sell personal data to advertising and marketing companies; some of it is likely in the category of data that should be more protected than it currently is. To some extent, this is valuable for both the advertisers and the consumers—it is more useful all around for people to see relevant ads. Perhaps we can still get sufficiently targeted ads without giving access to all our personal data. Perhaps we could have “opt-in” options (though then, the option may become part of every EULA that we do not read and simply click “agree” to so our software will install). Personally identifiable information can be removed before it is sold, but sometimes identities can still be reconstructed (de Montjoye et al., 2013, 2015).

The other big concern is government. Right now, regardless of how well a company or organization protects its data, the data can be forcibly and secretly obtained by the government through National Security Letters and similar warrantless searches (which are unconstitutional due to their violation of people’s privacy and the freedom of speech of the entity holding the data records) (National Security Letters). Imagine the consequences if the government became hostile to certain sub-populations within the country, and used its power to obtain all of their data. Furthermore, given the lack of unbreakable encryption standards, the government may also then be able to hijack smart devices, including those that interact with children, in order to obtain additional data or to interact directly—e.g., in order to question children about their beliefs or their parents’ beliefs, provide disinformation about others, or persuade children to inform on others. While perhaps an extreme case, it serves to point out that data needs legal protection from the government. The political climate in the United States, and in other places around the world, needs to change, such that politicians realize the need for unbreakable encryption into which the US government does not get a
secret back door (if they can break in, others could, too). The government does not need nor should it have access to our data or our children's data.

Furthermore, if the US government currently thinks it should have access to the data held by a multi-national company, what might happen if another country where that company operates enacts a similar statue like the National Security Letters? Then the company might be left in the unfortunate position of providing data about US citizens to a foreign government, and about that foreign government's citizens back to the US government—and neither government would likely tolerate this. This further serves to point out that our current legal protections and regulations need to be amended to deal with current technological concerns, including all those raised by social robots and relational AI (Calo, 2010).

These are just a few steps we could take toward ensuring the privacy and security of user data. No doubt there are many others, and no doubt it will take some time before these measures are enacted.

13.5 EXISTENTIAL THREAT

Some of the fears people have about social robots are existential. We do not want to be replaced—we want to hold on to our unique, special place in the universe, the sole beings that are human. Social robots encroach on our uniqueness as the only beings we know of that could use language, that could use our sophisticated social cues and have our level of social intelligence (though many other animals use social signals and have social groups, e.g., (Moore, 2013; Tomasello et al., 1997)), that could have our level of creativity, and so forth. Some social robots are designed to look like us (Nishio, Ishiguro, and Hagita, 2007). We have created sculptures, animations, puppets, and other artistic and life-like representations of humans before, but never in a form that could move and talk in a way that is as much like us as these android robots could be (note that right now, their movement and likeness, while pretty good, is still lacking).

I see a parallel here between this existential threat robots pose and to an observation Sherry Turkle made about children learning to program the computers of the 1980's (Turkle, 1985). She wrote that some people found young children who manipulated machines, manipulating the abstract and symbolic before they could properly hold a pencil and write, disconcerting. It was counter to the image they held of children as innocent, juvenile, unable to read or write until a certain age. Computers were a cultural symbol of a “loss of direct contact with other people, the construction of a private world, a flight from real things to their representations” (p. 95). In the same way, social robots now pose a threat to our image of ourselves as special.

However, existential threats are not new. There was resistance to the Copernican revolution, when it was revealed that the solar system is in fact heliocentric, not geocentric. There was resistance to the theory of evolution, and the idea that humans were not specially designed and placed on the Earth—we, like all other creatures, had simply evolved. We discovered that chimpanzees use tools—so we are not the only tool-users on Earth. And so forth. Throughout history, there are cases where some scientific or philosophical revelation has pointed out that humans are not quite as special and unique as we thought we were. Perhaps social robots are just one data point in this trend.

In addition, many of the ethical questions about a technology that looks like us or acts like us, but is not us, have been previously explored in nearly a century's
worth of science fiction. If social robots truly are new in their similarity to humans in appearance, language, and intelligence, we can at least look to science fiction writers to see some possible problems, consequences, and solutions (e.g., Asimov, 1942, 1954, 2004).

13.6 ETHICAL DESIGN GUIDELINES

In summary, I make the following recommendations regarding the ethical design of relational AI and related technology:

- Design responsibly. Involve philosophers and ethicists, who have specific training in relevant ethical and moral frameworks and applications, in the design of new technology. Design with empathy and human flourishing in mind rather than strictly for addiction or profit. In particular, with children, consider technology that enables open-ended play and provides space for creativity and exploration.

- Be informed by data as well as theory. An increasing number of research studies are exploring questions highly relevant to the ethical design of relational AI, such as questions about engagement, trust, and attachment. We need to use the data from both human-human studies and human-agent studies to learn how people actually form relationships, develop trust, and interact with relational agents, and use these data to inform future design. Chapter 12 discussed this further.

- Involve all stakeholders. In particular, when designing relational AI for children, involve children’s caregivers. Children look to their caregivers for information about technology and model their behavior and attitudes when interacting with technology.

- Be transparent and honest. Inform users about what a technology can do and what it will do. Use the technology’s packaging, introduction, framing, and backstory to share information and set user expectations appropriately about the technology, its capabilities, and its limitations. Verify that users actually understood the technology’s capabilities and limitations.

- Implement security and privacy by design as well as safety by design. Collect only data that are needed for agent to fulfill its tasks, only data that can be sufficiently protected, and only data that are acceptable to users. Be transparent about what set of data are collected, how data are stored and transmitted, and how data are used.
14.1 CONTRIBUTIONS

14.1.1 Technical

The primary technical contribution of this thesis is the development of a relational AI system. As part of the Entrainment/Backstory and Relational AI studies (Chapters 8 and 9), I developed an autonomous social robot with relational AI that played storytelling games, adapted the level and content of the stories presented to children, selected dialogue based on each child’s exuberance level (using features such as the child’s speaking rate and rate of answering questions), mirrored affect and some aspects of posture, performed appropriate gaze and lookat behaviors, and entrained its speech to match the child’s, among other behaviors. Importantly, I developed a speech entrainment module that listens for an audio stream containing speech, morphs speech audio files such that they match the speaking rate and pitch of the heard speech, and streams these files to the robot for playback.

As part of the autonomous robot system, I created a web-based experimenter interface to facilitate study session administration. This interface allowed the experimenter to select the appropriate participant ID number before starting the robot, which was used to tag all data and load appropriate configuration files; it also allowed the experimenter to pause or stop the interaction with the robot on demand. The interface enabled experimenter input during several key assessments during the interaction to ensure appropriate robot behavior (such as the Negotiation Task and the Extra Picture activity). For the long-term interactions in the Relational AI study (Chapter 9), I compiled a new story corpus comprising stories that children had told the robot during prior work 4.3, and used this in accompaniment with two other existing story corpuses, I created numerous scripts for long-term interaction with the robot, which including varied dialogue content for all sections of the interactions, and varied tasks and activities. I recorded many new utterances for the Tega robot.

Many of the digital materials I created are available online. The open-source software is available at:

- Audio Entrainer: The audio entrainment module used in my work. https://github.com/mitmedialab/rr_audio_entrainer/ under a GNU General Public License v3.o.


- Opal: A Unity tablet app used in multiple studies that can, e.g., display storybooks. It is ROS-enabled to allow for remote control. https://github.com/mitmedialab/SAR-opal-base under an MIT License.

• Text analysis tools: Scripts for determining exact and similar matching phrases.
  https://github.com/mitmedialab/text_analyses_tools under an MIT License.

• RR tools: Various tools and scripts for analysis and processing for the relational

• ASR: Uses the Google Cloud API to process audio and send results over ROS.
  https://github.com/mitmedialab/asr_google_cloud under an MIT License.

• Tega Teleop: A python ROS node for teleoperating the Tega robot. https://
  github.com/mitmedialab/tega_teleop under an MIT License.

Other study procedures, materials, and assessments are available on figshare at:

• Relationship assessments—the Social-Relational Interview, Narrative Description,
  Inclusion of Other in Self task, and Self-disclosure task (Kory-Westlund

• Additional relationship assessments—the Picture Sorting Task and Social Acceptance
  Questionnaire: 10.6084/m9.figshare.7575911.

• Study 7: Entrainment/Backstory procedures and assessments: 10.6084/m9.figshare.
  7175273.

• Study 9: Relational AI procedures and assessments: 10.6084/m9.figshare.7627289.

14.1.2 Empirical

This work contributes new data for understanding children’s conceptualizations of
social robots and the kinds of relationships children form with social robots over time.
It builds on a growing body of literature examining social robots as companions, peers,
and tutors for young children. I investigated several questions regarding (1) how social
robots can use social-relational capabilities to engage children as peers, thus affording
opportunities for peer modeling and learning; (2) how children’s construal of and
relationships with social robots develop and change over time; and (3) how children’s
relationships and rapport with social robots affect their long-term engagement and
learning.

I collected a unique dataset about children’s relationships with a social robot over
time (Chapter 9), which enabled me to look beyond whether children liked the robot
or not or whether they learned new words or not; after all, most children report liking
robots, especially if they interact only once. The results showed that we can use
relational AI to enable a robot to act in a more social and relational manner, and
that the robot’s relational behavior can impact children’s perception of the robot, their
relationship with it, and their learning. The main findings include:

• Children in the Relational condition reported that the robot was a more human-
  like, social, relational agent and responded to it in more social and relational
  ways. They often showed more positive affect, disclosed more information over
time, and reported becoming more accepting of both the robot and other chil-
dren with disabilities.
• Children in the *Relational* condition showed stronger correlations between their scores on the relationships assessments and their learning and behavior, such as their vocabulary posttest scores, emulation of the robot's language during storytelling, and use of target vocabulary words.

• Regardless of condition, children who rated the robot as a more social and relational agent were more likely to treat it as such, as well as showing more learning.

• Children's behavior showed that they thought of the robot and their relationship with it differently than their relationships with their parents, friends, and pets. They appeared to understand that the robot was an “in between” entity that had some properties of both alive, animate beings and inanimate machines.

These results provide evidence for links between children’s imitation of the robot during storytelling, their affect and valence, and their construal of the robot as a social-relational other. A large part of the power of social robots seems to come from their social presence and social power. This work builds on prior research linking children’s peer learning to rapport and relationships (Gola et al., 2013; Richards and Calvert, 2017; Sinha and Cassell, 2015a,b).

In addition, children’s behavior depended on both the robot’s behavior and their own personalities and inclinations. Girls and boys imitated, interacted, and responded differently to a robotic agent with social-relational capabilities and to one without. These gender differences are reflected in multiple prior studies (Baylor and Kim, 2004; Burleson and Picard, 2007; Kennedy, Baxter, and Belpaeme, 2015; Kim and Lim, 2013; Pezzullo et al., 2017), suggesting that we ought to pay greater attention to children’s gender and individual differences when creating new technologies to engage and support them.

Through this work, I found that even a fairly scripted interaction without complex planning or machine learning capabilities was able to engage children over many sessions and help them learn and grow. Complex real-time AI, dialogue planning, and so forth is not always needed for successful, engaging interactions, as Bickmore (2003) previously suggested.

The studies reported in this thesis also demonstrate the potential of social robots as a tool for psychologists and social psychologists to use to study human relationships and human interactions. Robots afford more fine-grained control of social behaviors than we can achieve with human actors, thus enabling us to test, e.g., the impact of particular verbal or non-verbal features on engagement, trust, and learning (Desteno et al., 2012; Kory-Westlund et al., 2017b) (also Chapter 8).

These studies also provided important data that can inform the design of new relational technology. I provided design recommendations (Chapter 12), and discussed how we can address several important ethical concerns regarding relational technology (Chapter 13). I also present a model showing how social behavior, relational behavior, engagement, rapport, relationships, and learning are linked (Section 11.1).

Finally, as part of this work, I developed and tested numerous new assessments for understanding and measuring children’s relationships with social robots and other entities. They are available online from the links provided above in Section 14.1.1.1. These assessments can enable researchers to better understand the relationships children form with social and relational technologies.
14.1.3 Theoretical

The data I collected can inform our theories about how children construe and relate to social-relational technology. As discussed in Chapter 11, children's understanding of current social technology shares some similarities with earlier observations about children's interactions with early computers and computerized toys (Kahn et al., 2006; Turkle, 1985; Turkle, 2005). Today's social robots and other social-relational agents are far more complex than the agents studied by Turkle and Kahn, but children do not seem to be more confused or disturbed by them—in fact the opposite. Children today seem more accepting of social technology as interactive agents that are in-between the usual dualistic categories of alive/animate beings and inanimate artifacts, perhaps because they are growing up with these agents present in their everyday lives.

Children's interactions with social robots are driven by the immediacy of the interaction. They are in the moment, responding socially and naturally to an agent that engages them socially, and do not need to reflect on a meta-level about what that agent "really is" during interaction. However, even when children step back and think about what robots are, they still report that robots are social-relational beings. Children's opinions seem to be shaped in part by the others around them, perhaps more so than children who interacted with early computers, since technology is far more ubiquitous today. Adults, parents, experimenters, teachers, and other children influence children's mental models about robot cognition and intelligence, and affect their view of robots as social and moral entities.

Because of the complexity and increasing social-relational capabilities of current technology, there are an increasing number of ethical questions involved in the design and deployment of these technologies. I provided a discussion of several critical ethical issues and some suggestions for how we might address these issues in future designs. Many of these ethical issues are not new, but social robots with relational AI appear to be special in that they raise many different ethical concerns all at once.

The data I collected also inform our understanding of how children learn language and how children interface with their peers. In developmental psychology, when investigating children's language learning, speakers have generally been treated as equal—i.e., one speaker is generally treated as as good as another. There has been less interest in examining different characteristics of individual speakers, so long as there is a quality speaker providing decent language input. However, based on my research and related work examining the impact of children's trust, judgments of credibility, rapport, and engagement on their language learning, I hypothesize that not all speakers are treated equally by children. Children will not imitate the language of peers or adults equally, and will not consider all of them to be equally trustworthy informants. The studies I report here provide some evidence for this hypothesis. For example, children tended to score more highly on vocabulary posttests and use more target vocabulary words in their stories when they thought of the robot as a greater social-relational other—such as rating the robot as closer to themselves, rating the robot as more social, and using more social behaviors such as saying goodbye to the robot. Children's perception of an agent's social-relational qualities and the agent's nonverbal immediacy seem to impact their engagement and learning.
14.2 FUTURE WORK AND OPPORTUNITIES

As discussed in Section 9.5, relational AI provides new opportunities for engaging children in social learning activities, and in particular, engaging girls. Future studies could explore what kinds of relational behaviors are more likely to engage boys, as well as how different behaviors influence children’s perception of the robot’s gender. We should ask children what they like most and least about the robot to gain a better understanding of what boys versus girls thought about the robot. We could explore whether the robot can provide a backstory about its gender (or lack thereof) that will encourage children to treat the robot one way or another, and whether the robot’s other behaviors can “override” its backstory with respect to how children construe it as a gendered agent.

The Relational AI study examined differences between a relational robot and a non-relational robot. One important next step will be to examine the contributions that different kinds of relational behaviors make to child-robot relationships, and to children’s engagement and learning. Relational behaviors could be divided up in many different ways, for example, by timescale (e.g., behaviors developing in the present on shorter timescales in matters of seconds or minutes, versus behaviors that develop over longer times, such as days, weeks, or years) or by modality (e.g., verbal vs. nonverbal cues, linguistic vs. non-linguistic). It will be important to assess, for example, whether the socially contingent aspects of being relational—such as audio entrainment and affect mirroring, which both happen close to the present as opposed to over a longer span of time—are sufficient to promote learning and engagement, or whether we need “more stuff.” We need to determine how necessary memory is, and then what kinds of memory are needed—for example, memory of facts, events, emotions, and personal preferences or other details. Memory, in particular, has ethical implications regarding privacy and data storage. We could also examine whether, e.g., providing the robot with a “true” back story (e.g., the robot was built in the lab, visits schools, and so forth) versus a fictional back story (e.g., robot is from outer space, here to visit earth and learn) has different effects on the relationship. How does the robot’s backstory impact the robot’s credibility, or the perception of the robot as a character?

A great deal of work could be done to increase and improve the relational behaviors used by relational AI. Because we have evidence that children’s rapport and relationships are affected by the robot’s behaviors, and also differ as a result of children’s individual differences, we could build classifiers to learn what kinds of behaviors by children—such as gaze patterns, affect, entrainment, and dialogue patterns—predict closer relationships with the robot. We could use the dataset from the Relational AI study (Chapter 9), which includes videos, audio, as well as ground truth from the various relationship assessments, as a start. Using this kind of classifier, we could develop relational AI that can autonomously categorize, adapt, and adjust its relationship state during longitudinal interactions with children.

Long-term interactions with children raise many interesting questions. For example, the robot may ask children questions about their knowledge or preferences. Sometimes children’s preferences are stable for long periods of time, and sometimes they change frequently. What knowledge and which preferences are stable, and for how long? At what point in time should the robot probe again to gain more information or reassess what it knows about the child? How should it go about reassessing? We can also learn more about what keeps people in relationships. What are the contributions of change, affiliation, liking, desire for understanding, sharing and hearing
stories, and so forth? At what point do relationships move from novelty to familiarity and habituation, and how does novelty continue to play a role in relationship continuation (e.g., in the form of change and new stories shared from when people are apart)?

These kinds of question show that we may need to measure more aspects of relationships. The relationship assessments developed, tested, and used here measure some aspects of children’s relationships; there may be some overlap in the constructs measured and some features of relationships that were not sufficiently captured. We could draw on work on mother-child dialogue, which found variations in the connectedness displayed in conversation (Ensor and Hughes, 2008). Connectedness refers to the heart of the conversation: how much things each person says are picked up by the other. We could examine relationships between a child’s temperament and how they interact, such as prosody, expressivity, or willingness to respond verbally to questions. Performing more detailed interviews, like those performed by Turkle with children in the early 1980’s (Turkle, 1985), could provide new insight into how children’s relationships with technology form and progress.

Children are frequently accompanied by others in educational contexts, such as friends, siblings, parents, and teachers. They learn from all these others. It will be important to explore how group interactions affect children’s learning and development of a relationship and rapport with social robots. It will also be important to assess transference. E.g., could playing language and storytelling games with robots motivate children to be more excited about language learning in other contexts as well? How well might other skills children learn or practice with robots, such as social skills, transfer to interaction with other people? Answering these questions will help us learn how to integrate robots into existing educational contexts, such as homes and schools.

Fish and Pinkerman (Fish and Pinkerman, 2003) discussed how high-SES parents tend to repeat and expand on what children say, following the child’s interest in a sensitive and responsive way and using more affirmations, while lower-SES parents tended to repeat their own utterances and use more commands and prohibitions. This observation suggests two possible interventions. First, the robot may be more effective if it acted more like a high-SES parent—that is, affirming the child’s natural curiosity, letting the child drive the learning, and providing additional information when the child shows interest. Second, the importance of maternal interaction and parental support for children’s language learning cannot be understated. Future work should examine how the robot can bring parents into the interaction and perhaps teach or model contingent responsiveness and other beneficial behaviors. For example, one project has already demonstrated that a virtual character in a digital storybook can model dialogic question asking for parents, thus prompting parents to ask more questions when reading with their children themselves (Boteanu et al., 2016). The issue of how to help lower-SES parents better support in their children’s early language development is receiving a lot of attention, with interventions being developed and tested by organizations such as the Thirty Million Words Center ¹ and the Habla Conmigo Academy², among others. In addition, the Laboratory for Social Machines at the MIT Media Lab is working on the Playful Words project³, which focuses on bringing chil-

Children together with peers, teachers, and parents in machine-guided literacy activities on mobile devices.

One question that arose during Study 6 (Kory-Westlund et al., 2017b) (Also see Section 5.5) was whether the robot's expressivity led children to actually encode information differently, or whether they were simply more apt to emulate the robot when it was expressive. People may also encode information differently in relation to the shared reality constructed with another person (Echterhoff, Higgins, and Levine, 2009; Harris, 2017). Future work could probe this to better understand the effects the robot's relational behaviors have on learning.

Relational AI has great potential to support children in learning skills beyond language. Preschool teachers we have interviewed have repeatedly said that they would be very interested in robots that could help children learn and practice the social-emotional skills that are frequently critical to preschool curricula, such as sharing and turn-taking (Kory-Westlund et al., 2016b). Other work has demonstrated the potential of robots as tools for supporting older children in learning about emotional intelligence (e.g., Leite et al., 2015), as well as children with ASD in learning and practice social skills, such as joint attention, turn-taking, sequencing, and emotion understanding (Kim and Lim, 2013; Scassellati et al., 2018a). Relational AI could be used to support these kinds of interventions. Social robots have also been used as pediatric companions to support children in hospitals (Jeong et al., 2018). Since healthcare, like education, is frequently a long-term endeavor that can benefit from strong relationships, relational AI could also be used in these domains.

Because of the power social and relational interaction has for humans, relational AI has the potential to engage and empower not only children across many domains, but also other populations—older children, adults, and the elderly. We can and should use relational AI to help all people flourish, to augment and support human relationships, and to enable people to be happier, healthier, more educated, and more able to lead the lives they want to live.
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