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by

Lizi Chen

Submitted to the Department of Economics on May 10, 2019 in Partial Fulfillment of the
Requirements for the Degree of Doctor of Philosophy in Economics

ABSTRACT
In "Incomplete Contracting with Endogenous Competition," I consider a variant of the in-

complete contracting with renegotiation model introduced by Hart and Moore (1988). I study a
trading relation between a buyer and seller, where some ex-ante relationship specific investment
on the part of the seller is needed to generate value for the buyer. Uncertainty is revealed ex post,
in that prior to the investment stage, the buyer does not know which type of service she may need,
and it is impossible to describe under what precise circumstances she needs a particular service.
The contract can take only two broad forms: (1) a specification of the nature of a service to be
provided under all circumstances, or (2) a general option contract, namely, a menu of services that
the seller agrees to provide at predetermined terms.

In addition to uncertainty regarding state realizations which was the focus of the literature thus
far, I consider a different source of contracting friction, namely, uncertainty about downstream prof-
itability. I show that depending on the specific assumptions, the competitor may invest in, produce
and sell an imperfect substitute or free-ride on the incumbent supplier's investment and replicate
a perfect substitute with positive probability. However, in a subgame-perfect equilibrium, the
incumbent supplier will correctly anticipate potential entrants and change its ex-ante investment
to account for downstream competition. It may also distort the level of its ex-ante investment to
deter future entry.

In this paper, information affects the outcome of economic transactions, but the presence and
absence of information is exogenously given by assumptions about the form of competitions. In my
paper "Selling Information: Multidimensional Oligopolistic Competition," I model the information
structure as a variable endogenously chosen to optimally manage competition. Specifically, I con-
sider a model of an economic transaction between an upstream monopolist and several downstream
oligopolists.

The downstream parties may be E-commerce retailers who compete over a heterogeneous cus-
tomer base. Each party may have some prior assessment over the distribution of customer types,
but would benefit from incremental knowledge on customer information. The upstream party, in
this scenario, is an information vendor, who has access to technology required to develop a tar-
geting device. Since information is valuable, to extract surplus the upstream party would like to
improve the quality of information. Such motive is counterbalanced by the incentive to manage
competition.

The upstream monopolist supplies a menu of multi-dimensional intermediate goods from which
the downstream oligopolists select. The oligopolists then use the previously purchased intermediate
goods to produce the final products and compete with each other.

The model enriches Bonatti (2015)'s multi-dimensional information product model by consid-
ering what the information product is used for (competing for heterogenous customers by per-
sonalized pricing) and how downstream competition affects the value of each dimension of the
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information product. The key feature of the model is that the information good is intermediate,
whose value is affected by the extent of ex post competition among the

The model captures the indirect externalities conferred in the market for information. Specif-
ically, the value of customer information to a given firm is no longer determined solely by the
characteristics of that firm and the those customers. Instead, the value now also depends on the
market competition structure among all downstream firms. For example, a model of competition
of customer information has features similar to an arms race: having better information over the
opponent allows one to better engage in better price discrimination, but it also increases the value
of information to the opponent and induces more aggressive demand for information on the part
of the opponents.

In addition to economic transactions, in my third paper I study the role of information in
managing and orienting actions beyond the market. In "Information Theory Foundation of Pro-
paganda," I develop a model of strategic information signaling with an informed sender and a
continuum of imperfectly informed receivers. The sender sends a costly signal to disrupt receivers'
coordination action and to bias their aggregate action away from the true state towards the sender's
desired state. The receivers want to match their actions to the true state and also seek to coor-
dinate with each other. The leading application of the model is an authoritarian regime sending
propaganda to its citizens to prevent them from learning the true strength of the regime and taking
collective actions.

In equilibrium the sender's manipulation does not succeed in changing the mean of the receivers'
beliefs, but manipulation makes their interpretation of the signal noisier. This model helps resolve
an empirical puzzle: since we observe propaganda, regimes apparently think it works, in some
way, but can propaganda work, even if the citizens who see it know it is biased information? In
the model, propaganda works not through changing beliefs per se, but through adding noise and
confusion into the communication structure, so that citizens, who value coordination, are more
likely to redirect their attention across various sources of information.

Thesis Supervisor: Robert Gibbons
Title: Professor of Organizational Economics, Department of Economics
Sloan Distinguished Professor of Management, Sloan School of Management
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Chapter 1: Incomplete Contracting with

Endogenous Competition

1 Introduction

When drafting a contract, the parties involved frequently cannot describe all relevant contingencies that may arise

during the course of the relationship. The state space may be so complicated that it is impossible to anticipate or

prohibitively costly to specify all scenarios. The details of the transactions may be observable only to the parties

involved and unverifiable in the court. In practice, the parties are likely to end up with a highly incomplete contract.

We take as the departure point the incomplete contracting approach to institution design pioneered by Simon

(1951). Specifically, we consider a model where a seller can undertake an unobservable investment today to raise

the value of the service to be provided to the buyer in the future. This investment is sunk by the time the buyer

and the seller negotiate over service provision in a spot contract, so that the seller is "held up" by the buyer, in the

sense of Klein, Crawford and Alchian (1978). When holdup problems are present, employment contract emerges as

a potential way to protect the seller's ex-ante investment against ex post opportunisim by the buyer.

Following the incomplete contract literature, we assume that prior to the investment stage, the buyer does not

know which type of service she may need, and it is impossible to describe under what precise circumstances she needs

a particular service. The contract can specify only the nature of a service to be provided under all circumstances,

or a general option contract, namely, a menu of services that the seller agrees to provide at predetermined terms.

In addition to uncertainty regarding state realizations, we consider a new source of dispute that has been ignored

in the prior literature, namely, changes in the competitive environment. Specifically, we consider the possibility

of entry by a competitive fringe. The competitive supplier's entry may change the market dynamics in the input

market and distorts input costs in a way that is ex ante unpredictable to the parties involved. Depending on the

specific assumptions, the competitor may invest in, produce and sell an imperfect substitute service, or free-ride

on the incumbent supplier's investment and replicate a perfect substitute with positive probability. In a sub-game

equilibrium, the incumbent supplier will correctly anticipate the possibility of a competitive entry and change its ex-

ante investment to account for potential downstream competition. The incumbent may also distort its investment

in the direction so as to deter future entry.

Starting with the timeline of the game as in Hart and Moore (1988), we consider the effect of introducing

competition to each of the three intermediate stages of the game: the ex-ante investment stage, the realization

of state uncertainty stage, and the renegotiation stage. Our baseline assumes symmetric information regarding

state distribution, cost functions and value configurations. Depending on the niode of competition, we show that

competition (1) affects the level of ex-ante investment, but the direction of such effect is ambiguous, (2) alters the
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relative desirability of sales versus employment contract, and (3) interacts with the other primitives of the model

(e.g., complexity of state distribution, marginal returns of value and cost configurations.)

We believe the addition of competition into the classic Hart and Moore (1988) model is important in four ways.

First, it substantially relaxes the restrictive assumption of "bilateral monopoly" common in the literature. The

assumption that the two parties locked in by specific investment are immediately lifted from perfect competition,

transformed into a pair of bilateral monopoly and shielded from outside competition is unrealistic. In practice,

contracting partners face alternative opportunities and reneging temptations throughout their relationship. The

fact that we sometimes see two parties engaged solely with each other should be viewed as an equilibrium outcome of

the model, not it primitives. In fact, true bilateral monopoly is rare, but oligopolistic and monopolistic competition

are common, which is especially prominent when the industries in question have developed broad capabilities and

the parties involved serve multiple markets. The empirical observations suggest that we need to go beyond the two

extreme cases (perfect competition and monopoly) and explore the intermediate cases.

Second, it provides a method to systematically incorporate different forms of regulatory practices into the model

of incomplete contracting. The classic Hart and Moore (1988) framework exists in vacuum and is effectively silent

on regulatory environment, which in practice, almost all countries have some antitrust laws and regulations in

place. In this paper, we will explore various assumptions regarding the competitive environment between S and T,

specifically, at what stage of the game T enters the market, to what extent can T free-ride on S's investment, and how

successfully can T imitate the good/service to be provided. Although this paper is aimed to study regulations about

supply side competitions, the methodology we develop is general enough to be applied to study of other institutions.

Our analysis also yields a few general lessons: assessment of the competitive environment is central to the issue

of institutional design. Decision-making procedures must take into account the competitor's potential actions.

The choice of discretion versus rules depends on the availability of information regarding the potential competitor.

Accountability and reneging temptation depends on the details of the competitive environment. It is also important

to note that our framework treats the regulatory environment regarding competitive entry as exogenous. In practice,

the choice of regulations is likely to be the second-best solution to some constrained optimization problem, where

the constraints involved are financial, political and cultural. Understanding the objective as well as the constraints

in such optimization problem is an important question for future empirical works.

Third, it sheds light on the Alchian and Demsetz(1972) critique that there is no difference between an employer

ordering an employee around and a customer ordering a grocer to deliver a basket of goods. The conventional

response is that the employment contract is a commitment to serve in the future as opposed to a spot contract to

sell goods to a customer. Our analysis highlights another source of difference between two forms of relationships.

A customer is not restricted to order delivery from any single grocer (she may go to a different grocer, or not

use any delivery service at all) and a grocer caters to more than one customer's need. The two parties, although

engaged in a contractual relationship, are embedded in competition over which they have little effect. On the other
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hand, the employer-employee relationship is much better insulated from the outside environment. An employee

may moonlight for another boss, but her ability to do so is limited by time constraint, monitoring technologies. An

employer may lay off one employee in favor of another, but his discretion is severed limited by the terms of labor

contract and the hassles involved in hiring another person. In other words, the two relations differ in the degree to

which they are exposed to outside competition.

Fourth, it offers a link between Hart and Moore (1988) and Grossman and Hart (1986). The Hart and Moore

(1988) framework assumes the ex-ante investment is exclusively used within the bilateral relationship, while Gross-

man and Hart (1986) allows for alternative use of investment (outside of the relationship), through its effect on

the renegotiation surplus. Our analysis generalizes the idea of Grossman and Hart (1986) and the subsequent

work by Baker, Gibbons and Murply (2002). We treat "alternative use of investment" as an integral part of the

model by viewing the alternative value of investment as equilibrium outcome of a strategic player (the third-party

competitor).

Though not the focus of this paper, we should mention that competition also has implication on ex-post in-

efficiencies. Williamson (1985) views institutional arrangements such as authority relations as integral to market

economies. However, the ensuing literature has abstracted from ex post inefficiencies from contractual disputes

and focuses entirely on ex ante investment inefficiencies. Even when ex post inefficiencies are explicitly considered,

they are modeled as arisen from frictions during the bargaining procedure or from behavioral distortions. We offer

a richer view of this interaction. The incompleteness of contracts induces the contracting parties to attempt to

interpret the competitive environment to their own advantage ex post, which in turn can lead to both ex ante and

ex post inefficiencies. For example, if the value of the imperfect substitute produced by the competitor is private

information of the buyer, during the renegotiation stage, the buyer will attempt to exaggerate its value. If the

marginal cost of production changes due to new entrants (potentially because of the changes in the input supply

market), and if such changes are unobservable to the buyer, the seller will have incentives to misrepresent the true

production cost. Hence, when facing competition, the contracting parties may get involved in inefficient contractual

disputes ex post. Anticipation of such ex-post opportunism will further distort the level of ex-ante investment. In

our model, institutions can be understood as responses designed to overcome the potential inefficiencies in incom-

plete contracting environment. While an employment relation can be valuable in reducing the scope for ex post

haggling, it may also backfire through encouraging competition or allowing the employer to inefficiently appropriate

the rents created by the other party's ex ante investments. Whether the details of the transaction should be left to

the discretion of the employer depends on the specifics of the competitive environment.

Admittedly, more empirical evidence is needed to establish the importance of competition and non-exclusivity

relationship-specific investment. Before we turn to the formal analysis of the model, we offer a real world observation

that illustrates the importance of competitive environment. Consider a grocery delivery service provider, who

provide delivery service to its customers while charging a fixed amount of membership fee plus a variable amount
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per usage of its delivery service. To make its services vahiable, the provider will need to make significant ex-ante

investment: developing a web application, hiring a shopping team, establishing relationship with local grocers, etc.

Customers who subscribe to grocery delivering service is not excluded from other grocers. For example, the buyer

may walk to the nearby grocery store and purchase on her own. The value of the seller's investment depends on

some underlying states that is not feasible to contract upon. For example, on rainy days and busy weekends, such

delivery services are clearly desirable, while during other times, the customer may simply use the web application

to get price comparison information for free and then call in the the grocery store to pick up her orders. This is

a case where the incumbent (the grocery delivery service customer)'s ex-ante investment is not exclusive, and can

potentially benefit its competitor (the in-store grocery pickup service).

The two questions facing the grocery delivery company and the customer body are: How should the contract

between the delivery company and its customers be structured, so that the surplus generated in the relationship

will not eroded by the competitor? Anticipating potential competition during some states, how should ex-ante

investment be adjusted?

The rest of the paper attempts answer to these questions. Section 2 and 3 introduce and analyze the baseline

model. Section 4 and 5 discuss the implications of the model and offer several applications. Section 6 introduces a

few potential ways to extend the model. Section 7 concludes.

2 Setup

We consider a buyer B (the "market") which can be served by either an incumbent supplier (S) or a competitor

(T). Throughout our analysis, we will assume that the seller does not have alternative contractual opportunities.

In this section, we will first introduce the setup of the model in the absence of the third-party supplier (T).

Suppose there are n types of service, denoted by a, (i = 1,...,n), that the seller can provide to the the buyer who

has unit demand. Each service yields some (non-positive) value to the buyer, but which of the n types of services is

the most desirable is unknown ex-ante and dependent on some state of nature 1. We assume provision of the service

is observable and verifiable, i.e., a contract can be written between B and S to specify a payment contingent on

delivery of the service.

The timing of the game is as follows.

In date 1, S and B negotiate terms of trade (a, p) C (A, P) {(ai, pi)ji = 1, 2, ... ,I n}, Note that this notation

allows for a menu of potential services, together with corresponding prices. If (a, p) is singleton, then we say the

contract is a fixed service contract: a given type of service is to be provided regardless of the state realizations. If

(a, p) contains at least two elements, then we say the contract is a flexible service contract: more than one type

of services is allowed and the choice of provision depends on future realization of states. For the most part of our

analysis, we assume symmetry across states and services, so we will without loss of generality focus on the two
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polar cases: the case where (a, p) is singleton and the case where (a, p) = (A, P).

After the terms of trades are agreed upon, in date 2, S makes a relationship-specific 1 investment I at some

private cost n(I). In our baseline analysis, we assume the level of investment is observable to both S and B.

In date 3, the state of the world becomes public. The specific realization of the state, together with the level of

ex-ante investment, yields some value-cost configuration for the terms of trade agreed upon in date 1.

In date 4, given the knowledge of the state realization, the two parties get together and renegotiate the terms

of trade to some other (a', p') via Nash bargaining. If the bargaining fails, the status quo terms of trade (a, p) will

be implemented. We assume the bargaining procedure is efficient. In the extension section of the paper, we will

discuss the implication of inefficient bargaining (due to information asymmetry) and in the event of competitive

entry, the effect of coalition bargaining.

Finally, in date 5, the renegotiated production plan a' is carried out. The outcome of trade (e.g., demand,

equilibrium price) will be determined based on market conditions, e..g, whether a competitor is present and whether

the competitor produces a substitute service. We will return to the specifics in the next section.

Figure 1, 2, 3, and 4 summarize the timing of the model.

In the remaining part of this section, we will abstract away from specific rules and regulations that determine

entry environment and will rather discuss the cases of the model in terms of the timeline illustrated in Figure 1, 2,

3, and 4, which cover all possible ways in which T and S can interact which each other. We summarize the three

cases as below.

(1) T is a business stealer. In this scenario, T is symmetric to S (i.e., they have the same potential production

technology, same access to information, etc.) with the exception that S has the opportunity to renegotiate the terms

of trade with B after the realization of 6, while T only has access to the spot market. This scenario naturally arises

when S is an existing company considering offering a new good/service to its customer body, while T is startup

offering the same new good/service (without access to existing customer body). T is constrained relative to S in that

T is limited to engage in spot contracting with B while S has other options as part of the available set of contractual

relations. This scenario arises naturally when the incumbent has multiple capacities and is considering extending

its service to a new business area, while the third-party competitor is new comer in the same area of business. For

example, S could be Amazon.com extending its range of products to grocery delivery services (Amazon Fresh) and

T could be Instacart.com, which is a startup offering grocery delivery services via smartphone applications.

(2) T is a market raider. In this scenario, T can potentially copy the fruit of S's investment and develop a

competitive product which is similar but not identical to S's. The probability of T's success is decreasing in S's

ex-ante investment: the more S invests in developing the product, the more complicated it becomes which makes

it harder for another supplier to copy. In this case, T's impact on S is twofold. First, the possibility of T copying

'Following the convention in the literature (c.f. Segal and Whinston (2013)), we say investments are relationship-specific if the rene-
gotiation surplus in non-decreasing in the level of investment for all state realizations. We should note that the notion of "renegotiation
surplus" in our model depends endogenously on the competitor's entry decision, which in turn is determined in equilibrium as a function
of the ex-ante investment level of the incumbent.
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S's investment lowers S's investment incentives. Second, in the event of successful copying, the alternative product

T develops changes the bargaining surplus at stake at the renegotiation stage between S and B, which in turns

has implications on S's investment incentives. The key difference between this case and the previous one is that

the competitor can free ride on (part of) the investment expenditure of the incumbent. This case is best suited to

study competition when the kind of ex-ante investment is partially non-exclusive, either due to the nature of the

investment (e.g., investment in basic science and discovery), or due to insufficient intellectual property protections.

For example, we could imagine S being Celera is who invests in genome sequencing (which is considered knowledge in

the public domain and excluded from IP laws) and T being a biological technology firm specializing in genome-based

medical technology.

(3) T is a knockoff producer. In this scenario, T can potentially copy S's product and develop a competitive

product which is identical (i.e., perfectly substitute) to S's product. As is the case in the previous scenario, T's

impact on S's investment incentives is ambiguous. On one hand, S may over-invest to make its product harder for S

to copy. On the other hand, T being a potential competitor limits the potential profit to be gained from developing

the product, which induces S to under-invest. For example, one may wonder whether the horse race between iPhone

and its imitator makes iPhone upgrade its product too frequently (to outrun its imitators) or not frequent enough

(since new products will be copied by and potential profits shared with imitators). The key distinction between

the last two cases of competition is whether the products by S and T are perfect or imperfect substitutes. In our

baseline analysis with unit demand and a representative customer, the difference matters only through changing

the renegotiation surplus. We should note that the distinction between the two will be much richer in a model with

differentiated preferences and multi-dimensional valuation (e.g., when quality enters consumer preferences). The

welfare implications of the two modes of competition are also likely to be different. We offer a brief discussion in

the discussion section of the paper.
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Figure 1: Baseline: Without T

S and B privately
agree on terms of trade

(a, p) E (A, P) - (a, p)Ii = L..,n)

State of the world 0 becomes
public; (U(I), ip(I))
configuration is revealed.

S produces a'. Demand
and price are determined by
market conditions.

S makes
investment I
at cost K(I)

S and B renegotiate
terms of trade
to (a', p') E (A, P)

Note: The figure above shows the timing of the game in the absence of the third party competitor T. The timeline is identical to the one introduced in
Hart and Moore (1988), with the exception that we allow the terms of trade to exclude some types of services a3 from the set of all possible services A. In
practice, however, we assume all states are symmetric. Hence the set of admissible services will be either singleton or the set of all possible services A.



Figure 2: T is a business stealer

T makes investment Ir at COst K(Ir).
bets on one realization of state 01
and commits to the optimal service

(Os) of that state; (U(!r), O(T))
is revealed.

S and B privately
agree on terms of trade
(a,p) e (A,P)= ((a, = 1.n)

State of the world 0 becomes
public; (U(1), ip(I))
configuration is revealed.

T produces a'(01).
I)emnand and price are determitied
by market conditions.

S produces i
and price an
market cond

p p p

S makes
investment I
at cost K(I)

'. Demand
determined by

itions.

S and B renegotiate
terms of trade
to (a', p') E (A,P)

Note: The figure above shows the timing of the game when the third-party competitor T is a business stealer. In this scenario, T is symmetric to S (i.e.,
they have the same potential production technology, same access to information, etc.) with the exception that S has the opportunity to renegotiate the
terms of trade with B after the realization of 6, while T only has access to the spot market. This scenario naturally arises when S is an existing company
considering offering a new good/service to its customer body, while T is startup offering the same new good/service (without access to existing customer
body). T is constrained relative to S in that T is limited to engage in spot contracting with B while S has other options as part of the available set of
contractual relations.



Figure 3: T is a market raider

If replication is successful,
(O(i), N(I)) configuration is
revealed.

7' produces a"
D emand and price are determined
by market conditions.

S and B privately
agree on terms of trade
(a,p) E (A,P) = (a,pj)i = 1,....n}

S makes
investment I
at cost K(I)

State of the world 0 bec
public; (U(I), i0(I))
configuration is reveale

)mes S produces c
and price arc
market cond

'. Demand
determined by
tions.

K

S and B renegotiate
terms of trade
to (a', p') E (A, P)

With probability F(), T
replicates the level I at
zero costs.

Note: The figure above shows the timing of the game when the third-party competitor T is a market raider. In this scenario, T can potentially copy the
fruit of S's investment and develop a competitive product which is similar but not identical to S's. The probability of T's success is decreasing in S's ex-ante
investment: the more S invests in developing the product, the more complicated it becomes which makes it harder for another supplier to copy. In this case,
T's impact on S is twofold. First, the possibility of T copying S's investment lowers S's investment incentives. Second, in the event of successful copying,
the alternative product T develops changes the bargaining surplus at stake at the renegotiation stage between S and B, which in turns has implications on
S's investment incentives.



Figure 4: T is a knockoff producer

' produces a'.
Demand and price are determined

by market conditions.

S and B privately
agree on terms of trade

(a,p) E (A,P) = (ag,pj)ji = 1,...,n)

State of the world 0 becomes
public; (U(I), i(I))
configuration is revealed.

S makes
investment I
at cost c(1)

S and B renegotiate
terms of trade
to (a',p') E (A,P)

S produces c
and price are
market cond

'. Demand
determined by
tions.

With probability y(i), T
replicates the service a' at
zero investment costs.

Note: The figure above shows the timing of the game when the third-party competitor T is a knockoff producer. In this scenario, T can potentially copy
S's product and develop a competitive product which is identical (i.e., perfectly substitute) to S's product. As is the case in the previous scenario, T's
impact on S's investment incentives is ambiguous. On one hand, S may over-invest to make its product harder for S to copy. On the other hand, T being a
potential competitor limits the potential profit to be gained from developing the product, which induces S to under-invest.



3 Analysis

Consider a risk-neutral buyer (B) and a risk-neutral seller (S). Throughout our analysis, we will assume that the

seller does not have alternative contractual opportunities . In the first subsection, we will assume that S is the only

seller available. Later, we will relax this assumption and allow the buyer to potentially contract with a third-party

(T) instead of S.

In all cases below, we will assume there are n types of service that the seller can provide, denoted by ai

(i = 1,...,n). The buyer will need only of these services ex post. Provision of the service is observable and verifiable,

i.e., a contract can be written between B and S specifying a payment contingent on delivery of the service.

Which service is the most desirable will depends on the realization of some underlying state. Suppose there

are N > n states of nature (1), which affects the buyer's and the seller's payoffs. Assume the state distribution is

common knowledge among all parties.

Suppose the seller S can make an ex-ante investment I, which will affect the buyer's and the seller's payoff. We

allow the effect of ex-ante investment on payoffs to vary across states. Specifically, let U = U(ai, 01, I) with 2 > 0

and 2 < 0. Let ' = V(ai, 01, 1) with 2 < 0 and 9 > 0. To simplify our analysis, we will assume the cost of
C 91 2

investment is K(I) = I.

If they trade service ai at price P, and if the realized state is 01, then B and S get

U(ai, 01, I) - Pi

and

Pi - @(aj, 01, I) - I

respectively.

Given the level of ex-ante investment I and the state realization 01, we define the ex-post optimal choice of

service as a*(01, I) = argmax U(ai, 01, 1) - O(aj, 01, 1)

The efficient level of ex ante investment solves

max {E [U(a* (01, I), 01, I) - Vb(a* (0, I), 1, I)] - I}I>O

where the expectation is over the distribution of 01.

To highlight the role of ex-ante investment and make our analysis more tractable, for the remaining part of the

paper, we will make several simplifying assumption regarding the state of the world.

Specifically, we will assume that there are three symmetric states (N = 3) and three potential services available.

We will assume that in any given state, the value and cost configurations are positively correlated. This assumption

generates the interesting scenario where the interests of S and B are in conflict: while S would like to choose
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E 01 1 02 03

a ((I), c(I)) (D(I), C(1)) (0,0)
a2 (0,0) (W(), c(I) (<(I, C(I))
a3 (<D(I), C(J)) (0,0) ((I), c(I))

Table 1: State-service match

the service that reduces cost, B would like to choose the serve that yields the highest value. To further simplify

the functional forms of the payoff functions, we assume in any state 01 (1 = 1,2,3) , (U(ai, 01, ), V)(aj, 0i, 1) E

{(0, 0), (0(I), c(I)), (<D(I), C(I)}. In other words, for each investment level I, there are only three possible (U, 4)

configurations, i.e., (0, 0), (#, c) and (<D, C), and which one occurs depends on the realization of 0.

For each investment level I, we assume the magnitudes of 0, c, <D, C satisfy

0 < <D(I) - C(I) < #(I) - c(I) < <D(I) - c(I) < <D(I)

which implies (#, c) is the efficient (U, V)) configuration. We will refer to (4b, C) as the high-cost configuration

and (0, 0) the worthless configuration.

We will order the labels of a2 in the following way:

The above assumptions can be relaxed without changing the main predictions of the model. In the extension

section, we will discuss the implication of more complex state space. Loosely speaking, N is a measure of overall

complexity of the environment, and for each aj, the ratio PU )( , i.e., the odds of successfully "guessing"

the state of the world measures the predictability of the environment. As we will see, these two measures affect the

relative desirability of sales v.s employment contract via their effects on the equilibrium investment level.

3.1 Baseline case: without T

We will first discuss the model where the third-party T is excluded.

Recall that the two parties S and B trade service ai at price Pi, then B and S get

U(ai, 0j, I) - P

and

Pi - V(ai, Oj, I) - I

respectively.

If the contract can be made state-contingent, the two parties can solve the joint surplus maximization problem

state by state.

The first best investment level I*maximizes 0(I) - c(I) - I, i.e., #'(I*) - c'(I*) = 1.
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If T does not exist and the contracting environment is incomplete (i.e., the contract cannot be made state-

contingent), then the contract between B and S can be one of the following three cases.

3.1.1 Spot Contract

We say B and S sign a spot contract if the they choose to wait until state is realized and write a contract. If the

realized state is 01, the joint surplus is maximized by choosing al such that U(a, 01, 1) = #(I) and O(al, 01) = c(I).

We will assume that the two parties divide equally the gains from trade. Under this assumption, the buyer and

the seller each gets 2(I)-c(I) ex-post.

The ex-ante level of investment I, denoted ISpo, is then chosen to maximize 0(1)-c(I) _ L i.e., I spo satisfies

'I(Ispot) - c'(Ispot) = 2

Comparing ISpot and *, we obtain the familiar observation that contractual incompleteness leads to under-

investment relative to the first-best.

3.1.2 Sales Contract (Fixed service delivery)

An alternative solution to the problem of incompleteness of the contracting environment is to write a fixed-service

menu of the form {ai,pi}, which specifies a single service to be provided ex-post at pre-specified terms {ai,pi},

regardless of the actual realization of the state.

Following the assumptions of Hart and Moore (1988), we allow for efficient renegotiation after the realization

of the state. Suppose the contract {ai, pi} is signed and the actual state turns out to be Oi, the existing term of

service is already efficient and no renegotiation is necessary. On the other hand, suppose O6 (j $ i) occurs where

the surplus at at the pre-specified term is (C(I), C(I)), the two parties can renegotiate to the efficient configuration

(#(I), c(I)) by changing the service to be delivered to ai. This process of renegotiation yields extra surplus of the

amount [0(I) - c(I) - (,<D(I) - C(I))] , which, under the assumption of equal bargaining power, the renegotiated

price will reflect equal division of surplus between the two parties. Similarly, if 01 is such that (0, 0) occurs, the

two parties can renegotiate to another a to gain the extra surplus [#(I) - c(I)] to be dived between the seller and

buyer.

When states are symmetric, the seller's ex-ante payoff is thus

7rS(I, P) = [p - c(I)] + 1 p - C(I) + [#(I) - c() - (<b(I) - C(I))]

3 3

= - -C(I 0C() + - (l() - c(I - _[<(I) - C(I) - I

15



Under fixed service delivery contract, the optimal I, denoted as Isle" satisfies

1,(ae) V ae~ 1 1 1 aus - [ 0 '(JSales) - c'(Js"Ics)] - [<b(JSaIe) - C'(Isales c'(IS" ) - C'(ISales)

3 6 3 3

Unlike in the spot contract case, where the equilibrium ISpot only depends on the efficient configuration (b. c),

here, Isales is also affected by the form of the inefficient configurations. From the expression 7rs(I,p), we see that

the inefficient configurations matter through their effect on the renegotiation surplus, which is the central lesson

from Hart and Moore (1988).

Consider the case when <1 = and C = c. The above expression simplifies to

/'(ISales) - 5 c'(ISales) = 6

Since 0' is decreasing and c' is increasing in I, we have ISpot < sales < iFB

Intuitively, when there's no dispute regarding which state is more favorable (< =, C = c), there is no need to

wait for the state realization, since the ex-ante renegotiation surplus (-!(0(I) - c(I))) can be used to induce S to

put in more investment, which improves on the second best investment level under spot contract. This equilibrium

level of investment ISales is less than the first-best level 1 FB, since S only internalizes half of the total surplus at

stake (0(I) - c(I)).

3.1.3 Employment Contract (Flexible service delivery)

Finally, we consider the contract with flexible service delivery, i.e. a menu of services from which the buyer can

choose ex-post, which must be delivered at pre-specified terms {A,p(a)|a E A}. For this reason, we will refer to

the buyer as the employer and the seller the employee. Since all ai's are symmetric ex-ante, in equilibrium., A

will contains all a's and p(a) has the same value for all a, denoted by p(a) = p. To make this case meaningful in

practice, we will assume that the seller's amount of investment outlay I is dictated by the buyer-employer ex-ante

and compensated by the buyer-employer ex post. 2

2 We ignore the case of seller-employment contract, where the seller chooses the type of service from A to implement, since the
equilibrium investment under seller-employment is identical to that under spot contracting mode. To see this, note that under seller-
employment contract, S solves

max {p - 4'(a, 62)}

and will always select the useless configuration (0,0), which will then be changed to the efficient configuration (0,c) during the
renegotiation stage, yielding a total renegotiation surplus of the amount 0(I) - c(I). The buyer's payoff is then

1
-p + - (0(I) - c(I))

and the seller's payoff is then
1

p+ -(+(I) - c(I)) - I
2

The seller's choice of ex-ante investment is solution to

max {p + (0(I) - c(I)) - I

which yields the same FOC as the spot contracting problem.
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The strength of such a contract is to allow the buyer some flexibility in choosing the most desirable service after

the state is realized. The weakness is that the service favored by the buyer (the one that yields b(I) ex post) is

also inefficiently highly costly at C(I). In equilibrium, this inefficient outcome will be renegotiated to the efficient

configuration (0(I), c(I)), and the total surplus from renegotiation [#(I) - c - <b(I) + C(I)] will be equally divided

between the two parties, yielding

(P(I) - p) + [W(I) - c(I) - '(I) + C(I)]

for the buyer and
1

(p - C(I)) + [O(I) - c(I) - <b(I) + C(I)]2

for the seller.

Consider the choice of I by the buyer.

The level of ex-ante investment IBE dictated by the buyer solves

max <b(I) - p + -[0(I) - c(I) - <D(1) + C(I)] - I1>0 2

i.e.,

2 V (IBE) _ r/(IBE) _ CI(IBE)] _ [,J (JBE) _ CI(IBE)] 2

Consider the case when 4 =D and C = c. The above expression simplifies to <D(IBE) _ 1 3

The intuition is simple: when <b = 0 and C = c, there is no surplus generated in the renegotiation stage. Since

investment does not modify B's benefit sharing in the renegotiation stage and serves only to increase the status quo

payoff 4(I) - I, B will dictate the level of investment to maximize the level of status quo payoff. As the marginal

effect of I on the net surplus in the efficient configuration (0'(I) - c'(I)) becomes larger relative to the marginal

effect of I on the net surplus in the high-cost configuration ('(I) - C'(I)), B will be induced to dictate a different

level of investment, taking into consideration the additional incentives at the renegotiation stage.

3.2 Illustrative Examples

3.2.1 Example with co-linear value and cost configurations

As discussed above, even without third-party competition, which form of contract is better depends crucially on

the shape of 0(.), <b(.), c(.), and C(.).

Consider the simple case where the functional forms of 0' and ' are co-linear and the functional forms of C'

Note that this holds because the least-cost service also has zero value to the buyer. If the least-cost service gives strictly positive
value to the buyer, then spot contracting and seller employment contracting will give different level of ex-ante investment.

3
Note that by assumption, <'(I) < 0'(I), so the buyer may still under-rinvesst under the employment contract relative to the

first-best leve.
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and c' are co-linear, i.e., suppose ('(I) = m<D'(J), where rm > 1, 0'(I) > 0 and c'(I) = c and C'(1) = kc, where

c > 0. Note that we also k < 0 to account for the scenario where C includes hirge amount of fixed cost but small

amount of variable cost.

The optimality conditions for the spot contract, the sales contract and the employment contract are, respectively:

b'(Ispot) _ 2+ c

<b' sals _3 + (2- )V (I le) - - __ ,
(7- - 12)

<b'(IBE)

Suppose m 3/2, c 1

j'(IsPot) - 2

<b'(ISales) = 5 - 1k
2

(D'(IBE) 1

The second-best contract is buyer employment when 0 < k < 8 and sales contract when 6 < k < 10.

Suppose m = 6, c = 1

<b(ISPOt) 12

4 '(ISales) - 10 1 k
11 11

The second-best contract is spot contracting when 0 < k < 2 and sales contract when 2 < k < 10.

The figures below show the value of 4'(I) for the three types of contracts when k = 1, 3 and 9.
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Numerical example with colinear value and cost configurations, k=1
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Numerical example with colinear value and cost configurations, k=3
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Numerical example with colinear value and cost configurations, k=9
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Figure 5: Value of <b'(I) for numerical example with co-linear value and cost configurations
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3.2.2 Example with non-colinear value and cost configurations

To illustrate the forces at work in this model, we consider the following numerical example. Suppose an upstream

biotechnological lab (S) invests I dollars to develop the treatment for a certain type of cancer for a downstream firm

(B). There are three types of treatment that can be potentially developed: chemotherapy (A), hormone therapy

(B), and stem cell transplant (C).

Because of the nature of research development, the terms of trade cannot be specified at the time of develop-

ment. Further, the value of each type of treatment depends on the regulatory environment (insurance coverage,

government funding in medical research, etc.), which we will abstractly refer to as state a, b, and c. The gross value

and cost of each type of treatment in various states is summarized in the following table.

a b c
A V(I), C(I) v(I), c(I) 0
B 0 V(I), C(I) v(I)c(I)
C v(I), c(I) 0 V(I), C(I)

Table 2: Payoff Matrix

17(I) = V(I) - C(I) and r(I) = v(I) - c(I) are strictly increasing, strictly concave, bounded above, and satisfy

V'(0) - C'(0) > 1, v'(0) - c'(0) > 1 and V(I) - C(J) < v(I) - c(I) VI > 0. We assume the three states occur with

equal probability.

For concreteness, let v(I) , c(I) = jI2, V(I) = log(I+ 1) + 1, and C(I) = I2 +log(2) -1, where 0 < I < 1.

The value of these functions are plotted in the figure below.

Consider the case where there is no third party that can potentially develop a competing product. In this case,

the upstream and downstream firms are locked in a bilateral bargaining situation, resulting in an ex-post efficient

trade and in an equal split of the surplus.

If S and B write a spot contract, i.e., they contract on delivery of a specific kind of treatment after the state is

realized and becomes known. Under ex-post spot contracting, the payoff to the upstream party is 1r (I) - I, so the

optimal investment satisfies -!'(I) = 1, which is lower than the first-best investment level xFB = 0.18 (solution to

7'(I) = 1). We have x'"P = 0.06.

If S and B write a fixed service delivery contract, the solution to S's optimization problem yields

4 5
-Ir'(I) + -5 f'(I) = 2.3 3

We have Xfixed = 0.19.

20



If S and B write a flexible service delivery contract, the value of x is given by

7r'(I) + 1I'(I) = 2.

We have xf exible = 0.12.

In this case, the fixed service delivery contract is the second-best. This is so because 11' < 7r' by our functional

form assumption.

To anticipate our discussion in the next section, consider a potential third-party competitor when S and B have

a fixed service delivery contract in place.

It is intuitive to that the optimal choice of x is higher in this case. To see this, consider a marginal increase

in x from Xfixed. Since 7r'(xfi-ed) > 0 and fI'(xfixe") > 0, this change has two first-order effects: it improves S's

bargaining position if T correctly bets the state, and it increases the total surplus at stake if T incorrectly bets the

state. In our scenario, this change constitutes a first-order improvement.

In this example, we see that the potential entrant improves on the second-best effort choice. We will discuss the

role of potential entry in full details in the remaining part of this section.
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Figure 6: Efficient v.s high-cost configurations for numerical example with no

3.3 T is a business stealer

In this scenario, T is symmetric to S (i.e., they have the same potential production technology, same access to

information, etc.) with the exception that S has the opportunity to renegotiate the terms of trade with B after the

realization of 6, while T only has access to the spot market. This scenario naturally arises when S is an existing

company considering offering a new good/service to its customer body, while T is startup offering the same new

good/service (without access to existing customer body). T is constrained relative to S in that T is limited to

engage in spot contracting with B while S has other options as part of the available set of contractual relations.

As illustrated in 2, when the third party T is a business stealer. T has the same access to production technology
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as S and will bet on a state of nature Oi and provides the optimal service ai for that state. Let Is and IT denote

S and T's investment level. Suppose that if B is indifferent between S and T, then she chooses S.

As discussed in the baseline analysis, fixing the level of IT and Is, which supplier's service will be accepted

depends on the form of existing contract between S and B. As shown in the previous section, spot contracting

is dominated by either sales or employment contracting. Hence we will focus on the case of sales contract and

employment contract below.

3.3.1 The Case of Sales Contract

Suppose the existing contract between S and B is sales contract.

If T develops (/(IT), c(IT)) (which happens with probability ), then we will say T successfully "guesses" the

state.

Suppose B

7B(IS, P)

trades with S, she gets

k[4Is) - P] + 'ID Is) - P+ w [b(Is) - c(Is) -w(is) + Cms) + g -+ Is) - Is)

Suppose B defects and engages in spot contracting with T, she gets

(T) - c(T)
2

To prevent B from defecting, p must be set at a level such that

7r B(IsP) >(IT) - C(IT)
2

The lowest value of p that satisfies this expression is given by

1 r 1 1 #(I)__c(__
Pi(IT) = Wk(is) + (Is) + I /Is) - c(Is) - (Is) + C(Is)] + 1 [IS) - -s)] 2 T) - WT)

Now, consider the case where T develops (4 (T), C(IT)) (which happens with probability j).
Suppose B defects and engages in spot contracting with T, she gets

<(IT) - C(T)
2

To prevent B from defecting, p must be set so that

7B(I p)> I(IT) - (IT)

2
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The lowest value of p that satisfies this expression is given by

1 1 1 1r T\@(IT) - C(IT)
P*(IT) =W4(S)+ 3 1 + V/(IS) - c(Is) - 41(J) + C(Is)} + I [WS) - c(JS)] - 2

3 3-

Finally, if T fails (which happens with probability -), the renegotiation stage between S and B proceeds as in

the baseline case where T is absent.

Recall that #(IT) - c(IT) > 1 (IT) - C(IT). Hence, we have p* < p*. Intuitively, competition hurts S the

hardest in the case where T successfully "guessed" the state.

We assume T is a profit maximizer. Given the (common) knowledge about the distribution of states and the

corresponding payoff configurations, the level of IT will be determined in equilibrium from T 's maximization

problem:

1 (I) - c(I) 14 (IT) - C(IT) _max- -+ -_______

IT>o3 2 3 2

Let 14denotes the solution to the above problem.

Under our assumption that IT is observable to both S and T, the renegotiated price p can be conditioned on

the observed (and agreed) level of IT. Hence, S's payoff will be 7'rs(Is, p*(I )) with probability -, 7rS(Is,p*(I))

with probability 3, TS (Is, p) with probability j, where p denotes the trading price in the absence of T and

ir (I, p) = [p - c(I)] + p - C(I) + [O(I) - c(I) - ((I) - C(I))]

+ + (#() - c(I))

= p _c(I - -C(M)+ -[W() - c(I - [@(I) - C(I)] - I3 3 3 6

The equilibrium investment level J is determined as the maximizer of the ex-ante expected producer surplus

1 1 1 1 S(SIP
37rS(Is, p*(I*)) + 3rs(Is, p(I4)) + 37rs

where p = 4(Is)-c(Is). (Recall that in the absence of T, the equilibrium price p is obtained from equal surplus

sharing.)

It's easy to see the effect of competition on Is: as in Grossman and Hart (1986), competition gives B a better

outside option (relative to no-trade), and thus strengthens B's bargaining power.

3.3.2 The Case of Employment Contract

Now, assume that S and B are in a buyer employment relation. In this case, the two parties specify a menu

of services and the corresponding prices, from which the buyer can choose ex-post, which must be delivered at

prespecified terms {A, p(a)Ia E A}. As discussed in the previous section, given that all ai's are symmetric ex-ante,
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in equilibrium, A will contains all a's and p(a) has the same value for all a, denoted by p(a) = p.

Without T, optimal I dictated by the buyer-employer solves

maxfrB (, P) =max D(I) - + [() - C( - <DI + C(I)] - I

Let Trs(I, p) = p - C(I) - . [#(j) - c(I) - <b(I) + C(1)] denote the seller's surplus under buyer-emloyment

contract.

Now, suppose T is a business stealer, who bets on a state of nature Oi and provides the optimal service ai for

that state.

The analysis of the previous subsection carries over, with 7rs(I, p) replaced by ks(I,p):

If T develops (4(IT), c(IT)) (which happens with probability 1), then we say T successfully "guesses" the state.

Suppose B trades with S, she gets

T, (Is, P) = <b(Is) - p + [(Is) - c(Is) - bS(Is) + C(Is)] - is

Suppose B defects and engages in spot contracting with T, she gets

O(IT) - c(IT)
2

To prevent B from defecting, p must be set at a level such that

B(IS, P) > O(IT) - c(IT)
2

The lowest value of p that satisfies this expression is given by

p*(IT) = Jb(Is) + 1[(Is) - c(Is) - <(Is) + C(Is)] - Is - (IT) c(IT)
2 2

Now, consider the case where T develops (4}(IT), C(IT)) (which happens with probability ).

Suppose B defects and engages in spot contracting with T, she gets

<D(IT) - C(IT)
2

To prevent B from defecting, p must be set so that

_B( 1 5 ) > <(IT) - C(IT)
2
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The lowest value of p that satisfies this expression is given by

P2*(IT) =D (Is) + I V(Is) - c(Is) - 4b(Is) + C(Is)] - Is 2 IT) - C(IT)

Finally, if T fails (which happens with probability -1), the renegotiation stage between S and B proceeds as in

the baseline case where T is absent.

Recall that #(IT) - c(IT) > Nb(IT) - C(IT). Hence, we have p* < p*. Intuitively, competition hurts S the

hardest in the case where T successfully "guessed" the state.

As with the previous section, we assume T is a profit maximizer. Given the (common) knowledge about the

distribution of states and the corresponding payoff configurations, the level of IT will be determined in equilibrium

from T 's maximization problem:

1 #/O(IT) - c(IT) 1 I(IT) - C(IT) -
mnax- + - I______
IT>o3 2 3 2

which yields the same solution I as in the case of sales contract.

Under our assumption that IT is observable to both S and T, the renegotiated price p can be conditioned on

the observed (and agreed) level of IT. Hence, B's payoff will be itB(Is, p*(I)) with probability 1, tB(

with probability j, #rB(Is,p) with probability 1, where p denotes the trading price in the absence of T and

rS (,kp) = p - C(I) - [#(I) - c(I) - <(I) + C(I)]

The equilibrium investment level I* is determined as the maximizer of the ex-ante expected producer surplus

1 1 + 
BB(Ip Tj) B ~(sp

One important observation is that, while competition might change the level of ex-ante investment Is, it does

not change the relative desirability of sales contract v.s. employment contract. This conclusion depends crucially

on our assumption that T is a business stealer, meaning that the optimal choice of I is independent of Is and of

the specific form of contracting between S and B.

3.4 T is a market raider

Now we turn to the case where T is a market raider. With some probability I'(Is), she can replicate the exact

investment Is that S puts in and produce a service after the realization of 0 but before the renegotiation state

between B and S, without paying the ex-ante investment layout K(Is) = Is. Note that we assume T still needs to

pay the variable cost -qb(Is) E {0, c(Is), C(IS)}
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As we will see, the equilibrium outcome of the game depends crucially on the functional form of F(Is). Through-

out this section, we will assume the discovery probability F is decreasing in Is: the more the seller investment, the

harder it is for T to replicate its investment (potentially due to financial constraint).

For a given level of Is, whose service will be accepted depends on the form of existing contract between S and

B.

We consider the case of sales contract and the case of buyer employment contract in turn.

3.4.1 The Case of Sales Contract

Suppose the existing contract between S and B is sales contract.

Note that if T successfully replicate Is, after the realization of 0, she will always choose a which yields the

efficient configuration (#(Is), c(Is)), and sell to B at price (Is)-c(IS)

Suppose B trades with S, she gets

S [(Is) - PI + b {D(Is) - p + 1[(Is) - c(Is) - <b(Is) + C(Is)]} + P + [#(is) - c(Is)}

If T's replication is successful and suppose B defects and trades with T, she gets

(Is) - c(Is)
2

B will choose T over S if 7rB(IS,p) -(s)c(Is). To prevent this from happening, p will be set at p* so that

B is indifferent, i.e.,

P (IS) + (is) + [#(Is) - c(Is) - <I(IS) + C(IS)] + -[(Is) - c(Is)] - 2
3 3 S 6LYSJ 2Lt'~

If T's replication is unsuccessful, we are back in the case where T is absent.

Given a specific functional form F, S's ex-ante surplus can be written as

rs(I, p) = (1 - F(I)) - 7rs(isp) + F(I) . Ws(Isp*)

where

1 1 (1
s(I, p) [p - c(I)] + P - C(I) + [#(I) - c(I) - (<1(1) - C(I))]

3 2
+ 5 {p (#(I) - c(I))} - I

1 1 1 1
-p - -c(I) ~ -C(I) + -[#(I) - c(I)] - -[1(I) - C(I)] - I3 3 3 6

27



and p is the equilibrium price in the absence of T, . p = 2(Is)-C(s)

To see the intuition of this result, consider the two polar cases: F(I) = 0 and F(I) = 1.

The first case occurs if T is effectively banned from entry. The analysis then reduces to the baseline no-

competition scenario.

The second case occurs if T can perfectly free-ride on S's investment and compete with the incumbent in the

product market by offering the spot contract. The market competition effectively reduces the trading price from p

to p*.

Since frS(I, p) is linear in F(.), we immediately obtain the comparative statistics result: for allF(.) - (0, 1] that

is strictly increasing, fixing the level of ex-ante investment, S is worse off with competition than without.

Note that this statement does not hold if we allow ex-ante investment to adjust freely. On the one hand,

higher investment hurts S. If T can successfully copies the investment, the potential gain from trade downstream

decreases, which induces S to lower Is. On the other hand, higher investment also protects S's monopoly position,

as it decreases the probability of T's successful entry. In this sense, ex-ante investment serves as de facto monopoly

protection against T's invasion. The effect of ex-ante investment on S's surplus is thus ambiguous.

3.4.2 The Case of Employment Contract

Now suppose the existing contract between S and B is buyer employment contract. The timing of the game is

illustrated in 3.

Recall that when T is a market raider, T can potentially copy the fruit of S's investment and develop a

competitive product which is similar but not identical to S's. The probability of T's success is decreasing in S's

ex-ante investment: the more S invests in developing the product, the more complicated it becomes which makes

it harder for another supplier to copy.

If T successfully replicates Is, after the realization of 0, she chooses ai which yields (0(1s), c(Is)) and splits the

surplus with B, provided that B accepts this offer.

Before renegotiation, the buyer solves

max {U(a, 01, 1) - p}
a

Hence, choose aj that yields <b(Is).

In the absence of T, S and B will renegotiate to efficient service a,, where the optimal I solves

max <b(I) - p + [0(I) -- c(I) + <b(J) - C(I)] - I

and gives B a surplus of the amount

<S(I)) -p-- [#(IZ) - c(I) + <J(I;) - C(I)] - I)2
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B will accept S instead of T if this is greater than 0(I) c(];), which holds if

<jb(I*) - p + I[#(I) - c(I,) + <I(I ) - C(I*)] > k(I) - c(I)

i.e.,

P ! <>(I) + 1 [<b(Is) - C(I*)]

Note that if <b(I*) + 1 [<b(I1) - C(I)] [O(I*) - c(I )], then this constraint is not binding: by assumption,

the trading p must satisfy p O(Is) - c(Is) if trade is to take place. In this case, the employment contract serves

as buffer against competitive pressure. Compared with the scenario without T, equilibrium investment level will be

the same.

If on the other hand, <b(I)) + 1 [<b(I1) - C(I )] < O(I*) - c(I), then the constraint is binding. Define

21

= <}([I) + [b(I.) - C(I )]

which is the relevant (constrained) trading price when T's replication is successful.

Given a specific functional form F, S's ex-ante surplus can be written as

is(Is P) =(1 - r(I*)) -frs(Is P) + r(I*) - -rs(i ,P)

where

s(I,) p - C(I) - [0(I) - c(I) - <(I) + C(I)]2

and p is the equilibrium price in the absence of T, i.e., p 2 (,;)-(Is)

3.5 T is a knockoff producer

Finally, we turn to the case where T is a knockoff producer.

With some probability -y(Is), she can replicate at zero cost the exact service a1 that S was to deliver to B in

her absence and sell it to B after the renegotiation state between B and S, without the ex-ante investment layout

r'(Is) = Is. As in the previous case, we assume the discovery probability y is decreasing in Is: the more the seller

investment, the harder it is for T to replicate its service.

Suppose T successfully copies S's investment. Bertrand competition will reduce the supplier's surplus to 0.

Hence, regardless of the form of contract between S and T, S's payoff will be reduced by a factor of (1 - -y(Is)).

As with the previous case, the role of Is is two-fold: One one hand, S will tend to under-invest due to the

decrease in the amount of surplus (only a fraction, y(Is) of the previous amount). On the other hand, S will tend

to over-invest to deter T from entry. On net, the effect of competition on Is is ambiguous.
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We should remark that the simplicity of this final case is partly due to our assumption that of perfect price

(Bertrand) competition.

In an enriched version of the model with continuous (as opposed to unit) demand, quantity competition emerges

as an alternative mode of interaction between T and S. In the discussion section, we briefly allude to this possibility.

4 Discussion

4.1 The role of complexity of states

In our previous analysis, we assume that there are only three symmetric states, and three symmetric types of

services.

In this section, we briefly discuss how these assumptions are not crucial to the analysis, and show that how the

formulas are modified when there are L states and N (N < L) types of potential services.

Let f denotes the probability distribution of states, with >3 f(01) = 1 and f(01) > 0 V1 . For simplicity, assume

there are three configurations as before. Consider the set of efficient actions in state 9j, denoted as Aj, i.e., if

a, E Aj, U(al, 0, I) - 0(al, Oj, I) = #(I) - c(I) > U(aj, Oj, I) - 4'(aj, Oj, I) for all j,. Let Si denote the set of

subscripts of actions in A2 . Similarly, let the set of high cost actions in state 62 be denoted as Bi, i.e., if al E Bi,

U(aj, 0%, I) - V)(aj, 0j, I) = <)(I) - C(I). Let S. denote the set of subscripts of actions in Bi. The buyer's ex-ante

payoff under the sales contract is given by

kf()kH#Ip[)-Pi]+ Jf(k) {P(I)--pj+ 1 (2 )-c(I-CI)+CI) + E f(0k) -Pi + ( -c(I))
kES kES2 kcScnS C

The seller's ex-ante payoff under the sales contract is given by

Z f(0k)[pi-c(I)1+ f(k) Pi - C(I) + 2(() - c(I) -<4(1) + J+ f(0k) Pi + 1(I) -CI)
ke Si k:ES' k2~n 2kcS.keS~kESgnS'c

To simplify the expression, assume all states are equiprobable, and that service a, is the uniquely efficient action

in state 01. Then the above expressions simplifies to

1 72-1 r1_ n 1
-[0(i) - pi] + <4(1) - pi + (0(I) - c(I) - P(I) + CI)) + -i + - (( - C()n 2n 2n
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and

1 n-i1 1 (- 1 '
-[Pi - c(I)I + n pi - C(I) + -(#(I) - c(I) - n(I) + C(I))} + -((I) - C - I
n 2n I 2 (2n J2

It is easy to see that the FOC is modified, with the weights reflecting the relative probability of the three configu-

rations.

It is also important to note that increasing complexity of states does not favor one particular form of contract

over another; it is the interaction of the state distribution and S's payoff distribution that determines the incentives

for ex-ante investment I.

4.2 General Nash Bargaining and Coalition Bargaining

In our baseline model, we assume bilateral bargaining procedure, i.e., bargaining takes place between B and S and

potentially between B and T, and the two parties involved have equal bargaining power.

This assumption is made for convenience. It is easy to see how the analysis in the previous sections can be

enriched to include general bargaining environment.

Following the model of Hart and Moore (1990), we define a coalition as T C {B, S, T} and the joint surplus

it can achieve through efficient negotiation within the coalition as ST(I,9). In this notation, S{sB}(I, 0) is the

amount of renegotiation surplus within the trading relation, while S{T,B} (1,0) is the amount of bargaining surplus

between B and the competitive supplier T. Using this notation, a party i's marginal contribution to a pre-existing

coalition T is

M(1, 0) = STU{i}(I, 0) - ST(I,0)

Let II denote the set of orderings of the set {B, S, T} and let f - denote the set of agents that appears before i in

the ordering f. For an arbitrary probability distribution on H, denoted as a E A(H), we can derive the expression

for the Shapley value

k'(1, 0) = a(f)My (I, )
len

The analysis of the previous section is unchanged with the renegotiation surplus 7rs and 7rB replaced by frs and

ftB.

4.3 Joint surplus v.s social welfare

Our previous analysis focuses on the surplus generated within the relationship between S and B, as is custom in

the literature of incomplete contracting with bilateral monopoly. With competition, the notion of "surplus" is more

delicate. The distinction is moot in the baseline framework discussed in this paper: as T earns zero profit on the

equilibrium path, joint surplus and social welfare are essentially the same. This lesson is not general, however.

31



Once we relax the assumption of unit demand and representative buyer and allow for monopolistic competition

between S and T., T can potentially make positive profit in equilibrium, and the notion of consumer surplus needs

to be enriched. Although a full-fledged discussion of the distinction between joint surplus and social welfare is

beyond the scope of this paper, we offer some thoughts in Section 4.5 of the paper, where we discuss the alternative

interpretation of the model in the light of entry deterrence.

4.4 Asset ownership v.s employment contract

An employment contract gives the employer the discretion to order what the employee should do. Similarly,

ownership of a productive asset gives the owner the right to asset usage and revenue generated by the asset as

she sees fit. The main difference between the two strands of theory is that the employer in the sense of Hart and

Moore (1988) is the residual claimant on the cash flow, while the asset owner in the sense of Grossman and and

Hart (1986) and Hart and Moore (1990) also has the right to exclude others from using the asset.

A robust prediction of the theory of Grossman and and Hart (1986) and Hart and Moore (1990) is that property

rights serve as protection against ex post opportunism, and that the ownership of productive assets should be

allocated to the party whose investment is most sensitive to the degree of protection against ex post opportunism.

We believe that the theory of Grossman and and Hart (1986) and Hart and Moore (1990) is well-suited to study

entrepreneurial firms run by owner-managers, where the boundaries of assets are (1) well-defined, e.g., when assets

are machinery or a bundle of human and organizational capitals developed by the firm, and (2) excludible, e.g.,

parties having no ownership can be excluded from using the asset. The second assumption fails when the asset in

question provides information that's freely available. For example, a grocery shopping company develops a website

that allows users to order grocery online from local stores at a certain service fee. By posting the catalogs online,

consumers can potentially use it to compare prices without actually using the software for delivery services. In this

example, the "excludibility" assumption fails because the owner of the asset (software) cannot prevent the other

party from benefiting from the asset.

4.5 Alternative interpretation of the model

In this section, we offer an alternative interpretation of the model in light of Tirole's theory of entry accommodation.

As we will show, the "fixed cost of entry" in Tirole's model, is analogous to the asymmetry between T and S arisen

from the difference in timing of entry.

This analogy helps us connect the IO literature, where the focus of analysis is on how competitive environment

affects firms' choice of instruments (price, quantity, or irreversible investment) and the OE literature, where the

focus of analysis is on how the internal organization and contractual relationships between two parties can be

modified to account for the external environment (e.g., uncertainty of states, incompleteness of contract).
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From our analysis in the previous section, we see that in both sales contract and employment contract. S's profit

function can be written in the form of 7rS(IS, IT) with Ors/aIS > 0, 0 2,rS/(DIs) 2 < 0.

For simplicity, consider the numerical example where we posit the profits of the two firms are

r S(IS, __IS(1 _ IS _ T)

and

ir T(IS, IT) = IT (1 - IS - IT)

Note that these are reduced-form profit functions arising from short-run product-market competition with given

capacities. The important thing is that I's are "strategic substitutes" sinceir. < 0 and 7r'. < 0 for i j. In words,

each firm dislikes investment by the other firm, and each firm's marginal value of investment decreases with the

other firm's capital investment. If there's no fixed cost of entry and T and S choose investment simultaneously,

then the solution to the problem is Is = and 7r r = , which is the standard Cournot competition

outcome.

If we introduce asymmetry in timing while assuming there's no fixed cost of entry, we obtain the familiar form

of Stackelberg game: In period 1, S chooses Is. In period 2, T observes Is and chooses IT. The perfect Nash

equilibrium outcome in this sequential game is Is = 1 , IT = , r = and 7rT = .

Now, suppose T has some fixed cost of entry:

rT (Is IT) {(1 IS _ IT) - F if IT > 0

0 otherwise

where F < !. It is easy to see that the solution to the problem features potential entry deterrence, depending on16

the value of F, which features prominently in Tirole's theory of entry deterrence:

If F is large enough (sufficiently close to -) S will optimally deter the entry of T by choosing Is = 1 - 2\/F.

This level of investment is greater than the monopoly level of investment -. If F is small (sufficiently close to 0),

S will accommodate T's entry.

Now, we turn to a slightly more abstract version of the model and interpret the connection between this

framework and that introduced in the previous sections.

Consider the following three-period model. In period 1, the incumbent S makes some governance agree-

ment with B, which we will refer to as GS. In period 2, S makes some ex-ante investment choices KS. Note

that these ex-ante choices may take place sequentially and have arbitrary temporal interdependence, i.e., KS

(KS, Kf(Ks), KS(K, KS(Ks),...) which is then observed by the third-party firm T who then decides whether

to enter. In the final period, the two firms make simultaneous ex-post choices xT and xs (e.g., price, quantity, or
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quality). Their profits are given by

W(Gs Kss d)

and

7T(GS KS, xS T)

respectively.

Let {x* (KS), x*(KS)} denote the third-period equilibrium outcome. Let K* (G) denote the optimal choice of

ex-ante investment given governance structure G. Suppose it is optimal for the incumbent to deter entry. She will

chooses GS so that

wT (Gs, K (Gs), x*(K*(Gs)), x* (K* (Gs))) = 0

By the Envelope Theorem, ' = 0, so the optimal choice of Gs is determined by

d-gs 0 7r T 7rT dK DirT dxs dK
dGs &Gs + Ks dG + xs'dKs dG

i7rT 07rT 07rT dxs dK

DGs + (KS -+ xs * dKS3' dG

The firm term on the right, g. measures the effect of governance choice on the third-party's profit. (e.g.,

in the Baker, Gibbons and Murphy (2002) work, this is the effect of contractual relations (vertical integration v.s

non-integration) between the upstream biotech and the downstream pharmaceutical company (Pfizer) on the profit

of the alternative downstream party (Merck). This is the "BGM effect". (One difference is KS is binary in the

Baker, Gibbons and Murphy (2002) framework, but this distinction is inconsequential. )

The second term is the effect that motivates the literature on property rights theory: the choice of governance

structure changes S's ex-ante investment behavior, which is measured by the term d- (the "Hart and Moore

effect"), which in turn affects the third-party's profitability (through + -. ).

The term ~TS is the direct effect of competition. For example, if KS is ex-ante relationship-specific investment

in customer loyalty made by S to B, we might reasonably think a greater clientele reduces the size of the market

available to T and hence 9T<0.

The term - x is the strategic interaction effect. Continuing our example of KS being investment in

customer loyalty, suppose xS measures effort in new-product development. It's reasonably to think that < 0

and - < 0, so the combined sign of the interaction effect is positive.

The term (-j, +,, -- 7) is the focus of Tirole's work on taxonomy of business strategy. (The "Tirole effect")

The above illustrates how the current paper enriches the class incomplete contracting literature with strategic

interaction, via the Tirole effect.
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5 Applications

In our previous discussion, we maintain that the one-dimensional ex-ante investment Is is the only tool available

for S to deter entry by T. In this section, we provide a more general interpretation of IS, and show that many real

world mechanisms essentially play the role of Is which serves to deter potential entrants.

5.1 Termination Fee

Aghion and Bolton (1987) considers a bilateral trade model with termination fee. In their model, gains from trade

for the buyer and incumbent are obtained at the expense of future (potentially more efficient) sellers in signing

"exclusive contracts". In short, contracts that specify penalties for early termination used to extract efficiency rents

from future entrants. As we will shortly see, termination fee d is equivalent to a particular form of the F function,

F(I)=1 ifI<d

0 if I>& d

which is increasing and takes value between [0, 1].

First consider the scenario studied by Aghion and Bolton (1987). Suppose there are two transaction periods

t = 0 and t = 1. In period 0 an incumbent firm can offer a service at cost ct > 0 to a representative buyer B, who

is willing to pay at most v = 1. Suppose cl < -. In period 1 a new entrant may be able to provide the service at

cost CE.

As there is only one firm in period 0, the equilibrium price will satisfy po = 1. In period 1, entry occurs whenever

the entrant's cost is lower than the ongoing cost of the incumbent, i.e., CE c1 . Whenever entry occurs, Bertrand

competition between the incumbent and the entrant ensures pi = cl. In the absence of entry, the period 1 game is

identical to the period 0 game, and the incumbent continues to charge pi = 1.

As an illustration, we will make a simplifying assumption that the prior distribution of CE is uniform on [0, 1].

Under this distribution, B's ex-ante expected payoff under spot contracting is (1 -c)cl and the incumbent's expected

payoff is 1 - Cl + (1 - CI)

Now, suppose the incumbent and the buyer sign a long-term employment contract in period 0, specifying both

po and p, as well as a penalty for early termination, d > 0. Under such a contract the buyer would switch to the

entrant in period 1 only if PE satisfies 1 - PE 1 - p1 + d.

Hence, the ex-ante probability of entry given a value of d satisfies Pr(entry) = Pr(cE p, - d) = p1 - d. In a

Bertrand equilibrium, the entrant would offer price PE = pi - d to attract the buyer, so that B's expected payoff

under the long-term contract is (1 - po) + (1 - pi). The incumbent's ex-ante expected payoff is

P0 - c1 + (Pi - ci)(1 - Pi + d) + d(pi - d)
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Incentive compatibility of the long-term contract over the short-term cotltract requires (1 -po)+(1-pi) > (1 -c)CI.

Combining the above conditions, the incumbent solves for the optimization problem

max {po -ci + (pi - cl)(1 - pi + d) + d(pj - d)}
(Po ,P1 ,d)

subject to the incentive compatibility constraint.

Without loss of generality, we can normalize the price in period 0 by assuming P0 = 1. Then the solution to the

program is

d* 1 + (1 - c)(I - 2ci) >0
2

and the equilibrium price of entry is Pr(Entry) = pi - d*

Note that the employment contract serves to extract part of the efficiency rent of the new entrant. It is easy

to see that the employment contract give rise to inefficiency even if it can be renegotiated ex-post, as long as the

entrant's cost CE remains private information.

Our model can be viewed at one of endogenizing d. Instead of treating termination fee as a choice variable of

the model, we might equivalently specify the copying probability function F'(ci) = 1 - Pr(Entry) =1 -- pi + d*,

where d* - 1+(1-ci)(1-2ci)2

One crucial distinction between this framework and our model is that entry occurs on the equilibrium path in

this framework. This is due to the randomness of the cost variable cl. But the gist of model is essentially identical.

We remark that this model can be extended in one important way: suppose learning takes place over time in the

sense that E [cE (1 - PO)] is increasing in p0 (in words, more demand in period 0 gives the incumbent an opportunity

to learn from their experience and makes it more formidable (on average) for the potential entrant to compete with.

We will discuss the implication of allowing for dynamic interaction briefly in the extension section of the paper.

5.2 Vertical Integration as Instrument for Price-discrimination

Our previous analysis assumes competition comes from the supply side, and the margin of adjustment is the ex-ante

investment which can be used to deter or accommodate entry. The essence of the analysis remains unchanged if

the role of B and S are reversed, as illustrated in the following example.

Consider the following example from Joskow (2008). A monopolist produces an intermediate good, which is

used as the sole input by two competitive industries producing different final good, 1 and 2. We assume the goods

cater to two entirely different customer groups who have independent demands, with elasticity such that E2 > El.

For example, one could imagine good 1 being solar-powered vehicles and good 2 being solar-powered residential

lighting system. While both use the same intermediate good, i.e., solar-powered batteries, they are subject to very

different business law and regulations with distinct potential customers. The reason for good l's relatively inelastic

demand could be due to tax subsidy, the lack of substitutes, capital lock-in, among other things.
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Because of the technology and the fact that down-stream industries are competitive, each final good's price is

equal to the intermediate price charged to the industry manufacturing it. If arbitrage can be prevented between

the two industries, we obtain the optimal pricing formula for the intermediate good from the inverse elasticity rule,

i.e., the optimal prices p* and p* for the intermediate good 1 and 2, respectively, satisfy

C C
2 <P 1

E2 E I

One caveat to this analysis, however, is that the monopolist might not be able to prevent arbitrage between the

two down-stream industries. Industry 2 might well buy the intermediate good at the low price p* and resell it to

industry 1. One text-book solution to this problem is to exclude market 2 altogether and sell only to industry 1,

provided that industry 1 is sufficiently large and profitable.

Another less obvious solution illustrated in Joskow (2008) is for the monopolist intermediate supplier (S) to

internalize industry 2, set the internal transaction price at p*, and sell its intermediate good at price p* to industry

1. Viewed a little differently, the two buyers may collude (through arbitrage) to undermine the monopolist's ability

to price discriminate. Collusion is essentially the flip-side of competition. Competition shrinks the profit margin

of the suppliers while increases the buyer's surplus. Collusion undermines price-discrimination which benefits the

buyers (by decreasing the price faced by the buyer with lower elasticity) while hurts the seller. As in our baseline

analysis, changing the contractual or ownership structure between two business parties can potentially lead to gains

from trade that were otherwise impossible.

6 General informational structure: the role of asymmetric information

There are two periods. S, the incumbent, is monopoly at date 1 and chooses price p1 for t = 1. T the entrant, then

decides to enter or stay out in the second period. As opposed to our baseline analysis, we assume S's production

technology is private information. For simplicity, suppose S's cost is low with probability x and high with probability

(1 - x). Let Mf(pi) denote the monopoly profit where t = L or H denotes the cost type. Let pL and pH denote

the monopoly prices charged by the incumbent when t = L and H respectively.

S knows its cost from the start while T does not know firm 1's cost. Assume T learns S's cost immediately after

entering if it decides to enter. The second period duopoly competition is independent of the price in period 1. Let

D' and D' denote the duopoly profits of S and T, respectively.

Assume costs are such that D H > 0 > DL. That is, under symmetric information, T would enter only if S's

cost were high. Let 5 be the common discount factor.

S would like to signal the information that it has low cost (so as to deter entry), but it may only do so via

charging low price pi . We will solve for the Perfect Bayesian Nash Equilibrium of the game.

There are two kinds of potential equilibria: the pool equilibrium, where the first-period price is independent
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of the cost level, and firm 2's posterior belief is identical to its prior belief; separating equilibrium, where the

first-period price fully reveals the cost type to the entrant.

Focusing on separating equilibrium, we have the necessary and sufficient conditions:

AH- mH'p L (" D 7

namely, the high-cost type prefers inducing entry and earning the duopoly profits in the second than than charging

the low-cost type's price p{ .

Similarly,

M1 - M' (pf ) <; 6(Ml - Df,)

(note that the low-cost type could charge the monopoly price and gets at worst ML + 5D (at worst, pL induces

entry).

Assume the high-cost type would wish to pool if pf were equal to pL:

M, - M7(pf) <(M71 1 - Df)

i.e., there is no separating equilibrium in which each type behaves as in a full-information context.

Assume the monopoly demand is equal to the market size. We can obtain the interval of prices [pi, P1] where

f1 is such that

MjH- M (pf) = 6(MI - Df)

We will focus on the least-cost separating price fi since charging any other price in [i1 Pi) is dominated for the

high-cost type (he is better off charging the monopoly price regardless of his expectations about the effect of price

on entry). .

From the above analysis, we get the familiar lesson from game theory: despite the fact that the incumbent

manipulates his price, the entrant is not fooled. Entry occurs exactly when it would have occurred under symmetric

information.

Now, turning to pooling equilibrium, which exists if the condition

xD2 + (1 - x)Dj <0

is satisfied. It's easy to see that if the pool equilibrium exists, the low-cost type charges its monopoly price and the

high-cost type imitates the low-cost type by charging the same price. Note that the effect on welfare is ambiguous.

On the one hand, the high-cost type lowers its price which in general increases welfare. On the other hand, the

second-period entry is deterred which in general decreases welfare.
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7 Conclusion

This paper considers a variant of the incomplete contracting with renegotiation model introduced by Hart and

Moore (1988). We consider a trading relation between a buyer and seller, where some ex-ante relationship specific

investment on the part of the buyer is needed to generate value for the buyer. Uncertainty is revealed ex post, in

that prior to the investment stage, the buyer does not know which type of service she may need, and it is impossible

to describe under what precise circumstances she needs a particular service. The contract can specify only the

nature of a service to be provided under all circumstances, or a general option contract, namely, a menu of services

that the seller agrees to provide at predetermined terms.

In addition to uncertainty regarding state realizations which was the focus of the literature thus far, we consider

a different source of dispute, namely, changes in the competitive environment. We show that depending on the

specific assumptions, the competitor may invest in, produce and sell an imperfect substitute or free-ride on the

incumbent supplier's investment and replicate a perfect substitute with positive probability. However, in a sub-game

equilibrium, the incumbent supplier will correctly anticipate potential entrants and change its ex-ante investment

to account for downstream competition. It may also distort the level ex-ante investment to deter future entry.

Before concluding, we briefly summarize three key features of the model: the first two are consistent with Hart

and Moore (1988) are the departure point of the analysis, while the third one is the main innovation of this paper.

Complexity and uncertainty of the economic environment. As is standard in the incomplete contract-

ing literature, we assume contracts are incomplete. In other words, optimization is limited to the institutional

constraints, including limitation in contractual language, i.e., the inability to describe in full details certain events

before their realizations, even if such events can be verified ex post, among others. Specifically, we will assume

there is a menu of potential goods and services that can be produced by S (or T) and sold to B. We assume the

state of the world 0 which is ex ante uncertain affects which good or service is the most desirable. But the states

are sufficiently complex such that no state-contingent contract can be specified ex-ante.

Noncontractibility and appropriability of ex-ante investment. As in Hart and Moore (1988), we assume

some non-contractible ex-ante investment I by the supplier is required to create value for B. Such investment is

only worthwhile to the supplier if the demand for the service is sufficient high. We will assume that under some

cases, such investment is partially appropriable, thus creating free-riding possibility for the third-party supplier.

Whether a certain investment can be excluded from a third-party depends on both the regulatory environment

and the nature of the investment. Countries' IP protection laws differ in length of protection, revenue sharing and

antitrust regulations and leniency in execution. Certain investment, for example, investment in basic science that

leads to new knowledge, or investment in platform that makes information freely accessible, are by construction

accessible to the public.

Endogenous third-party supplier. While neither S or T has alternative contractual opportunities, the buyer

can freely choose which supplier, S or T, to obtain the good/service from. Unlike Grossman and Hart (1986) who
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treat T as essentially exogenous to the contractual environment between S and B . we assume S and T are both

profit maximizers. Specifically. S takes into account the effect of his action (investment and production) on the

behavior of T and T bases his entry and production decisions on the profitability of such actions.

We should emphasize that the present paper only considers a very specific form of competition, namely, price

competition over unit demand represented by a single buyer's valuation. Other modes of competition (e.g., quantity

or quality competition) and assumptions regarding the demand side (e.g., separate markets, multi-dimensional

preferences) will undoubtedly enrich the analysis.

A main shortcoming of the present analysis is that the competitive environment is treated as exogenously given.

This is justifiable if the timing of entry represents constraints in the regulatory environment, which is difficult to

change in the short tun. However, in the general equilibrium version of the model, we might reasonably endogenize

the regulatory environment and ask the admittedly more important question: how should regulatory policies be

designed to maximize social surplus from the trading relationship? Theoretical research and empirical evidence on

this front will be invaluable.
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Chapter 2: Selling Information:

Multidimensional Oligopolistic Competition

1 Introduction

Thanks to the emergence of the internet and the development of information technology, the most basic of economics

transactions - the buying and selling of goods and services - continues to undergo changes which have profoundly

impacted the way economic activities are organized. In 1999, the first year in which Census data on E-commerce

became available 1, sales realized through electronic retailing represented a meager 1 percent of total U.S. retail

sales. By the first quarter of 2018, business-to-consumer E-commerce increased to 9.5 percent of total U.S. retail

sales.

The rapid growth of e-commerce has sparked changes in both firms' and consumers' behaviors. Economic

researches (e.g. Bakos (2001)) document that the growth of e-commerce has brought about reduction in consumers'

search cost, downward pressure on retailer markups, and narrower price dispersion for a variety of consumer goods.

More importantly, with internet as the leading platform for business, information has increasingly become an integral

part of transactions, which has revived the attention on the study of the role of information in economics since

Akerlof (1970) and Rothschild and Stigliz (1976).

Economists have long established that when customer preferences are heterogeneous, price discrimination can

be strictly profit-enhancing (Machlup (1995)). When information is private, however, the seller has to rely on some

customer recognition mechanisms to segment the market (Varian (1989)). Prior to the internet era, personalized

pricing was already practiced by direct marketers. For example, Young (1997) reports that AT&T lures its com-

petitors' customers by mailing out coupon offers whose values vary based on the demographic characteristics that

predict one's purchasing power. With the advent of internet, such practice has become much more widespread. In

early 2000s, an FTC report found that over 99% of online companies collect electronic fingerprints of individuals

visiting their websites (Seligman and Taylor (2001)).

The traditional approach to modeling customer recognization is to build a dynamic framework in which an

infinitely-lived monopolist firm faces either overlapping generations of forward-looking customers (Villas-Boas

(2004)) or long-lived customers making repeated purchases (Farrell (1984), Farrell (1986), Milgron and Roberts

(1986)). The underlying assumption of this type of models is that a firm can enhance its understanding of the

customers only by leveraging the information revealed through the purchasing history.

However, if a firm can obtain additional information asset about customer types directly, just as it can purchases

physical capital directly from the market of capital, then it can potentially increase profits by making tailored offers

1https://www.census.gov/retail/mrts/www/data/pdf/ec-current.pdf
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to the customers without relying on the history of previous transactions. The active market of personal information

with prominent players like Double Click and I-Behavior (Taylor (2004)) illustrates the feasibility and profitability

of the direct market for information.

In fact, outside of the realm of academic research (Shapiro and Varian(1998), Varian(1998)), information has

long been recognized as an important business asset by market participants. When the E-commerce retailer Toys-

mart.com filed for bankruptcy in 2000, its creditors considered the firm's customer profile data as one of its key

assets. The online business giant Amazon.com explicitly states in its privacy notice that the company view "cus-

tomer information (as) one of the transferred business assets" if business continues to expand.

Although the economic literature on E-commerce business models is flourishing and the debates on customer

privacy protection ongoing (Varian (1997), Shapiro (2000), Shapiro (2001), Calzolari and Pavan (2004), ), there

has been little effort in formally building a model of optimal design of information as business asset 2. This paper

represents our attempt to fill in the gap. To this end, we propose a model with a monopolistic upstream data vendor

and several downstream firms engaging in oligopolistic competition. The upstream monopolist, having knowledge

of downstream competitive structure, designs the information product taking into account these concerns. The

product must capture the multi-dimensionality nature of information. The product must be incentive compatible:

downstream parties with different types must find it beneficial to choose the product designed for it but not its

opponents. The product must optimally manage downstream competition. The model we develop combines an

multidimensional screening problem (the outer stage) and an oligoposlistic competition problem (the inner stage),

the parameters of which depend on the outcomes of the outer stage. Although both stages are necessary in the

market of information, which aspect is more important depends on the specific applications. We will discuss two

main applications of the model in details.

The focuses of these two models are slightly different. For the first model, we will emphasize the effect of ex-post

competition. Specifically, we will work with the simplest model that incorporates features of both horizontal and

vertical differentiation. We consider two downstream duopolists competing over the same, heterogeneous customer

base. Customers vary in their preferences and price sensitivity, which is privately known only to the firm in

question. If such information is public knowledge, a firm has incentive to charge higher prices to those who have

higher intrinsic preferences for its product and those who have low price sensitivity. When such information is not

available to the firm, however, it must trade off the benefit from charging a higher price to the risk of misclassifying

a switcher as a loyal customer. The downstream firms may improve their profitability prospect by purchasing a

targeting device from a single upstream information vendor. Specifically, the upstream vendor can design a multi-

dimensional targeting device which improves the precision of the downstream parties' prior assessment of customer

types. Since the downstream parties preferences over the customer base are different and such preferences are

private knowledge, the upstream vendor, when designing a menu of information product, must take into account
2 A notable exception is Adamati and Pfleiderer (1986) who study the behaviors of speculative traders who purchase information

from a monopolistic seller.
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both profitability (how inuich surplus can one extract from each party) and feasibility (whether the party will

find it incentive-compatible to purchase the product designed for it). This model is best suited to study industry

structures where the downstream parties are direct competitors and the mode of competition is well-defined, e.g.,

where the upstream party is a data vendor (e.g., customer data platform (CDP)) and the downstream parties are

two competing e-commerce retailers (e.g., Amazon.com and Walmart.com).

For the second variant of the model, we will enrich the dimension of ex-ante selection at the expense of simplifying

the ex-post competition structure. We will keep the mode of ex-post competition in the abstract. Instead we will

propose a "conflict matrix" which loosely captures the idea that the downstream parties operate in imperfectly

overlapping markets and may compete with each other. As we will show later, the structure of conflicts will have

implication on the optimal menu of information product provided by the upstream party. This model is closely

related to the optimal commodity bundling literature (Armstrong (1999)). The key difference here is that the

multi-dimensional good in question is an intermediate good, whose value is endogenous to the form of interactions

among the downstream players. This version of the model is best suited to study complicated industry structures

where the downstream parties have overlapping practices, e.g., the market for IT infrastructure where the upstream

party is a cloud computing service provider (e.g., AWS) and the downstream parties are corporate customers of

AWS whose scopes of operation overlap with each other.

The menu of information products as described above has several key features. First, unlike the classic case of

adverse selection, an information product is intrinsically multidimensional and the monopolist's objective function

cannot simply be collapsed into a one-dimensional screening problem. This feature arises naturally in B2C settings

where customers vary in brand loyalty and purchasing power and it is conceivable for a retailer to target different

segments of the customer base with different degrees of intensity. Empirically, Blake, Nosko and Tadelis (2014)

report significant consumer heterogeneity in paid search effectiveness. For non-brand keywords, the authors find

that new and infrequent users are positively influenced by advertisements but that frequent users' behaviors are

not influenced by much. In the case of B2B transactions of IT infrastructures, the multi-dimensional nature of the

product in question is even more salient. As the leading provider of IT infrastructure, AWS offers menu of services

including click-stream analytics, data warehousing, recommendation engines, fraud detection, event-driven ETL,

and internet-of-things (IoT) processing done through cloud-based computing. Its corporate customers can select

from the menu of provisions with customized order in each category.

Second, information is an intermediate good, in the sense that it represents a business asset to the firm who

possesses it, but its market value is only realized through improved matching between customers and the final

products. Hence, the optimal design of information produce must take into consideration its effect on downstream

competition. This is related to De Long (1999)'s point that the market for information good "is almost never a

market for today's tangible goods, but rather for a bundle of present goods, future goods, and future services.

The initial purchase is not a complete transaction in itself, but rather a down payment on the establishment of a
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relationship." 3

Third, information is both non-excludable and non-rival. In traditional monopolistic screening models, the

underlying assumption is that buyers do not find it profitable to trade the product in question in secondary,

ex-post market: the no-arbitarge condition is implicitly taken care of by the incentive constraints. However,

given the non-excludibility and non-rivalry nature of information, it is natural to think that the downstream firms

might find it profitable to augment their existing information product with the products their rivals purchase,

should such exchanges be mutually beneficial (potentially with transfers). The natural questions to ask are: (1)

when will such downstream transactions be feasible and what conditions must be satisfied for such exchanges to

be mutually beneficial? (2) when are the implications on downstream industry profits and on societal welfare

(including all players, both upstream and downstream) should such transactions be allowed? In general, finer

information benefits the firms but harms the customers (the intuition is similar to that found in the canonical price

discrimination literature). The answers to these questions will have implications on the optimal design of data

privacy protection and related regulations, which we will only briefly touch upon in this paper and leave the details

for future researches.

Before we discuss the details of the model, we should briefly discuss a key assumption of the model, namely, that

the upstream party is monopolist player. This assumption can be justified in a number of ways. Theoretically, the

scalability nature of information means the market for it has features of natural monopoly which can sustain only

one market player. Further, the high fixed-cost and the low variable-cost involved in the production of information

services imply significant lock-in and high switching cost, which is conceivable since setting up the infrastructure

for developing information product is costly and migrating one's current data warehouse to an alternative provider

is costly. This assumption is also justified empirically as the market for information usually features a persistent,

dominant market player. According to SEC filings, AWS is several times larger than its closest competitor, making

it the de facto monopolist player in this area. Nevertheless we stress that the assumption of upstream monopolist

is fundamentally a modeling choice. For example, although Amazon is the dominant player in customer tracking

service, Google has recently emerged as a important challenger. The partnership of Google and Walmart can be

understood in terms of a model involving four parties, with two upstream players and two downstream players. We

will offer a brief illustration of duopolistic upstream parties in the extension section of the model. For the baseline

model, we take the object of analysis as a market with a fixed number of players and ignore potential future market

entrants.

Our work is closely related to several strands of literature.

Relation to nonlinear pricing models with private information

The paper extends the theory of second best since Meade (1955) and Lipsey and Lancaster (1956). Nonlinear
3 Although we will not explore the dynamic version of the model, it is worth noting that intermediate goods, in their most extreme

form, mean that the implication of the purchase is not restricted to current period final-good market transactions and may extend to
all future market transactions.
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pricing models in the presence of private information have been studied extensively in Mussa and Rosen (1978).

Roberts (1979), Spence (1980), Maskin and Riley (1984), Wilson (1993).These models usually feature downward

distortions relative to the full-information benchmark (except for the top type, "no distortion at the top"). The

framework has many applications in optimal taxation, insurance contract design, etc. The underlying assumptions

of this strand of models are (1) the monopolist provider is limited to a single-dimensional instrument (tax rate,

insurance premium etc.); (2) the downstream parties or customers can be ordered consistently along a single,

well-defined characteristics (e.g., in the taxation literature, skills or marginal cost of effort); (3) there's no further

interactions among the downstream parties, after the service in question has been purchased.

When these assumptions are satisfied, the problem is referred to as standard screening problem. Several general

results can be established with some generality. When the payoff functions satisfy certain regularity and sorting

conditions (the most important of which is referred to in the literature as the single-crossing condition), only local

incentive constraints are binding, in which case the optimal solution features no bunching (generically). In most

real world applications, however, characteristics of downstream parties/players are frequently multi-dimensional,

so are the instruments of the upstream monopolist. Seade (1979) studied this problem in the optimal taxation

setting and develop the solution using calculus of variation techniques. Baron and Myerson (1982) study a two-

dimensional variant of the problem in the regulation setting (the two instruments being fixed cost and marginal

cost of pollution reduction) while allowing for stochastic mechanisms. Armstrong (1996) studied nonlinear bundle-

pricing problem and shows that the participation constraint typically binds for a nontrivial set of customers. Rochet

and Chone (1998) give a comprehensive characterization of the solution to the multi-dimensional screening model

with quasi-linear utility functions and introduced the techniques of ironing and sweeping.

Relation to industrial organization model of oligopolistic competition

The inner stage of the model closely resembles a standard oligopolistic market structure, where a firm does not

design its pricing strategy passively. Instead, each player must incorporate strategic interactions of other decision

makers. Following the technique proposed by Bulow, Geanakopos and Klemperer (1985), we extends the standard

Bertrand model where two identical firms produce a homogeneous good to heterogeneous firms facing customers

with various preferences. The optimality of privacy protection crucially depends on the strategic substitutability

and/or complementarity of the information products. The leading applications of this paper consider only simul-

taneous, non-cooperative games of short-run price competition, but other variants e.g., Cournot-style quantity

competition, repeated-interaction paradigms can be incorporated into the baseline framework, as long as equilibria

of the downstream competition gaies can be pinned down conditioning on the first stage choice variables.

Relation to recent development in information economics and the study of consumer privacy

The early literature on information economics proved that asymmetric information where one party has access to

information while others do not present a distinct kind of problem where attempt to exploit informational advantage

leads to allocative inefficiencies and market distortions.
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Calzolari and Pavan (2004), Acquisti and Varian (2004), Dodds (2002), and Cathieu (2002) provide the theoret-

ical foundation for studying consumer and firm behaviors in E-commerce. The main focus of this early literature is

to derive conditions under which the firm(s) will benefit from committing keep customer information private, and

when these conditions do not hold, what kind of regulatory interventions are necessary. The related works by Hann

et al. (2002) and Deck and Wilson (2002) empirically explore consumers' preferences for privacy, which could alter

the welfare implications of the theoretical models.

More recently, Bergemann, Bonatti and Smolin (2017) consider a model of the sale of supplemental information,

where a monopolist data seller owns a database containing information about the underlying state. The data buyers

with private and incomplete information buy from the upstream monopolist. The problem is to design a menu of

information with various choices of data quality and price combinations and induce self-selection by the downstream

parties. This model is closely related to the outer-stage of our paper. The key difference is their work takes the

sale of information as the end in and of itself: ex post utility is pinned down by own-action and states, with no

reference to the information and/or other downstream parties.

Relation to foreclosure literature

Models have been developed in which vertical integration may result in market foreclosure as a means to indi-

rectly forestall competition in downstream markets. These models typically rely on assumptions about contractual

environments between non integrated entities (e.g. linear pricing) and about the commitment ability of integrated

entities (e.g., an integrated supplier's commitment to not undercut a rival). In contrast, Hart and Tirole (1991) uses

the theory of ownership and residual control rights to formulate the decision of vertical integration and foreclosure.

Their model assumes that the upstream and downstream firms do not know ex ante which intermediate good is

the relevant one to trade and it is too costly to specify contingent forward contracts (due to the large number of

potential states, for example). Hence the the only way to change ex post behavior is through changes of control

rights over asset uses. Vertical integration matters through its effect on profit-sharing: non-integrated units have

incentives to trade with other parties. In contrast, when the units are integrated, their owners have residual rights

of control over the unit's assets and can effectively restrict access to the unit's production by other third parties.

In these foreclosure style model, the upside of integration is to enable full- or partial- foreclosure to fend off com-

petition. The downside reflects the standard incentives v.s coordination trade-off: lower incentives of asset users

since investment is expropriated by the owner, loss of local information about the user's performance may lead to

dulled or perverse incentives that benefit the asset user at the expense of the asset owner, etc.

A model similar in spirit was developed by Ordover, Saloner, and Salop (1990). Unlike the VI story, exclusion

could be achieved via enforcing commitments, either through explicit contracts, e.g., exclusive-dealing contract, or

implicit reputation effect. Another related model was introduced by Bolton and Whinston (1989) who study the

motives for vertical integration and foreclosure from the perspective of incomplete contracts. They focus on the

situation in which downstream firms operate in distinct product markets, each making specific investments to the
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upstream monopolist, who in term provides owi unit of intermediate good to the downstream firms ex post. that

is, after the investments are made and costs become sunk. They consider a model where the upstream firm is

sometimes capacity-constrained: in some states. both downstream firms can be served while in others the upstream

firm has only one unit of intermediate good available.

Their model involves Nash bargaining so that each downstream firm pays the input price determined by the other

downstream firm's willingness to pay. Each downstream thus receives at the margin the incremental contribution of

the marginal product of its investment, so non-integration is socially optimal (when the outside option is binding).

On the other hand, integration (and exclusion) may be privately optimal. By integrating one of the downstream

parties, U can achieve greater post-negotiation surplus at the expense of the the other, non integrated downstream

party.

Our model offers a more complete explanation for observed market exclusion. In addition to the incentives

to manage downstream competition (standard in the foreclosure literature), there's also an information incentive.

Providing cheaper and inferior information product to the low-value types (loosely speaking) will induce high-value

types to misrepresent themselves as low types, making it harder to differentiate among potential users of the product.

Such exclusion is generic (to be made precise later) when types have multi-dimensional private information, which

is a reasonable assumption to make.

Relation to contracting complexity literature

In theory, the complexity of contract grows in proportion to the number of dimensions of private information.

In real world however, contract usually takes simple form, which is especially puzzling in the market of information

service, where the dimension of private information is high and potentially evolving over time and there's little

upfront cost in setting up complicated pricing mechanism.

Traditional approach to this problem is to assume that the contracting environment is sufficiently complex which

renders it impossible to perfectly specify all relevant circumstance. This could be due to existing regulations. For

example in the Hart and Moore (1988) model, specific performance contracts cannot be enforced by courts. In their

model, the quality of the good is unverifiable and the optimal form of the contract takes on a single form. This

conclusion relies on the use of equilibrium renegotiation and message communication mechanism. Relatedly, the

Grossman-Hart-Moore incomplete-contract paradigm stresses the role of unverifiable trade which may arise due to

excessive complexity. This notion of complexity is formalized in Segal (1999) which provides a characterization of

second-best contract when the complexity of the trading environment grows without bound. Another approach is to

show that when the dimensionality of the monopolist's problem is large, then the optimal menu can be approximated

by a simpler menu. For example, Armstrong (1999) shows when the type distribution is sufficiently regular (loosely,

if the ratio of expectation and variance /-/p vanishes as n -+ oc, then the difference in profit between the optimal

second-best contract and the optimal third-best contract (i.e., a two-part tariff) tends to zero. This assumption

holds when for instance the values of different types are independently distributed.
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Our model shows that complexity reduction may arise naturally in the optimal contract for two reasons. First,

the multidimensional nature of private information makes it generally impossible to write a differentiating contract

that screens all types perfectly. This is related to the notion of path-dependence in and conservativeness of the

vector field representing type distributions (to be explained later). Second, the downstream interactions post the

contracting stage introduces further ambiguity in the preference space, making it more likely that types will be

bunched.

The rest of the paper is organized as follows. Section 2 and 3 discuss the two versions of the baseline model,

with Section 2 focusing on the ex post competition (the inner stage) and Section 3 focusing on the ex ante selection

(the outer stage). Section 4 provides the infinite-dimensional extension of the model. Section 5 concludes.

2 Model

2.1 Background

Information vendors specialize in collecting, storing, processing and analyzing personal information from customers

as a means of determining customers preferences. These companies uses predictive analytics for targeted marketing

to increase customer satisfaction and build company loyalty. Specifically, customer data can be leveraged to provide

services including:

Personalized Recommendation System whereby a data vendor uses comprehensive collaborative filtering

engine (CFE) to analyze previous purchases, shopping cart items, wish list, reviews and ratings, search entries,

browsing patterns, returns and exchanges. This information can be used to recommend additional products to

the same customer or other customers exhibiting similar behavior patterns. According to industry estimate, such

method increases the company's revenue by up to 30% annually.

Anticipatory Shipping Model and Supply Chain Optimization whereby the data provider uses big data

for predicting future purchases and sending these items to local distribution centers or warehouses so that they

will be ready for shipping once a order is placed. Such predictive analytics can decrease delivery time and overall

expenses, optimize shipping schedules and increase product sales and profit margins by providing more timely

delivery and thus achieving higher customer satisfactions. According to industry research, optimization of delivery

schedule, route and product groupings can reduce shipping expenses.such reduce shipping costs by 10 to 40%.

Price Optimization which can be employed to attract more customers and increase profits. Prices are updated

according to real-time web activity, competitors' prices, product availability, order history etc. It's estimated that

price optimization can increase annual profit by 25% .

In recent years, the marketing landscape has been disrupted by the emergence of customer data platform (CDP)

which provides a high-tech alternative approach to traditional enterprise-level data warehousing. By definition

(https://www.cdpinstitute.org/cdp-basics), CDP "puts marketing in direct control of the data unification project,
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helping to ensure it is focused directly on marketing requirements". By applying -specialized technologies and

pre-built processes that are tailored precisely to meet marketing data needs", CDP allows "a faster, more efficient

solution than general purpose technologies that try to solve many problems at once".

Different from the corporate IT department. CDP proposes a "marketer-managed system" where "marketing

is in charge of deciding what goes into the system". Further, it "creates a persistent, unified customer database"

by "capturing data from multiple systems, linking information related to the same customer, and storing the

information to track behavior over time". The goal of CDP products is to "target marketing messages and track

individual-level marketing results", and to analyze and manage customer interactions. Another key feature of CDP

is its open access to multiple downstream customers. A leader in CDP development, Experian boasts "consumer

data, cross-channel media partnerships, and marketing campaign measurement capabilities" which makes Experian

"the connective marketing tissue for thousands of brands around the globe".

Another example that has received considerable public attention is the competition between E-commerce retail-

ing giants Amazon.com and Walmart.com. In 2017, Walmart announced an alliance with Google. In addition to

voice-assisted shopping lists, re-ordering on demand, the new partnership allows the traditional brick-and-mortar

retailer a "killer app" to access customer information and infer buying preferences. Amazon, although much smaller

in its scale of operation, was a trailblazer in customer-tracking. Its integrated recommendation system monitors

buying behavior over time and gets smarter over time as browsing data accumulates and customers supply richer

information through purchasing, returning and reviewing products. The recent purchase of Whole Foods further

allows Amazon to launch Wi-Fi enabled in-store shopping and tag its customers' in-store activities.

2.2 Setup

We consider a model with two downstream parties D1 and D2 with private types. In our leading application, we

imagine D1 and D2 to be e-commerce retailers facing customers with heterogeneous preferences. Customers are

ex-ante identical, with preference type w drawn from a set Q. Note that this setup is general enough to capture both

vertical price discrimination model (where Q = {H, L}) and horizontal price discrimination model (where Q = [0, 1]

and w c Q measures a given customer's relative preference for D1 over D2 ).

Faced with a customer of type w, each retailer Di can take an action ai c A. The payoff from the action will

depend on the type of the customer w and the action of the competitor a-i. Denote Di's ex post utility function

by ui(ai, aj, w).

If D1 and D 2 engage in spatial competition on the unit interval as in the Hotelling model, then ai = pi captures

price, w E Q = [0, 1] posted to w and we have

ui(ai, aj, w) =pij I(p% -t - w) - c
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where ci is the marginal cost of production.

If demand for D, and D2 are independent from each other, then ui is independent from a-i and we can write

ui (ai, a_, w) = ui(ai, w). Bergemann and Bonatti (2015) consider a model where the action a is taken by a decision

maker to match with the state w, in which case |Al = lQl = N where N is the total (finite) number of possible

states and ex post utility of the decision maker is u(a, w) = I(a = w).

Prior distribution of customer base We model the difference in D1 's and D2 's customer base in the

following way. Suppose there is a common prior p E AQ over customer types. Each party Di has an interim

belief about the distribution of customer types. Specifically, Di privately observes a signal ri E R drawn from an

information structure A : Q -+ AR (common knowledge) and forms the interim belief Oi E AQ via Bayes' rule:

S (W~ri) f A(rjlw)p(w)
,,, A(rj jw')p(w')

We will equate Oi with the interim belief function (wlri) and refer to it as Di's type.

From an external observer's point of view, the common prior p E AQ and the distribution of signals A : Q -* AR

induce a distribution of retailer type distributions A o p = F E AO.

For the static version of the model, we will take 9 as the primitive of our setup. In the dynamic version of the

model, we could consider how outcomes of market interactions in the previous period provide further information

about p E AQ and shape Di's interim belief in the current period.

This formulation is abstract. For the main application of the model, we will equate ri as a binary signal where

ri = 1 if the customer visits Di's store and ri = 0 if the customer does not visit D's store. Note that Di only observes

whether a customer visits her own store, but not the visiting decisions the customer made about other stores. We

assume the information structure A : Q -+ AR arises from the customers' optimal visiting decisions. Specifically,

we will assume that customer w visits a store if and only if her valuation of the store's product is strictly positive.

To fix ideas, suppose there are three equally weighted types of customers: type w, only likes D1 's product, type

w 2 only likes D2 's product, and type W3 has strictly positive valuation for both D1 's and D 2 's products. Given the

assumptions, we have A(wi) = (1, 0), A(w 2 ) = (0, 1) and A(w 3) = (1, 1) where the vector denotes (ri, r2 ). Hence if

D1 observes r1 = 1, he correctly infers that w must be either of type W, or W3, so 1= (), 0, j). The equal-weighted

distribution of w thus induces an equal-weighted distribution of 9.

Information technology and information vendor The downstream retailers may benefit from additional

information technology. Such technology will help the retailers obtain a better understanding about customer

types. The link between information quality and profitability may be through cost-reduction channel (by more

efficient advertisement targeting) or through revenue-enhancing channel (by charging a price closer to the customer's

reservation price or providing a tailored product/service according to the customer's specific taste).
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WV refer to an information product I = {r, S} as consisting of a set of signals s E S and a likelihood function

7r : Q -+ AS

Given I, we define 7rij as the conditional probability of obtaining signal sj if the a given customer's true type is

wi, i.e..

7ri -= Pr(slow)

If both the state space and the signal space are finite, we can represent 7r as a stochastic matrix

7r = (rg)e 1..a)y (,.a |

with 7r j > 0 and E 7rij = 1 Vi.

We assume such information devices are designed by a monopolist upstream information vendor U, who designs

a menu -/W {', t} of information products, where 9 - {I} is a collection of information technology and

t : J -+ R+is the price for each device.

We assume that the information vendor commits to -/ before the realization of W and 0, and that none of a, W,

s are contractible.

Timing of the game

The timing of the game is as follows.

Stage 1: the seller posts menu J(.

Stage 2: Customer type w and retailer type 0 are privately realized.

Stage 3: Retailer Di chooses an information technology Ij C / at the associated price t(1i). The choice of I is

observed by the other parties Dj, j # i .

Stage 4: Customer w visits all desirable stores (browzes all candidate websites).

Stage 5: Using the technology Ij, retailer Di forms an assessment of W's type (if w visits Dj) and chooses an

action ai E A based on the assessment.

Stage 6: Customer w makes purchasing decision based on the profile of actions ai for all Di she visited.

Stage 7: Payoffs to D1 and D2 are realized.

To fix ideas, we will focus on the case where Q has finite dimension INI. If neither D1 or D 2 buys additional

customer information, given type (prior assessment of customer profile based on V) actions will be chosen to

maximize expected utility given the other type's action. Suppose the opponent's action profile is Ga_ : A -+ AA
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where AA denotes a probability distribution on the support of the action space, A. Then we have

u(0i, Ga ) Tmax Okiu(a, Ga_,Wk)
A)

= max { OkiEGa u(aia-iWk)

= max {E, EGa,_ u(ai, a--i, Wk)

Abusing notation, define

G,(Ga_) G*(Oi, Ga) argmax { 3 iu(aiGa _,Wk

The equilibrium of the pricing game at stage 5 is given by the intersection of the best-response action distributions

G*.(Ga_,) and G*_,(Ga,).

If retailer Di has access to information technology I = {, S}where ISI = J, then the expected gross utility

after observing signal sj C S is given by

u(0i, Ga- ,s) =max N Okirkj u(ai,Ga.-wk)
Ga.k=1 aMZ= 1 Okirkmn

with slight abuse of notation, we have

Zk=1 E Okil~km]G*,Ga_,sg 2G* (Oi,Ga_,,sj) = argmax OkiliGokj

We will focus on the case where the information technologies are uncorrelated, i.e.,

N

Pr[s|0Ii] = Pr[sj|1i,0-1] Z Oikrkj VOi, 0- E 0
k=1

and
N

Pr[s-j|Oi = Pr[sj|0_i,0]= E 0_iklf VO, _- E E
k=1

Note that this assumption does not mean that the signal distributions are uncorrelated. It does mean, however,

the signal distribution of one's own device is unchanged had the opponent chosen a different device from the menu.

Since

Pr[Oi, 0_i Isj, sj] oc p(sj, sj 1|i6, _i ) . fE(Oi) - fO(O-i)

where p(sj, sj 10i, 0 _i) = p(sj10i, 0 _i) . p(sj 10i, Oi) = p(s 10i) -p(sj10_-i) by the assumption.
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Hence the assumption allows us to factor the I)osterior signal distribution into two independent components:

Consider the case where the ex post signal realization is (sj, sj) and is known to both parties. Then the

equilibrium of the pricing game at stage 5 is given by the following utility functions and the intersection of the

best-response function distributions

u(Ga_,, sj, s_j) = Z 0kiTk m u(aj, Gai (Gai s_), Wk)
.k=1 m= Oki Ekm

u(Ga , S-j, Sj) = Z ikm u(a-i, Gai (Ga, S ), O
Zk=1 Omk=k Okiakkm

Ga (Gaj,SS-j) =argmax [ Z u(ai7Ga_(Gais-i),wk)

lk kiM k( -j )k

G*-, (Gs, s_j, sj) = arg max N k~k-)u(a_ , Gai (Ga-, 1sj), WO)

a k=l Em=1 Okirkm

In general, the signal realization of the opponent party -i is unknown to party i, so the value from a given

action profile Aa can only be assessed based on the distribution of sj, A

G* (Gai Sj, Asj) = argmax [E [ _ sj, s-j)]

G* (Gai , S-j, Asj) = argmax EA. [U(Ga , s-,)]
a a- [u( a

Let

u(G. (Ga., s-j, Aj), s8 j, sj) maxEA,__ [u(GaL, sy,

u(G*i (Ga_,j, s, Asj), Sj, s-j) = maxEA, [u(Gai, S-j, sj)]

denote the corresponding value functions

The expected payoff to type Oi when she purchases Ii (which generates signal structure Sj) and the opponent

purchases I__ (which generates signal structure Sj) is given by

Ej {u(G*, (Gaj, sj, As_,) ,s }
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and

E , {u(G- (Gaj, sjAs),s_,,)}

Note that these pair of functions depend only on I, I-i and private types 9i and 0_j. The value of information

device i to type Oj, when the opponent has type 0-_ and purchases 1-i is given by

V(Ii, 1-i; Oio-i) EA, {UG.Gz ~ 8 ,sj3 , - u(9j, a- O-

and

V(I-i, 1j; OjOj) E u(G (Gaj, s j)7, AS), s_ sy) - u(O-i, ai(Oi))

This expression highlights a few complications of the model.

In our model, although the information technologies are not directly correlated, they interact by affecting the

optimal actions chosen by the downstream parties. This is a main departure from Bergemann and Bonatti (2015)

who assume the value of information only depends on the own party's type and choice of information product.

This aspect of the model is realistic in the setting where the downstream firms produce (partially) substitutable

products and compete over the same customer base.

If instead the downstream parties produce tailor-made products with little or no scope for substitution, it may

be reasonable to drop the dependence of V on Ii and 0_%. For example, if utility derived from a given action ai

is given by

u(a2 , w) = I(aj = w)

i.e., payoff is realized only when the action is matched to the state, then one party's utility is completely independent

from the other party's action and hence unaffected by the information technology purchased by the other player.

This is the case considered in Bergemann and Bonatti (2015).

We will enrich the Bergemann and Bonatti (2015) framework in several steps.

First, we will introduce a simple form of price competition with heterogeneous customers, while both of the

duopolists have access to an imperfect technology. We will show that our framework subsumes this model as a

special case.

2.3 Baseline: one-dimensional information with interdependent downstream actions

Assume there is a unit mass of customers with heterogeneous preferences. some are loyal to D1 and some to D2.

Some are indifferent between D1 's and D2 's product per se and will purchase from the party that offers a better

price. The loyal customers are price-insensitive: they will purchase from the preferred downstream retailer as long

as the price they face is below their reservation price, which we normalize to 1. Switchers, on the other hand, will
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buy from the firm with the lower price and will mix with 50-50 probability when offered the same price by D, and

D 2 -

Assume a fraction -y1 of customers is loyal to Di (w =L1 ), a fraction 'Y2 of customers is loyal to D 2 (w = L2)

and the remaining is indifferent (w = S). YI, Y2 and X satisfy -Y1 + Y2 + X 1.

Since customers loyal to Di will never show up at D-j, we define type Oi by the prior distribution over (L 1 , L2 , S)

as

01 = [ 7 0, X
Yi + X Y1 + X

'Y2 X
02 = [Y, + X 'Y2 + X

Without loss of generality, we assume the signal space of any information device has the same dimension as Q,

i.e., ISI = IQI = 3. The information product I. will help firm Di form perception about customer types. A given

customer can be classified by I as loyal to Di or indifferent between Di and D-j. Note that a customer loyal to

D-i will never show up at Di.

The information product for D1 can be equivalently expressed in terms of transition matrix 7r Q - AS where

the rows denote the state space and the columns denote the signal space:

7ri1  0 1 - 7ri

7r= 0 1 0

1- 7r63 0 7r33

1- 0 0

r2 = r2 1 r2H 72 I 1-7r22

0 1 -73 7ra r33

If ri, =1 and 1r3 1, then the information product 1 has perfect precision, in the sense that Pr(s L1 1w =

L 1 ) = 1, Pr(s = Sw S) 1.

If =r = Y and 7r = X then the information product 1 has no value, since the posterior assessments

represent no improvement over the prior assessments:

Pr(s = L,1w= L1 ) Pr(= L)
71+ X

Pr(s=SIw=S)= X =Pr(w=S)
'Yn + X

Similarly, if 7r 2 = 1 and -r23 = 1, then the information product I2 has perfect precision, in the sense that Pr(s

L2 Iw = L 2 ) = 1, Pr(s = Sw = S) = 1.

If 7rw
2 - X and 7r2 - 12, then the information product I2 has no value, since the posterior assessments22 - -Y+ 3- YX
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Table 1: True type v.s perceived type

represent no improvement over the prior assessments:

Pr(s = L 2 w =L2 ) 2 Pr(w = Li)
^12 + X

Pr(s = Sw =S) - = X Pr(w = S)
71i +)x

Note that in the configuration of each Ii, we have two degrees of freedom: (7ii, irs) for I, and (7r2 , 7r33 ) for

12. For the sake of illustration, we will first impose an extra restriction that 711 = 73 and 7r2 = 7r2. In words,

we allow each information device to differ in precision, but we do not allow the degree of precision to vary across

different customer types (loyal customers or switchers).

Abusing notation, we will use I1 E [0, 1] and 12 E [0, 11 to measure the precision of D1 's and D2 's information

devices. Assume

Pri(s = Lilw = Li) = Ii + (1 - Jj)
'Yi + X

Pri(s = Sjw = Li) = (1 - 1j)X

Pri(s=Lijw=S)=(1-hI) N
,ri + X

Pri(s = Sjw = S)= I +(1 - I) X
-*yi + X

The information device gives a type recommendation (with noise) to the retailer. The retailer then chooses a

price, which is the "action" in the general setup introduced above. The action (posted price) can vary depending on

the signal received: retailer i may choose one price pis for perceived switchers and another price PiL for perceived

loyal customers. For rotational simplicity, we will abbreviate s = Li to 1i and s = S to s. The table below

summarizes the notation we have introduced so far.
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True type D, perception [ D2 perception Size Purchasing price

- -yP(l1jL1) PIL

s - -j1P 1(sjL1) Pis
S 12 XP1(1|IS)P2(12jS) min{p1L,p2L}

1 xP1(l1IS)P2(s|S) min{p1L,P2s}
s 12 xP1(sIS)P2(12IS) min{p1s,p2L}
s s xP1(sIS)P2 (sIS) min{p1s,P2s}

L2- 12 72P2(l2|L2) P2L
- s y 2P 2 (s|L2) P2s



Support of prices Support of prices posted

posted to switchers to loyal customers

0 1 1
Mass point of
q at p=1

No mass point;
measure = (1-q)

Figure 1: Illustration of pricing strategy

Next, we turn to the customers' choice.

First consider two extreme cases. If targeting technology is null, i.e., firms can only post uniform price to all

consumers, then in equilibrium, firms will randomize prices (c.f., Varian (1980)). If targeting technology is perfect,

i.e., firms can perfectly distinguish the loyal customers from the switchers, then each firm will charge the reservation

price which equals 1 by assumption to the loyal customers and charge the marginal cost of production which equals

0 by assumption to the switchers. In other words, firms have full monopoly power among their own loyalty base,

and compete a la Bertrand for the switchers.

More generally, suppose the targeting technology is imperfect. In this setting, it is easy to show that the

equilibrium features mixing pricing strategy (c.f. Narasimhan (1988)): the retailer charges higher (random) price

to its perceived loyal customers than to its perceived switchers. Further, supports for ps and PL are continuous

and do not overlap. There will be no mass point in the support for ps and the only potential mass point of

measure q E (0,1) in the support for pLis the monopoly price 1. Graphically, the equilibrium pricing strategy can

be expressed as follows.

Given a pricing strategy, let GiL (p) = Pr(piL < p) and Gis(p) = Pr(pis < p) denote the CDF.

Dj's expected revenue from perceived loyal customers, when the price charged is p is

R1L(p) = p- { 71 P1 (1,1L 1) + XP1(11S)P2 (121S) (1 - G2L(p)) + xP(l1IS)P2 (sIS) - (1 - G2s(P))}

D1's expected revenue from perceived switchers, when the price charged is p is

Ris(p) =p- {1yPi(sIL1) +XP1(sIS)P 2 (12 IS) - (1 - G2L(p)) +XP1(sIS)P 2 (sIS) -(1 - G 2s(p))}
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The expressions for D2 are similar.

Given the form of equilibrium strategy, solving the problem boils down to solving for the cutoff values of the

support, p, P, and the size of the mass point at p = 1, namely q.

The boundary conditions are: GiL (P) = 0, GiL (1) = 1 or (1 - q), Gis(p) = 0, and Gi,(p) = 1.

By construction, any price in the support yields the same expected revenue. So we have the indifference

conditions: R1(P) = Ris(p), R1L(P) = R1L(1), and Ris(P) = Ris(p).

For notational simplicity, write #, = 7Prj(l1ILj), p = XPri(sS)Pr2 (sIS), and b = XPr(l1iS)Pr2 (12 jS). The

solutions to the problem are f = , p = Pp where q = , G1L (P) = 1+! _ 0+ , G2L(P) =1 +,

and Gis(p) = G2S(P) =1 - ( - 1).P Oi+ioP

Using the above ingredients, we can derive expressions for Di's and D2 's revenue, as functions of I, and I2:

R,(1,, I2) = Oi (0i + & + X -,0)Oi + b

R2 (11, 12) = O + b (#3 ++X-p)

To find the value of information, we consider the solution to the problem in the absence of information technology.

In this case, we have

Pri(s = Liw Lj) =- i
?Yi +'X

Pri(s=Sjw=L )= X
-Yi + X

Pri(s= Lw =S) = '
'Yi + x

Pri(s= Sw= S) X
*-Yi + X

2 3

And by construction: # Y = \, p = 3+) +, and '= - 7 .

Suppose D1 is the market leader in the sense that -y > 72. The equilibrium payoffs are

RO = Ri(0, 0) = 1 7 2 [ + 7 + X + X 2 + -
71 (72+x)+Y2x (-Y1+X)

R2 (11, 12) = (#+'+X-p)Oi + V$'
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RO - RO = - [-1 -
Y1(2 + x) + Y2x 71 + X 72 + X

RO=71___ 7
,2'1 1(2 +X) +'2 X 7I 1+ X -Y2 +X

Consider the case where x = 0, then

R = R =ma{ 1- I0}
'Y2

So R2 is positive when I - I > 1 holds.
'Y2 '1

2 1>
7i +7i - 1 > 0

or

Y1 > ~ 0.618
2

Let V1 (11 , 12 ) = R 1 (11 , 1 2) - RO and V2 (11 , 12 ) = R2 (11, 12) - RI denote the value of information to D1 and D2

respectively.

Note that the value of I, to V in general depends on I2 through its dependence on p = XPr1(sjS)Pr2 (s S)

Xr 33 7r3 3 and ) = XPri(l1|S)Pr2 (121S) = x(1 - ir3 )(1 - 3). The former measures competition over correctly

identified switchers. The latter measures competition over mis-identified switchers. The sizes of both segments

depend on both own information technology and information technology of the opposing party.

The value of I2 to V2 also depends on I,. In addition to the channels mentioned above, it also depends on I,

through the multiplicative term p = where <1 = -yPri(l1|L1) = 7rli is a measure of how well D, can

correctly capture its own loyalty base. This term p is the cutoff between the price support for PL and Pis.

Note that we ignore the marginal cost of production. If we introduce a positive marginal cost c > 0, we may

ask how many downstream firms can be sustained in the equilibrium. This is the theme of Varian (1980)'s seminal

work. We will return to the possibility of entry and exit later.

Next we consider the upstream firm U (the information vendor)'s problem.

Let 01 and 62 denote the types of D1 and D2 , which we identify with the prior distribution over relevant states.

The information device I(Ok) can be equivalently expressed as a matrix 7rij (Ok) where 7rij = Pr(s = sjlw = wi)

measures the probability of sending signal sj when the true state is Wi.

Let V1(11 , 12) and V2 (11 , 12) denote the value of information which we derived above. The upstream data seller's

problem is

max t(1) + t(I2 )
{I1,12}
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s.t.

V1 (Il, I2) - t (II) > V1 (12, 12) - t (I2)

V2 (12, 11) - t(I2) 2 2(11, 1i) - t(I1)

V1 (Ii, I2) - (Il) >_ 0

V2(12,1) - t(J2) 0

We prove the following preliminary results:

Responsive information structure. Every incentive-compatible menu W can be represented as a collection

of 1(0) in which 9 takes a different action for each signal s E S(O).

The proof of this result is similar to Myerson (1986): suppose W contains an experiment 1(0) with more signals

than actions, then the seller may combine all signals that lead to the same action. The value of 1(0) is unchanged

for type 9, and V(I(9), 0') decreases for all 0' # 0, a relaxation of the incentive constraints.

This result allows us to represent each information device 1(0) as a square matrix with states w on the rows and

s E S on the columns.

We also order the signals so that the ordering of signals and the ordering of actions are aligned (i.e., if the signal

is in the order: LjLj,S, then the corresponding action action is PiL, PNulI, PiS, where pNull is a place holder for

the null action, as such signals never appear in equilibriun. )

"Possible distortion at the top". A common result in the screening literature is that "any optimal,&

contains the fully-informative I*. In general this result no longer holds in the current setting. To see the intuition,

we first discuss the sufficient conditions under which the result does hold.

We say the value of information is positively sorted if, Vj(I, I') - V(i, I') < V(I, I') - V(i, I') for all I

strictly dominating i. In other words, a strict improvement in information quality benefits Di more than Dj. It is

easy to see that optimal menu must have t(h1) > t(12). i.e., I, gets the more expensive item.

If the condition of positive-sortedness holds, then the fully-informative I* must be on the optimal-/.

To see this, consider replacing 11 with I* and charge

t(I*) C [max {t(I1 ), V2(I*, Il) - V2(I2,1*)+ t(I2 ), V1(I*, 12) - V1 (12 ,12 )+t(12 )]

Note that

V2(1*,Ii) - V2(12, 1*) V2(I1*, Il) - V2(12 , 1l) V1(I*, I) - V11(12,11) V1(I*, 12) - V1(12, 12)

and V1(I*, 12) - V(12, 12) +t(12 ) > V1 (,, I,1) - V1 (11, 12) + t(I2) t(Ii)
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So the interval

t(J*) E [max {t(I), V2 (I*, 1) -- V2(I2,I*) + t(I2)}, V(I*,12) - V(I2,I2) + t(1 2)]

is nonempty.

By construction, both incentive compatibility constraints

V2(I2, I*) -- 4(12) -V2(I*, 11*) + t(II) ;> 0

and

V1(I*, I 2 ) - t(I*) - V2 (12 , 12) + t(1 2 ) > 0

are satisfied.

In general, because Vi depends on both I and Ij and their interactions, full-information might not be part of

the equilibrium.

To see this, consider the symmetric case where Di and D 2 have the same size of loyal bases: 'yi = -y2 = -y. We

restrict attention to I1 = I2 = I.

To see why this is the case, note that Di's equilibrium profit is

R2 (1, 1) = (s LiIw L) x + X - xPri(s = Sjw = S)Prj(s = Sjw = S)
I - xPr(s = Sw = S)Prj(s = Lyjw = S)

The multiplicative term yiPri(s Ljjw Lj) captures the firm's return to increasing prices to perceived loyal

customers, which increases with I.

On the other hand, XPri(s = Sw = S)Prj(s = Sw S) captures intensity of competition, and is increasing in

I.

Finally, the term XPri(s = Sjw = S)Prj (s = Lj w S) arising from correct targeting by Di and mistargeting

by Dj softens price competition.

For the loyal customers, higher I means higher (expected price). For the switchers, the relationship is more

complicated: expected profit first increases with 1 (the mistargeting effect dominates) and then decreases (the price

competition effect dominates).

Formally,

(
2 R /02 02 02

_R1 +2012 R2 R1++ + 2 R2 <I1=12=I < 0

From the FOC

OR (OR +OR
DI 0I1 012 =2= =0
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we have

p' = (1 - x)(1+ 3 x) 1+ X1<1

4X2 V/(1 -x)(1 + 3X)

2.4 Generalizations: Two-dimensional information with interdependent downstream

actions

2.4.1 Variant 1: Inducing participation v.s exclusion

Next, we relax the restriction that rw = 33 and 7r22 = 7r3.

Abusing notation, we will use If, 19 E [0, 1] and I, IS E [0, 1] to measure the precision of D1 's and D2 's

information devices. Note that If # If in general, allowing for differential precision in the loyalty base dimension

v.s the shopper dimension. With this notation, the posterior signal distribution is

Pri(s=Lilw=Li)=If+ (1-If)

Pri (s =i 1w = Lj) =IjL + (1 - IjL)
7i + X

Pri(s= Sw = S) =I (1 - I ) X
'*Yi + X

~'Yi + X

Pri(s = Lj = S) = (1 - Is) Yi

Using the same notation in the simplified case, we derive the following solutions to the problem:

S- ,q= V GiL(P) = 1 + _2 ,G2L() = 1 +, and Gis(p) G2s(p)

11+X-PP2 _ k-+1
p Si+v) P

Using the above ingredients, we can derive expressions for Di's and D2 's revenue, as functions of I, and 12:

R1 (If, 1 I , I2S) = (Oi + ( + X - p)

R (ILr, IS, OI) i(qj~Xp

where we write #i = -yPri(1jjLj), p = XPr1(sS)Pr2 (sIS), and O = XPrj(l1S)Pr2 (12|S) for notational simplicity.

Note that
2

L= , ( If , [IL, I 2s) - 'yPri(liLi) = I + (1- if ) 2

=p(1', IiS, 2L, I2S) = XPr1 (S S) Pr2 (SI S) = X 1 + (1 - Is) X (Ii + (1 - I )
Y1 + X Y2 + X)
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are functions of (I, , I, ).

Next, we turn to the upstream monopolist's menu (lesign problem. The monopolist will post a menu (I1, 12)

and the corresponding price t(I1) and t(I2 ) where I, = (IL/, I) and 12 = (I2, 12) to induce D1 to choose 11 and

D2 to choose I2. The problem is

max t(I) + t(12 )
{I1,12}

s.t.

V(I , 12) - t(I1) > V1(12, 12) - t(12)

V2(12, 1) - t(12) > 2 (1, I1) - t(I,)

V1(I1,12) - t(I1) > V1(0, 12)

V2 (12,11) - t(12) 1 V2(11, 0)

There are two different ways to interpret the screening problem.

First, suppose the information product is 3. Note that the first row representing loyalty base to DI and the

second row representing loyalty base to D2 are distinguishable to D1 and D2 -

1r1  0

=r 0 11
1- 733a 0

1 02 2
7r 0 7 2 -

0 1 - 7r 3

1- 7

0

1

0

22- 72

7r3

This interpretation is helpful for screening purposes, because

the extra precision (wrl) in 1 is useless to D2 . Specifically, defir

(the prior version of #1) and

(the prior version of #2).

the extra precision (7r2 2 ) in 12 is useless to D 1 and

2

'71 + X

2

-Y2 + X
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The incentive constraint of D1 is

or

> (X - p)
-(61 + )(1+ )

Note that if X ;> p = X [( + (1+ - is)X) (4f + (1 - X) ],so this inequality holds trivially.

The incentive constraint of D2 is

Note that #2 > 62, so this inequality holds trivially as well.

The problem then reduces to one of participation elicitation, i.e.,

max t(I) + t(I2)
{I1, I2}

s.t.

V1 (Ii, 12) - t (II); V1 (0, I2)

V2(12,h1) - t(I2) V2(11, 0)

To solve this problem, we first derive an expression for V (0, 12) and V2(11, 0).

Given a pricing strategy, let GiL(p) = Pr(PiL < p) and Gis(p) = Pr(pis < p) denote the CDF.

Dj's expected revenue from perceived loyal customers, when the price charged is p is

R1L(p) = p -' yP (11 IL1 ) + XP(l11S)P2(121S) (1 - G2L(P)) + xPI(l1iS)P 2 (sjS) - (1 - G 2 s(p))}

Di's expected revenue from perceived switchers, when the price charged is p is

Ris(p) = p -{71PI(sIL1) + XP1(sIS)P 2 (121S) - (1 - G2L(P)) + XP1(sIS)P2 (sIS) - (1 - G2s(P))}

If I2 = 0, we have

P 2(l2IS) - 12
'Y2 + X

P2 (sIS) X
-Y2 + X

For (11,12), write #i = -yiPrj(lILj), p = XPr1(sIS)Pr 2(sIS), and 'b = XPr1(l|S)Pr2 (12 |S).
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For (I1, 0), write I = yiPri(lIIL, ),

For (0, 1>), write og = - Prj(lIL,).,

Note that.

Note that 01 > 02,

xPri(sIS)Pr2 (sIS), 11( d = A Pr, (l1IS)Pr 2 (l2IS)-

/ = xPri(sIS)Pr2 (sIS), 1d1( l = A I'r1(litS)Pr 2 (l 2 |S).

01 = 1, 02 > 2, p > , and < (Y

01 > 
5 1, 02 = 2, p > p, and V) <

V11(I1, 12) = (01 +0 + X - p)
V1 + b

V2 (I1, -[2) = 01(02 + 4 + X- P)
01 +0

So 1 > 02 and

On the other hand, the sign of 1 -

If i > 02, then

V2( ,) = - (2
21 +,

52 is unclear.

V1(0, 12) (

V1 (0, 12) = (i
42 +

+ ii + x - )

+ ' + x - fi)

If 01 < /2, then

+ i + x - #)

The constraint

t 2 < V2(11, 12) - V2(J1, 0)

is equivalent to

t2 < (02 + +X - P) - ( 2+V+x-)
01 +@ 4+

and the constraint

is equivalent to

tl< 0 (1+ib+ -p)-max ~2 ~, ~ ~ -
01 + V 1+ 2+I

The table below summarizes the effect of changing (I, I1, I2, I29) on the relevant incentive constraints.

A few remarks are in order.

First note that an increase in IL is desirable in general: such a change softens DI's participation constraint and

leaves D2's incentive to participate unchanged. This will be the case as long as type l's loyalty base -y is sufficiently

small (so perfect information on 'yi does not reduce competition on y to the extent that D 2 is unwilling to purchase
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11 I2 P 1 01 22 T07W7 7 2 ]] V1(11, 12) V1(0, 12) 1 V2(1, I2) V2(I1, 0)
I t - - - 4 - - - - - -- 1- - I7- -

I_ 1 -T - Tt- - - II - - -- - 4 - 4 4-
I1Y- - - - - - -- - t-- - -ort I -
I3 - - tt 44 - - - - - - 4 4 -ort orJ 4 -

Notes: Across the same row-block, double arrows indicate larger changes in magnitude than single arrows.

Table 2: Effect of IC, K E {L, S} on participation constraints

information on -y2) or type 1's loyalty base -yi is sufficiently large (so the gain from selling perfect information to

D, more than compensates for the loss in not being able to sell I to D2 ). This is best seen from the first panel in

the table below, where we set the parameters of the model to f = and x = - and vary the value of -y from the

lower bound (just above I(l - x)) to the upper bound (just below (1 - X)).

Counter-intuitively, an increase in Is hurts screening in this type of model. Mathematically, V, (1,, 12) =

(#1 + 0 + x - p) is decreasing in Ils through its positive effect on the term p = XPr(sS)Pr2 (sIS) =

X ( 1-I + (1- Il)) (I2+ (1 - I)2s) ] (which enters V,(1,, 12) negatively) and its negative effect on =

XPrl(liS)Pr2 (l2IS) = X [(1 - 1j) (1 -^Y2) (which enters V,(1,, 12) positively). This reflects the

strategic complementarity nature of downstream competition: a better informed D, on the switcher region will be

better able to price competitively, and hence intensify the competition on this part of the customer base, which in

turn reduces the value of additional information.

The trade-offs involved in choosing (I4, 2s) are broadly similar, with one additional concern. When the in-

formation provided to D2 is sufficiently sophisticated, the industry ordering reflected in the relative magnitude

of #1 versus #2 will be switched. When this is the case, D 2 overtakes D, as the industry leader, which roughly

means the information advantage I over If is great enough to counterbalance the innate disadvantage in prior

customer base -y2 v.s -y1. Mathematically, this happens when the sign of 41 - #2 changes. If #1 > #2, then

V(0,12) = -(1 +V) + x - ). On the other hand, if 41 < 02, then V,(0, 12) = ()1+ + x - ). Note that

the multiplier term outside the parentheses switches subscripts. When 'y1 is small, the regular effect dominates and

the increase in I helps to soften D2 's participation constraint, which is desirable from the upstream monopolist's

point of view. When -y is large, the countervailing effect through increasing 42 dominates and the increase in 42
worsens Di's participation constraint (through increasing V, (0, 12)), in which case it is desirable for the monopolist

to reduce I and supply I2 instead. This can be seen from the bottom region of the table below. Similarly, when

-y1 is small, the regular incentive effect tends to push for a lower value of I2 since I4 tightens D 2 's participation

constraint, but as -y1 increases, such incentive is muted relative to the industry ordering takeover effect through

V1(0, '2).

67



f= 1/5, X= 1/3 f=3/4, v=l1e/3 f= 1/5, )= 1/2 f=3/4, X= 1/2
11 11S lIs L 12S va1Ue' 1Lt 11S 12L b2s value 11L 11S 12L hs5 value 11L 11S 12L 12S value

lower bound 1.000,00 LO 0100
100 000 1.00 0.00
100 0.00 1 00 0.00
1.00 0.00 1.000.00
1.00 0.00 0.46 0.00
1.00 0.00 0.44 0.00
1.00 0.00 0.42 0.00
1.00 0.00 0.41 0.00
1.00 0.00 0.40 0.00
1.00 0.00 0.40 0.00
0.56 0.00 0.00 0.97
0.48 0.00 0.00 0.92
0.47 0.00 0.00 0.82
0.47 0.07 0.07 0.89
1.00 0.00 0.00 1.00
1.00 0.00 0.00 1.00
1.00 0.00 0.00 1.00
1.00 0.00 0.00 1.00
1.00 0.00 0.00 1.00

uvoer bound 1.00 0.00 0.00 1.00

0.06 1.00 0.00 1.00 0.00

0.06 1.00 0.00 1.00 0.00
0.07 1.00 0.00 1.00 0.00
0.07 1.00 0.00 1.00 0.00
0.08 1.00 0.00 0.46 0.00
0.08 1.00 0.00 0.44 0.00
0.09 1.00 0.00 0.42 0.00
0.09 1.00 0.00 0.41 0.00
0.09 1.00 0.00 0.40 0.00
0.10 1.00 0.00 0.40 0.00
0.08 0.84 0.00 0.00 0.97
0.08 0.72 0.00 0.00 0.92
0.09 0.61 0.00 0.00 0.82
0.09 0.60 0.07 0.07 0.89
0.12 1.00 0.00 0.00 1.00
0.13 1.00 0.00 0.00 1.00
0.13 1.00 0.00 0.00 1.00
0.13 1.00 0.00 0.00 1.00
0.14 1.00 0.00 0.00 1.00
0.15 1.00 0.00 0.00 1.00

0.22 1.00 0.00 1.00 0.00
0.24 1.10 0.00 1.00 0.00
0.25 1.00 0.00 1.00 0.00
0.28 1.00 0.00 1.00 0.00
0.29 1.00 0.00 1.00 0.00
0.30 1.00 0.00 1.00 0.00
0.32 1.00 0.00 1.00 0.00
0.34 1.00 0.00 1.00 0.00
0.35 1.00 0.00 1.00 0.00
0.37 1.00 0.00 1.00 0.00
0.36 1.000 000 1.00 0.00
0.35 1.00 0.00 1.00 0.00
0.36 1.00 0.00 1.00 0.00
0.37 1.00 0.00 100 0.00
0.45 1.00 0,00 1.00 0.00
0.48 1.00 0.00 1.00 0.00
0.49 1.00 0.00 0.66 0.00
0.50 1.00 0.00 0.61 0.00
0.53 1.00 0.00 0.58 0.00
0.55 1.00 0.00 0.55 0.00

0.13 1.00 LOO 1.00 0.00
0.13 1.00 1.00 1.00 0.00
0.12 1.00 1.00 1.00 0.00
0.12 1.00 0.00 1.00 0.00
0.11 1.00 0.00 1.L 0.00
0.11 1.00 0.00 1.00 0.00
0.11 1.00 0.00 1.00 0.00
0.10 1.00 0.00 1.00 0,00
0.09 1.00 0.00 1.00 0.00
0.08 1.00 0.00 1.00 0.00
0.07 1.00 0,00 1.00 000
0.07 1.00 0.00 1.00 0.00
0.07 1.00 1.00 1.00 0.00
0.07 1.00 0.00 1.00 0.00
0.08 1.00 0.00 1.00 0.00
0.08 1.00 0.00 1.00 0.00
0.08 1.00 0.00 0.66 0.00
0.09 1.00 0.00 0.61 0.00
0.09 1.00 0.00 0.58 0.00
0.09 1.00 0.00 0.55 0.00

Figure 2: Results of participation-inducing problem

2.4.2 Variant 2: Specialization and stratification

A different way to interpret the problem is that the upstream party's action consists of two steps. In step one, the

upstream party can tell whether a customer belongs to Di's turf or not. Assume the classification at step one is

perfect. In step two, the upstream party sells a device that can further classify whether the customer is a loyal one

or a switcher.

First, suppose the information product is 3. Note that the first row representing loyalty base to D1 and the second

row representing loyalty base to D2 are distinguishable to D1 and D2. With this interpretation, the information

devices take the following forms.

7r=

2 __

71 i=
4r 1 -41r1-r 7r

7172 1 7r 21
H HI

This interpretation makes it harder for the upstream party to screen.

Write #12 = y1Pr2(l 2fL 2 ), 021 = -y2Pr1(l1fL1 ), p2 = XPr2(sIS)2, p, = XPri(5IS) 2,and V/2 XPr2(121S)2 and

01 = XPr1(l1IS)2 .

The incentive constraint of D1 is

1(#1+ + x - P) -1 t 012 (012+ 2+ X P2) t2 [C1]
01+0 #12 + 2
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Or equivalently,

41i #12
01+ 01(x-P) -tl 2?012 + 12(X - P2) - t2(b,+@ #b12 + 2

The incentive constraint of D 2 is

1 (02+0+x -P) - t2 >- 0 (2 +01 + X - P1) - t1 [IC21
01+0 01 +01

The participation constraints of D1 and D2 are as in the previous model. Call them IR1 and IR2 , respectively. We

have

ti 1 + V +x-p)- max ~ , - ~ + +X-
01 +@ V)+ #2 +

t2 (42+ 0+x-p)- --z (2+ +x- )
01+0 01+0

The incentive constraints can be written as

t1 -t2 < (01 + + x - p) - 2 (012+02+ X - p2)
01+ V)012+02

and

ti - t2 > (#02 + 01 + X - Pi) - 01(#2 +0#+X- p)
01+01 41+

The graph below plots the four components as functions of If', I', I2 and I, when the ordering of D1 and D2

is unchanged (i.e., 01 > 02 throughout.)

Note that an increase in If' relaxes the first constraint and leaves the second one unchanged, so we have j 1 L= 1

in any optimal solution. On the other hand, an increase in Is tightens the first constraint unchanged but relaxes

the second one. Further, an increase in I4 tightens the first constraint and leaves the second one unchanged, so we

have I = 0 in any optimal solution. Similarly, an increase in I2 relaxes the first constraint but tightens the second

constraint. Note also that the above are only valid under the assumption that ICj instead of IRj binds.

Define Pri(sIS) = si. Substituting, we have #1 71, 02 = 72, 012 = 21 21 = Y2, P = XSi82, P2 = X821

P1 = X'5,and V)2 = x(l - 82)2 and V = x(' - s)(1 - 82)

IC, and IC2 becomes

t1 -t2 < F1 (S, s2) -YI - 71 + 2(x - (si12) -S 2 (X )72 + X 7 -1 + x( -2 -2s2 + x(-s-

t - t2 F2(SI, S2) + - (Y2 + X(3 - 2s,)) - (72++ x(2i-)s2 -1s2))
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Components of incentive constraints as function of IL
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F 1(s,,s2) 
F9 a, 2
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0.22
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Figure 4: Value of F(si, S2) and F2 (s1, 52)

The figure below plots F1 and F2 as functions of (si, 82)-

When F1 binds, the optimum is achieved at 82 = 1 and si = X . This corresponds to the case of specialization:

D, can perfectly identify its loyalty base, but has no further information on the switchers (and has to base its

decisions on the prior assessment.) D2 can perfectly identify the switchers using the information device, which does

not provide any further information on the loyalty base.

When F2 binds, the optimum is achieved at S2 = 1 and si E (E , 1), where the interior value of s, reflects

the trade-off between tightening DI's incentive constraint and relaxing D2 's incentive constraint. Importantly, with

downstream price competition, it is never optimal for D1 to have perfect information (I', IS) = (1 1) as long as D2

obtains some additional information, i.e., (I, I2) > ( Y, x ) with strict inequality in at least one coordinate.

Formally, at most 2 of the following 4 constraints are binding

t j q 2', (4i + + X- 3[IR1]

t?1i 0' 4 2+
t2 (02+V)+X -P)- - (02 + ? + x-p) [IR2]

t1 -t2 01+V (4 +O+x-P) - 01+2 (012+02 + X - P2)[ICI]

t1 -t2 0' (02 +01 +X - PI) - 0 (02 + + X - P) [IC2]
01 + 11 + V

and only one of [IC1] and [IC2] can bind.

Before we proceed to discuss the 4 possible cases of binding constraints, note that

) 71 (1 - If) + if)
0Y1 + X

71

F 2(81,s2)



''1 + x

(I S) =X( f (Ib(,S,12 -n+ x
is))(/2 (1

72 + X
I S))

(Ia , IS) = 72
i S , 1 + X Y2 + X (I- ))

a (I , If)
5,2S

= - X' (1 -I))
'72 + X7 + X

p(I S , I l 2S = (( ( - +I) (1 - 2 ) + I )
71+ x 72+ X

p(I , I 7) +X( -'7 ++X)

a 

(1 S)2- P14,-2

= Y2 X -(Ifs)+Is)
-Y2 +X 'Y + X

(IS) =X( 2 S))
71+X '72+X

() = -x( )( )

'2+ L)2+

2(i2) = 72( ( + - I ) + I2)
'72 + X

W(I ) f = X ( 72)x x(1 - 12S) + I2 )

pi'(12S) = X 7 x 72 X

P2 (I2S) = Xx( (I - 12S) + I2 )2
2Y2 + X

p'(If ) = 2X( ( S-f) +,2S)

p - 2 + X Y

2 (I ) = X -2 I))2

((I ) = 2X( 2 (I - I2))( )
2 '12 +X -7N+

x)=
Ol 12' I(72 + X

72



These expressions will be used repeatedly in the discussions to follow. In what follows, we will offer a full-fledged

solution to the symmetric case where y = Y2 = k = 1 and f = 1. The general case follows similarly. We will

discuss the effect of other parameter value choices on the optimal solution. To save space, we leave the detailed

derivation to the appendix.

A full characterization of the solution to the model is lengthy. In general, there are several potential forms of

optima.

Exclusion: D1 has perfect information IL = IS = 1 and D2 is excluded from the market I= I= 0.

Stratification/ Market leader and follower: D1 has premium information on both L and S segments:

IL > I and Is > I.

Specializaition: D1 has premium information on the L segment while D 2 specializes on the S segment:

f > I4 and Is > I.

Reversal/overtaking: The above three cases, with the order of D1 and D2 reversed.

Which form of equilibrium arises as the optimal structure depends on

(1) The relative sizes of loyalty bases -yi and 2, which affects the return to IL and the incentive constraint.

(2) The distribution of loyalty base v.s switchers region, which affects equilibrium payoff when the

mistargeting effect is nontrivial.

(3) The (endogenous) ordering of D1 and D2 , captured by the relative magnitudes of 01 v.s 02, where

#i = yjPrj(ljLj). The equilibrium support of the pricing function is determined by max{#1,#2}. Note that the

ex-ante weaker downstream player (the one with lower value of -y) can have a higher value of # (provided that the

Pr(IL) is large enough) and overtake the opponent in the prescence of additional targeting technology.

(4) The (endogenous) complementarity of I, and I2, which is relevant when targeting is imperfect (I < 1).

When the prior difference between Diand D2 is small (i.e., the difference between -y1 and Y2 is small), and the level

of I is low, an increase in I, will benefit D2 via the mistargeting effect: an increase in I, will induce D1 to raise

its price to the loyal customers, but when targeting is imperfect, the higher price will be mistakenly posted to

switchers, which softens the competition on the switchers region and allow D2 to benefit (by enlarging its reach on

the switchers region).

Market share From the previous discussion, it is easy to derive the market shares of D1 and D2 are, respectively

1 1 #1iS1 (I1, I2) =-+ 01- (01 - 2)
2 2 01 +0

and

82(11, 12) - (1 -- 2)22 01 + 2

73



f0.6. . f-0.8, -8.5 f0=.6,X0.4 F-0.8.X0.4

Y [L is 12L 12-S value U. Its 12. tS vaIue L. It 12L 12S lu 1L is It s Ls value

lower bound 100 0.00 5.M. 000 0.15 1.00 0.13 1.00 0.00 0.16 1.00 0 34 0.50 0 00 0.15 1.00 0.34 0.50 0.00 0.20

1.00 00 1.00 0.00 0.16 1.00 0.17 1.0 0 .00 0.17 1.00 0,39 0.50 000 0.16 1.00 0.39 0.50 0.00 0.22

.00 000 1.2 0.00 0.16 0.00 0.22 1.00 0.00 0.18 1.00 0.43 0.00 000 0.17 1.00 0.43 0.00 0.00 0.23

1.00 000 1 . 0 0.17 1.00 0.26 1.00 0.0 0.19 1.00 0.47 0.50 000 0.19 1.00 0.47 0.0 0.00 0.25

00 0 3A) 2.27 O.0 0.17 10 0.30 1.U O.00 0.20 1.00. 0.52 0.50 000 0.20 LOD 0.52 0.50 0.00 0.26

100 0 100 G .00 0.18 200 0.34 1.00 0.0 0.21 1.00 0.56 0.50 000 0.21 1.00 0.56 0.50 0.00 0.28

1.00 0.30 0.50 0.00 0.16 1.00 0.38 0.50 0.00 0.22 1.00 0.61 0.50 000 0.22 1.00 0.61 0.50 0.00 0.29

1.00 0.42 0.50 0.00 0.17 1.00 0.42 0.50 0.00 0.23 1.00 0.65 0.50 000 0.23 1.00 0.65 0.50 0.00 0.31

1.00 0.46 0.50 0.00 0.18 1.00 0.46 0.50 0.00 0.24 1.00 0.70 0.50 0,00 0.24 1.00 0.70 0.50 0.00 0.32

1.00 0.50 0.50 0.00 0.19 1.00 0.50 0.50 0.00 0.25 1.00 0.74 0.50 0.00 0.25 1.00 0.74 0.50 0.00 0.34

1.00 0.53 0.50 0.00 0.20 1.00 0.53 0.50 0.00 0.27 1.00 0.79 0.50 0.00 0.26 1.00 0.79 0.50 0.00 0.35

1.00 0.57 0.50 0.00 0.21 1.00 0.57 0.50 0.00 0.28 1.00 0.84 0.50 0.00 0.27 1.00 0.84 0.50 0.00 0.36

L0 0.61 0.50 0.00 0.02 1.00 0.61 0.50 0.00 0.29 1.00 0.89 0.50 0.00 0.28 1.00 0.89 0.50 0.00 0.38

1.00 0.64 0.50 0.00 0.23 1.00 0.64 0.50 0.00 0.30 1.00 0.94 0.50 000 0.29 1.00 0.94 0.50 0.00 0.39

1.00 0.68 0.50 0.00 0.24 1.00 0.68 0.50 0.00 0.31 1.00 0.99 0.50 0.00 0.30 1.00 0.99 0.50 0.00 0.40

1.00 0.72 0.50 0.00 0.24 1.00 0.72 0.50 0.00 0.33 15-. 0.20 ! 050 0.31 0 0 b .
0 W12. 0.42

100 0.75 0.50 0.00 0.25 1.00 0.75 0.50 0.00 0.34 11 0. 5 2.4 - ) 0.33 0 0.4 0 11 1.00 0.44

1.00 0.79 0.50 0.00 0.26 1.00 0.75 0.50 0.00 0.35 1>. W M W0 2 0.34 22 0 53 0 5. 0.45

1.00 0.83 0.50 0.00 0.27 1.00 0.79 0.50 0.00 0.36 10 0.0 1. 0 0.47

1.00 0.46 0.50 0.00 0.28 1.00 0.75 0.0 0.00 0.37 LOCI V 0.37 0.1. 0.M 0.2, .0 0.49

upperbound 1.00 0.90 0.50 0.00 0.2 1.00 0.75 0.50 0.00 0.38 1.00 4161 50 A) 0.38 L10 0 02 1.01 0.51

Figure 5: Industry profit of the specialization problem

Note that the measure of D, advantage, O (0i - # ) is increasing in #i and (#i - #j) and decreasing in 0. Higher

prior advantage (captured by a larger loyalty base yi relative to -yj) and better information product on the loyalty

dimension (captured by higher If2 relative to 4) increase Di's market share, while an increase in either Is or Is

also increases D1 's market share. The positive effect of Is on s, is worth further elaboration. Intuitively, an increase

in I4 intensifies the competition on the switchers region, which decreases its relative importance (by reducing the

surplus at stake). The multiplier '0- which measures the relative importance of the loyalty region increases. For

D1 's market share, the multiplier is multiplied by a positive term, so the effect on market share is positive.

Industry profit From the analysis above we can calculate the upstream profit when (IfL, I, IL, I) are optimally

chosen. The table below presents the optimal choices of I and the value function, for various values of f and x.

The columns vary 7 1y from just above 1(1 - x) to just below (1 - x).

A few remarks are in order.

First, when -y increases, total industry profit generates increases. Loosely speaking, this corresponds to the

implicit incentive for the upstream party cultivate a downstream leader. Intuitively, it is the asymmetric between

D, and D2 (reflected in the difference between -y! and 72) that allows the upstream party to extract surplus. For

similar reasons, a smaller x, all else equal, corresponds to larger industry profit (c.f. Panel 1 and 3, Panel 2 and 4).

Since our assumption implies D1 is more lucrative party, greater value of f accentuates this advantage and

makes it easier for the upstream party to extract surplus. So industry profit is increasing in f.

The highlighted yellow area corresponds to the region of specialization: where D1 obtains perfect information

on its loyalty base If = 1 and D 2 obtains imperfect information on I but perfect information on the switcher

region Is - 1. This occurs due to the pattern of binding participation constraint, as discussed previously.

The highlighted green area corresponds to the case where both D1 and D2 achieves perfect targeting on its
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respective loyalty base. This occurs when the asymmetry between D1 and D 2 is small. From the previous discussion,

we know that this case only occurs when one of the two participation constraints binds.

Information sharing between downstream parties Another interesting aspect of the model is the incentive

for the firms to manage its information asset. In this subsection, we explore the firms' incentives to guard its

customer information.

An important aspect of information is that it is cost-less to share and disseminate (once produced).

Note that firms have incentives to participate in information exchange if

DV DV
+ >0fori= 1,2andi5j

Roughly, this condition is equivalent to existence of a Pareto improvement with transfer, where the transfer price

from j to i is set to be '9"i for i = 1, 2 (the price is not unique).

A stronger condition, as derived in Chen et al. (2001), is for Di to voluntarily give away information:

D13 > 0

In this subsection, we will explore when cross-firm sharing is likely to occur, in terms of parameter configurations

of the model.

We will then study the implication of privacy restrictions and exclusions on industry profit and welfare.

First, we observe that sharing is more likely to occur (in the sense that either 2- > 0 or the weaker condition

+ O > 0 or both are more likely to hold) when one firm's targeting technology is sufficiently inferior (to be

made precise later) and the relative magnitudes of the loyal bases of the two firms are not too different. We also

observe that the low type Dj (i.e., the firm with less perfect targeting technology) has stronger incentive to sell

than the high type Di (i.e., the firm with better targeting technology) in the sense that

DVi DVy
DI; DIs

Intuitively, an increase in either firm's targetability benefits both firms when the starting point is low. The firm

with low starting point has incentive to sell but the firm with high starting point doesn't - since only the high type

can pay a (positive) price to compensate for the potential loss.

Further, when the sizes of the loyalty bases are sufficiently different, the firm with the smaller loyalty base never

wants to improve the opponent's targetability due to the large loss at stake in the switchers' turf.

The figure below illustrates the argument above.

The intuition is above is imprecise, because we have implicitly collapsed the two-dimensional information product
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Figure 7: Incentives to share targeting technology, two dimensional product

into one. The figure below briefly explores the intricacies involved in two-dimensionality of information product.

In general, the high type party has incentive to sell IL but not Is, since an improvement in the latter worsens the

value V to both parties. In two-dimensional models, the targeting technology for the switchers is used mainly for

screening purposes.

Alternative mode of upstream-downstream relationships Our discussion so far assumes the monopolist can

design a menu of differentiated information products and ask the downstream parties to select their most desired

one (if any) from the menu. In this subsection, we consider several alternative modes of upstream-downstream

relationships. In the case of nonexclusive selling as discussed in Villas-Boas (1994), the seller produces a single

information product I and makes a take-it-or-leave-it offer to both downstream parties. The monopolist's surplus

from D1 is given as V (I, I) - V (1, 0) and the monopolist's surplus from D2 is given by V2 (I, I) - V2 (I, 0). From our

discussion in the previous section, it is easy to see that non-exclusive contracting is equivalent to the monopolist's

problem with the additional restriction that the menu can consist of only one product (of potentially multiple

dimensions), and that both incentive constraints bind.

In the case of exclusive contracting, on the other hand, the product can only be given to one party, so the

maximum price the monopolist can charge is given by the firm's willingness to pay for the product when the

opponent does not have access to the product, minus the firm's value when the product in question is given to

the rival. Formally, a monopolist's profit under exclusive contracting is given by V (1,0) - V1(0, 1) from D1 and

V2(0, 1) - V2 (I, 0) from D2.

2.5 Extension: general Hotelling style competition

So far, we have assumed that the the switchers are completely indifferent between D1 and D2 and the loyalty

customers are perfectly attached to their preferred party. In this subsection, we relax this assumption in the
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following sense. We assume the customer base can be divided into 2n + 1 segments. ordered by X1, X2, -. , X2n+1-

Customers in Xiis loyal to D1, customers in X2,,+1 is loyal to D 2. Customers in Xk (2 < k < n) purchase from

Di if pi < P2 + Ck and pi < 1, purchase from D2 if Pi > P2 + ck and P2 1 and purchase neither if pi > 1 and

P2 > 1 - Ck. Customers in kk (n + 1 < k < 2n) purchase from D 2 if P2 < P1 + b2n+1 -k and P2 < 1, purchase from

D1 if P2 > pi + b2n+l-k and pi < 1 and purchase neither if pi > 1 - b2n+1-k and P2 > 1. Assume ck is decreasing

in k and b2n+l1-k is increasing in k. Customers in X, purchase from D 1 if pi > P2 + d and P2 1 and purchase

from neither if pi > 1 and P2 > 1 - d.

Note that the formulation in the previous section can be viewed as the special case with n 3 and d = 0. In

this case, Xi = 7t, X3 = 12 and X2 = X.

We will consider a case where there are three segments: X1, X2, X3. Let II= (7rkJajA denote the information

product of Di.

711i 7r2 7r13

H i Tir2 733J

In particular,

Pri(s = X11w = Xi) = 7r1

Pri(s = X21W = X2) = 7r22

Pri(s = X31W = X3) = 7r3

The off-diagonal entries are defined analogously.

Given a pricing strategy, let G (p) = Pr,(pk < p) denote the CDF of price on Xk.

Define

0

G2(P) G2 (p - d)

G2(p)

Note on the segment X2, customer purchases from D 1 when faced with price p < P2 + d, or P2 > p - d, which

happens with probability (1 - G2(p - d)).

Similarly, define

FG{(p)1
G1(p)= G2(p-d)

0

Note on the segment X2, customer purchases from D2 when faced with price p > P2 + d which happens with

probability (1 - G2(p + d)).
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On perceived segment X1. at price p charged by D1 , total expected profit is given by

R.(p) =p {xi -ri X2 2r1 [Wr2 G(1 - G(p - d)) + 4Tri - (1 - G'(p))]}

On perceived segment X2, at price p charged by Di, total expected profit is given by

R2(p) = p- {Xi - + X2 - 7r2 [2 2(1 - G(p - d)) + r2 (1 - G3(p))]}

For D 2 , on perceived segment X3, at price p charged by D2. total expected profit if given by

R (p)= p -{X3 -r 3 23 + X2 [r- (1 - G}(p)) r 2 (1 - G(p + d)]}

For D 2 , on perceived segment X2, at price p charged by D2 , total expected profit if given by

Rj(p) = p - {X3 _ 7r2 + X2 -r2 [7i1 (1 - G{(p)) + 7r?2 (1 - G2(p + d)]}

First consider the case there there's no targeting technology available. The following can be established as shown

in Naraishm (1998):

If (X2 + X3) (1 - d) < X2, then (1, 1) is a pure strategy equilibrium. This corresponds to the case where lowering

price to 1 - d and gaining the entire market is less profitable than charging the reservation price (and obtaining

only the loyalty base).

Assume (X 2 + X3)(1- d) > X2and d >P1 -P 2 where P1  X and 12 =- . In this case, the mixed-strategy

equilibrium exists.

Note that D2 will not charge price in (1 - d, 1) and D1 will not charge below P2 + d. In equilibrium, Di's price

support is (P2 + d, 1) and D2 's price support is (P2,1 - d) and 1.

The equilibrium pricing functions can be obtained by solving

XiP + [1 - G 2 (p - d)]X2p = (XI + X2)(p2 + d), if i2 + d <p 1

X3p+[1 -Gi(p+d)]X 2 p= X3, if P2  p< 1-d

which yields

0 if p<P2+ d

G1(p)= I+ x- X2(3d) if P2+d p 1

I if p > 1

0 ifp 13 2

1+Li (Xl+X2)(P2+d) i1 2  -X+ X2_ (px)9+d) if P2 < p < 1 -d
G 2 (p) =

I + _ (Xi+X2)(P2+d) if 1-d p 1
X2 X2

1 if p > 1

Now suppose targeting technology is available. Assume (X2 + X3) (1 - d) > X2 and d > P1 -P2 where 1 = x
X1-X2

andP12 - _X3 In this case, there exists a unique mixed-strategy equilibrium. It is easy to see that in any mixed
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strategy equilibrium, the joint support of pl Up2 is continuous and the joint support of p2 Up3 is continuous. Neither

party's support of pricing strategy can have mass point below the reservation price 1. The joint support is of the

from [p + d, 1] for D1 and [p, 1 - d] U {1} for D2 .

The boundary conditions are: G'(p) 0, G{(1) = 1 - ,(d G (p+d) =0, and G(p) = 1. G(p) - 0,

G3(1 - d) = 1 _ (xx2)(2+d) + -, or (1 - q), G2(p) = 0, and G2(p) 1.

By construction, any price in the support yields the same expected revenue. So we have the indifference

conditions: R}(p) = RI(1), R2(p + d) = R (), and R1(p) R2i(p); R3(p) = R3(1 - d), R2(p) = R2(f)), and

Ri3) = R2(i).

3 Application: Upstream IT infrastructure provider and downstream

corporate customers

In this section, we consider a model with slightly different focus. We maintain the two-step composition structure

of the problem, where the outer problem features multi-dimensional screening and the inner problem features ex

post interactions. Instead of focusing on specific form of downstream competition, we will use a conflict matrix to

capture generic form of downstream interactions and shift our attention to the outer stage, where we generalize the

screening model introduced in the previous section.

3.1 Background

The field of information transaction frequently involves an upstream information service center and multiple down-

stream firms which provide services in multiple fields and may be involved in direct or indirect competition among

each other. A prominent example is AWS, which is an IT infrastructure platform that "provides a broad set of

infrastructure services, such as computing power, storage options, networking and databases, delivered as a utility:

on-demand, available in seconds, with pay-as-you-go pricing." According to its website introduction, AWS is a

"platform for virtually every use case", including data warehousing, deployment tools, directories to content deliv-

ery, the purpose of which is to allow "enterprises, start-ups, SMBs and customers in the public sector to access the

building blocks they need to respond quickly to changing business requirements".

To illustrate, consider the cloud computing service offered by AWS. The IT infrastructure provides virtualization

service, i.e., the creation of a virtual environment which operates like a high-performing computer and supervises

program scheduling through "cloud fabric". It also provides network communication protocol inter- and intra- data

centers.

To our knowledge, there is little prior work systematically studying the customer base of Amazon Web Service.

According to the website's introduction, AWS serves customers "of all types and sizes" including enterprises, startups

and public sectors. Menu of service provided includes big data, data center solutions, financial services, healthcare
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Figure 8: AWS Customer Stories site

To get a better understanding of the downstream customers of AWS, we scrape the website of AWS customer

stories to identify the latent structures of its customer bases. (The code and procedures involved in generating these

figures can be found in the appendix.)
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Figure 10: AWS Customer Stories: Clustering result, 500 companies sample

We further conduct a hierarchical clustering on the corpus using Ward clustering plotting a Ward dendrogram

topic modeling using Latent Dirichlet Allocation (LDA)
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Figure 11: AWS Customer Stories: Hierarch ical Ward dendrogram result, 500 companies sample

In the remaining part of this section, we will formalize the business model of AWS. We will consider AWS's

corporate customers as downstream parties in the baseline models. These firms have types which could reflect

firms' production technology, which we view as determined by the countless engineering decisions made in the past,
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all of which are proprietary information privately known to the firm. In addition, the private information could

also reflect a firm's preferences, composition of customer base, etc. Endowed with such private types, firms choose

from a menu of service products. A performance menu consists of a set of VMs with different CPU, memory and

disk configurations. In the case of AWS, the firm offers about 20 different VM configurations, ranging from low

performance "micro" to high performance "extra large." Firms' valuations of these products differ as a result of

varying sensitivity to job completion time, completion valuation, workload requirement, etc.

3.2 Setup

In addition to the interaction of I, and I2, another departure from standard screening model is the multi-dimensional

nature of the information product, which we subsumed in the above example for the sake of simplicity. To simplify,

we first consider a monopolist's problem with four possible types of downstream parties.

Suppose there are two states Q {wi, w2 }. Information provided by the upstream party add incremental

value to each state. Specifically, assume the downstream party's additional valuation in state wi obtained from full

information can take on two values vi E {v., vH}. Write Ai - vfr > 0. So there are 4 possible combination

of values in the presence of perfect information in state (wi, w 2): (VL, VL), (vL, VH), (VH, VL) and (vH, VH). The

seller's prior distribution over the buyer's type is Pr(vi, v 3 ) = i3 where i, j E {L, H}. We will make the simplifying

assumption that YLH = OHL = 0.

The seller's problem is to design service menu I = {(x, )}ij, where xij E [0, 1] parameterized the informa-

tiveness of the information device in stage ij (xij = 0 means no additional information provided, xij 1 means

perfect information) and the corresponding price Tij for all types ij. The seller's expected profit is

ii

Using a slightly different notation, we can represent the information product provided to type ij as

xoj 1 - xyi

where the rows represent (wi, W 2 ) and the columns represent (Si, s2 ). The valuation is given by the weighted

sun of the diagonal elements, i.e., v - X1 + v2 xy.

The buyer's net surplus from the information product is

Ri = R(I) = xiv + x2vi - ij

We want to maximize the seller's surplus subject to IR and IC constraints.
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As in the one-dimensional problem, the IR constraint that is binding is RLL > 0. The IC constraints are

Ri> > Rkl + x - v1)+ - v1) Vij, k1

which imply the monotonicity conditions:

xrH LH HL LL HH HL LH LL

We will first consider the relaxed problem where only the downward incentive constraints are relevant. After

substituting in the IR constraint RLL = 0 we have

RHL = xLLA

RLH = XLA 2

RH H = XLLA, + XLL A20MIILH _ L HL _ LL)$,0RJH=xL 1  2 LA2 + max{(xH -1 x)A,, (41 L -X2 )A2, 0}

Consider the case where xLL = 4 H and xLL HL, so the relevant constraint for type (VH VH) is

RHH = XLLA, + XLLA

Substituting into the objective, we have

+ x j vj] - (OHH +|0) [ELLA, + LA 2x3 2

s.t monotonicity constraints.

If on the other hand, the relevant downstream constraint for RHH is

RHH xLLA + LL A2 + (XHL _ LL )2

or

RHH = XLLA + XLLA2 (XLH - XL)A
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Substituting into the objective, we have

max
{fx }

/i3 x v i + x V- (OHH + /3) [XLA A+ ~LLA]

-0HHmax {XHL _ LL )A 2 , (xLH _ x L)A}

s.t monotonicity constraints.

3.3 Baseline: Two-dimensional information with independent downstream actions

Continuing our discussion in the previous section, let's first consider the symmetric case where A Al = A 2 ,

= = iLH LH _ HL HH _ HH LL _ Le

The incentive constraint becomes

RHH 2xLLA + max{(xLH - xLL

The relaxed problem is

maxi3 2 (OH HHH 3 x HL )VH + (xLH + OLLX LL)vL
{xij}

- [20XLL +0 HH(2xLL + max{(XLH _ XLL),O})]

s.t.

x H xLH

HL LL

It's easy to see that x HH _HL _ 

The coefficient of xLH is 2L - OHHA- So if

A> 2 3(i)
vL ~OHH

then xLH _ xLL. Otherwise XLH = HH 1.

The coefficient of xLL is 2LL UL - (2/3 + OHH)A. The seller minimizes XLL = xLH if

A OLL
> 2 (ii)

vL-1 - OLL
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Case 1: Both (i) and (ii) hold. Set xLL XLH = 0.

Case 2: (i) fails but (ii) holds. Set xLH _X HH = 1 and xLL=0.

Case 2A: (i) holds but (ii)fails. Set x LL x LH <

Case 3: (i) fails and (ii) fails, and 0 > OLL Set xLL = xLH - XHH
f3HH - 1-OLL

Case 4: (i) fails and (ii) fails, and 1 < /3LL and >L . Set xLL XLH XHH
/

3
HH I-3LL' 0 - VL

Case 5: (i) fails and (ii) fails, and /3 fLL ,and 2 < A. Set xLL XLH = 0.
/
3

HH 1-OLL 16 Vf,

The above simple example illustrates a key feature of multidimensional type model: the structure of the optimal

menu depends on (1) the retailer's valuations across states; and (2) the size of the information rent necessary to

induce truth telling. If the size of information rent is too high, the seller may exclude the low type (vL, VL). If the

retailer's valuations not too positively correlated, that is when the term

/3 LLI3
HH -0

OLOH-0

is small relative to 3H, then we will have xLH = XHL = HH = 1 and exclusion xLL 0.

The intuition is related to the bundling literature, c.f., Armstrong and Rochet (1999)'s intuition that bundling

can be used to effectively screen buyers' of multidimensional types, whenever the correlation coefficient of valuations

across goods are sufficiently small.

Another key aspect of the multidimensional model is that incentive constraints besides downward ones may be

binding. If this is the case, then solution to the above relaxed problem does not coincide with the solution to the

underlying problem. This problem does not arise in the symmetric model, since, by construction A = A = A2-

But in the asymmetric version of the same model, if AI is sufficiently larger than A 2 and the retailer's valuation are

negatively correlated, then the optimal menu may feature "distortion at the top", i.e., (vH, VH) may be allocated

XHH < 1.

Note that the reason for "distortion at the top" is different than the one mentioned in the previous section. There,

"distortion" arises from negative externalities in downstream competition: higher precision of one's information

technology may intensity price competition and eat up downstream profits, which reduces the retailers' willingness-

to-pay. Here, distortion arises from incentive reasons: multi-dimensionality puts more restrictions on the set of

incentive constraints. Unlike the one-dimensional model where types can be ordered according to their relative

valuation for the product, here the structure of "neighboring types" is more complicated.

The solutions to the problem are illustrated in the figure below for various combinations of ( 3 LL, OHH) and

various values of A.
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Solution to syimmetric problem with A=2
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3.4 General Case: Two-dimensional information with interdependent downstream

actions

Consider adding an ex post stage to the model in the previous section.

As in the previous section, suppose there are two states Q = {w 1 , w2}. Valuation of in state wi can take

on two values vi E {vf, vf'} with Ai = of - vf > 0 denote the incremental value of state i. The seller's prior

distribution over the buyer's type is Pr(vi, vj) = Oij where i, j E {L, H}. We will restrict our attention to symmetric

distributions where LH = /HL .

The seller's problem is to design service menu I = (Xi, )i, and the corresponding price T 3 . The seller's

expected profit is

SOij Tij

Unlike the previous example where the buyer's net surplus is

Rij = x vi + xj vi - Tij

we assume there's an additional stage where a random state occurs (each with probability -) and two types of

players are paired randomly. The value of the state is only realized if the party is the sole owner of the product

(the snob effect).

Formally,

Ri =2 OkmIv -1 1i 1 -VI + 2 A OmI~2- i)-xv
(k,m)#(i j) (k,m)#(ij)

Or

RLL = (0 3HH) ' xLLvL + 1 (0 + OHH ) LLL - TLL
2 1 1 2  H 2 2

RLH = (0 + HH) XL V + - (OLL +0)LH,2H - TLH2 1

R=!(R ~. HL H !( ~. HLL

RHL - (OLL ,0 X 1 V2  'HH2 (0 V HH X H 2  THL

1 1
RHH ' (f3LL + X ') H. + I (OLL + 0) ' Hv1  H TH H

2 1 +12 (! +/) 2  2 H

We want to maximize the seller's surplus subject to IR and IC constraints.

Rewrite

1 = - ( +3HH)VI

89



1
2f - - (W + 3HH)U222

SH 
H

V 2 -<P+ OLL)V 2

If 41H < OLL, then the relative ordering of if and f is preserved. Define

1 H1

51 =01" if 2 (2+0LUH - 0--OH

and

-H L =1 H 1
2 = 2 -v 2 (0 + OLL)V 2 2 (/3 + OHH)V2

As in the one-dimensional problem, the IR constraint that is binding is RLL > 0. The IC constraints are

R2  k R +x 'i -b + Xk(ii - il) Vij, k1

which imply the monotonicity conditions:

x H _ XLH XHL > XLL HH XHL LH LL

The problem is essentially the same after renaming the variable. The relaxed problem where only the downward

incentive constraints are relevant have the following constraints (after substituting in the IR constraint RLL = 0):

RHL = LL,&,
RHL LA2

RLH 2

RH =LLg1 LLE 4m XxLH _XL 1, 3HL _ LL ,ORHH =X1LAl + X2 A 2 + rnax{(f 1 1f)i ( 12 -2 L)A 2 , 0}

First, for the case where x4 L = 4 H and x L =HL and binding constraint for type (VH, VH) is

RHH xLL L 2
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we obtain after substitution

~v~Fij-* JKi L\ [LL L L1max E/Opj [xi 2  (OHH +} 1 X) 1 + 2L 2
{ Xi:, i

s.t monotonicity constraints.

For the case where the relevant downstream constraint for RHH is

RHH = LL 1 + XLL 2 ~+ (HL _ L L L H L 2

or

RHH XLLA -LL LH _ L LLH 2LA2

we obtain after substitution

MOT ij 3 [ X-OH - LL 2L Lmax E /3ij [x~]3 1 2 2 - (/HH + 03) [xLi 4A2

-3HHmax {(HL - L )A2, (xLH _ x L }

s.t monotonicity constraints.

For the symmetric case where L 1 = 2 , f= i, LH 4 H _ XL XHH X H XLL XLetc.

The incentive constraint becomes

RHH 2 xLLA + max (XLH _ XLL),0

The relaxed problem is

maxij2 [(PH HXHH + x HL )H + (xLH
{xij}

+ OLLXLL)L]

- [2 /3 XLL + /HH( 2XLL + max (XLH - XLL), 01)] A

s.t.

xHH > X LH

xHL > LL

As with the previous case, we have xHH _ HL = 1. The coefficient of XLH is 2!'UL - OHH.- XLH _ XLL if

A L > 2 (i')
OH Hf
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Otherwise xLH = XII = 1.

The coefficient of x1-L is 23LLV'- - (20 + OHH)A. The seller minimizes xLL = CfH if

A fiLL
> 2 (ii')fL - I U 3

LL

Note that (i') is equivalent to

(P +3HH)VH - (3 HH)VL +(OLL --
3 HH)VH >2

(3+,3HH)VL - OHH

or equivalently
A (OLL - 3HH)V H > + >2
vL (W + OH )VL - .H H

Since /HH < 3 LL,

A (OLL - OHH)VH A

VL + +3 HH)VL -VL

(i') is more easily satisfied than (i)

Similarly, we can show that (ii') is more easily satisfied than (ii).

Depending on the sign of the inequalities in (i') and (i"), the solution to the problem can be divided into five

cases, as in the previous example.

Case 1': Both (i') and (ii') hold. Set xLL XLH 0.

Case 2': (i') fails but (ii") holds. Set xLH X HH 1 and xLL 0.

Case 2A': (i) fails but (ii) holds. Set xLH _ HH 1 and xLL 0.

Case 3': (i') fails and (ii") fails, and /3 > AL Set XLL XLH = XHH
0111I - l-

3
LL

Case 4': (i') fails and (ii") fails, and 3 <ILL nd O > - Set XLL =LH = H H 1
1
3
H H 1 -13LL ,a V L

Case 5': (i') fails and (ii") fails, and a < iLL nd 2< -i. Set xLL XLH 0.
,8 /

3
H 1 -/LL ,a VL

We will focus on the change of solution region of Case 1', 2', 2' and 5'.

Given the same prior configurations (Aij, Vk), the area for Case 1' is greater than that for Case 1. The comparison

of Case 2 v.s 2', Case 5 v.s 5' is ambiguous.

In general, we can show that the exclusion region (where at least one type is served x = 0) is enlarged. See

illustrations below.
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Figure 13: Illustration of endogenous action
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A few remarks are in order. First, the addition of the ex post stage changes the exclusion region. Because of the

symmetry assumption and the linear structure of the model, endogenous ex post interaction changes the prediction

of the model through the term , which measures the relative increment of the high v.s low valuation in a given

state. The difference between the ex-post augmented 4 and the ex ante 4 is ( - " V, which reflects the

probability of downstream "clashes". Note that since 1 P + (+HH )v and f) /(+0HH)v, higher /H
3H

improves the value of vf . On the other hand, 14' j(I3+LL)v 1 2 (0+ LL)v2', so higher #LL improves the

value of vH. This is intuitive: we assume players are paired randomly and the value of the state is only realized if

the party is the sole owner of the product (the snob effect), so a higher fHH(JLL) decreases the chances of clashes

with uf (Vo). If the ex post interaction effect is moderate (see sub-figure a: small shift), the structure of the 5 cases

are maintained but the relative magnitudes are distorted. If the ex post interaction effect is large (see sub-figure

b: large shift), the structure of the cases may change. In our example, case 4 (the full service case) is completely

eliminated. In our example, because of the snob effect, the value of information is dampened and the screening is

made harder, which enlarges the exclusion region (case 1). Although the example is based on a particular form

of downstream interaction, the intuition extends to more general settings where competition among downstream

parties eat away the value of the upstream information provision.

The figure below illustrates the change to the solution, where we add additional snob effect constraint RHH

RLH on the second dimension of the problem.
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Solution to symmetric problem with 1=2. with interaction
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4 Conclusion

In this paper, we consider a model of an economic transaction between an upstream monopolist and several (town-

stream oligopolists. The upstream monopolist supplies a menu of multi-dimensional intermediate goods from which

the downstream oligopolists select. The oligopolists then use the previously purchased intermediate goods to pro-

duce the final products and compete with each other. The key feature of the model is that the intermediate good

is multi-dimensional, whose value is affected by the extent of ex post competition among the downstream players.

Such scenarios arise naturally in the real world, especially in the emerging sectors involving IT products in its

production. For example, the downstream parties may be E-commerce retailers who compete over a heterogeneous

customer base. Each party may have some prior assessment over the distribution of customer types, but would

benefit from incremental knowledge on customer information. The upstream party, in this scenario, is an informa-

tion vendor, who has access to technology required to develop a targeting device. Since information is valuable,

to extract surplus the upstream party would like to improve the quality of information. Such mnotive is counter-

balanced by the incentive to manage competition. In the extreme case where the downstream parties engage in

pure Bertrand competition, perfect knowledge about customer types reduces the size of downstream profit, driving

price to the marginal cost. In such case, it might be desirable for the upstream party to deliberately hold back and

coarsify information on some segments of the market. Another key aspect of the model is that the downstream

parties are ex-ante different in their preferences, and such preferences are private information. A menu designed

by the upstream party must induce self-selection, taking into account of the possibility that some parties might

misrepresent themselves to land a better deal.

In such market transactions, information which is an crucial aspect of production is imperfect, the market

structures are distinctively not perfectly competitive (as opposed to the models studied by Arrow and Debreu).

Firms directly involved in competition strive to enhance their market power over each other, giving rise to distortions

deviating from the first best. Upstream and downstream interactions are partially but not completely managed

through the menu design of intermediate goods.

Our model also differs from the canonical model of monopolistic screening in several important ways. We do

not take a customer as the basic unit of analysis. In our framework, a customer represents a bundle of information,

each dimension of which may be relevant to some but not all firms. Customer preferences and types are only

partially revealed through behaviors observed by the firms. The remaining part cannot be made available to the

firms free of charge. Another key aspect captured by the model is the indirect externalities conferred in the market

for information. Specifically, the value of customer information to a given firm is no longer determined solely by the

customer-firm pair's own characteristics. Instead, the value depends on the market competition structure among

all downstream firms. 4 For example, we show in Section 2 a model where competition of customer information

4 The intuition is related to the literature on contracting with externality. See Segal (1999) for the original exposition and Segal
(2003) and Segal and Whinston (2003) for extensions.
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has features similar to an arms race: having better information over the opponent allows one to better engage in

better price discrimination, but it also increases the value to the opponent and induces more aggressive demand for

information on the part of the opponents.

Our analysis yields several results which hold in general in this type of models. First, exclusion and specialization

are generic. Second, the "distortion-at-the-top" result from standard screening literature no longer holds: the

highest-value downstream party's menu is distorted downward (relative to the first-best) when such distortion

softens the competition with its opponents. Third, bunching where different but similar types are offered the same

bundle of information products arise in equilibrium. Fourth, information foods feature cross-externality, the sign

and magnitude of such externality have implications on the optimal design of privacy protection regulations.
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6 Appendix

6.1 Derivation for Section 2.4

Case 1: [IC1] and [IR1] bind. We have

tl = 1 +O +x-p) -max -

t2 = 12 (012 + '2 + X - P2) - max

ti(If , Il, I S) (#1( ) + (

i 4) + V)(I ) 2(2
- max - 1L

'01 + 4'(IS) ' q2(2) + 'bI

(tl ) + a {

4)2

2 +4J
(4i + X -)

42

f(IS))

Ol (IL1) + 4'(IjS, I

at, a51S S))
1 Ol (IL) + O(IS I2S) (X - X'S 1 12JS

1 1 )

)1(I) +'(I I a___( - P(IiS, 12)

1Y+ - Y+ (1 - 12S)) - )
(#1(IL) + (IS, I2))2 (X - p

+~( 011 (I X I (1 - I2 )+(I ) + (IS, ) C71 X

<0

412(,2) 2(4) (12(I4) + 4'2(I) + x - P2(1))

1 +' 2 (I) + ( (i + ( ) -p )
4I+' (IS) ' 2 (2) (12S)J' 4() x-
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J2') + X - P(I, I2S))

( 44+S(I) + X -

(X - p(Ilf, I2S)) > 0

t2 (I2, I2S) =

-



=t2  a1 ) +
a4 12('2)+&L

+ max

{ 1 2 ( 2 ) (x - P2( 1
2 ))

(2 i2)
02(I2 ) + 'V(I2)

at2  a { 12(I2)
Z -I2 1S 12(1)+ 2( P2( 12))

+ 012 ) 2(I2 )
0k12(12) V02(12S)

'2(I2) (0'IS)
2(I12) + 'V(I2) I

+ #(2) + x - P(2S))

- '(12)) < 0

Hence, the solution will feature the largest possible values of I2, IL and the smallest possible 11, I2 while

maintaining [IR2] and [IC2.

It's easy to see [IC2] is satisfied. Suppose -y1 > Y2, [IR2] implies

<- -ft Y2()2Kyl+ + x Y1 2
-Y 1+ x('2 'Y+x1 + X 'Y2+ x

1 

+ x -( )2 ( 1 -2)

-x - 72 - X( 2 + x( )2)
Y1+ X 72+ x - + X 72+ X

A contradiction.

So the optimum solution must have [IR2] binding as well.

Case 2: [IC1] and [IR2] bind.

In this case, we have

i + (k+@+x-p)

+ 0'(02+0+x-P)
01 + V

-- 12 (012 + 2 + X- P2)
12+0
1 + (q 2 + "P + X -P2

+ V)2 Q2 PxP

t2= (02++X-P)-- 1 (2 +x-P)
01 +@ 4 1 +
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=1 (#1(I) + g(I , I2) + X - p(I+, VIS))

- 12 (42L) (#12(I2) + V)22(I2) + x - P2(12))
612 (42) + V)2(12S)

+ (I ) (]S IS) )(2(12 ) + V(IS, I2) + x - p(Ij, I ))
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t(If IS, I2, tI) = f t 1 + (1- f) t2

=1)(IL)) + b(I, j12) + x - (I' ,2))

2) (#12(4f) + #2(i) + X - P2(I1 ))

((I2(4) + '(Ij , 4) + X - P(I ,4I ))

- +2 ( 2 + (I1 ) + x - #(I ))

We solve for the partial derivatives of t with respect to j1 , Ij, I4 and I4. First note that

Ot
a jL

a
+ 5 L

1

(f ) (I )OIL{
01( q 1() .. '1 )+ IIS

1 ~(IL) +'4IS IS) (0(1

}(X - (S 2)
X - P(1S, I2S))

1F {q(If) )(I) ( + (IS) + x -- (I)) > 0

So the solution will feature the highest possible If that is consistent with the omitted two constraints IC2 and

IRi.

We have

103

Let

t (I , IIS, I2L, tS)



+YJ- {IS )(I )L+ ) - P(, p2
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The effect is ambiguous. An increase in If reduces the first three terms in the expression of ti but increases the

last term (which enters the expression with a negative sign). This term corresponds to the effect of N; on V(h1, 0).

Increasing N; is valuable for D1 if D2 has no access to information technology (because the competition effect on

the switcher region is moot).

At I 1= 1,
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Note at I 7= 0,I = 0, the above expression simplies to

B _ 2f (X + 3)-?+ 7Y172 + x-yl)

OIS (Xy1 + 2X72 + Y172N + X 2)2

When '71 = 72 on th othrn, the above condition is oated and we have <0.0

Now consider the sign of wiat dp = 1.
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At 1 = Y2 = x = and f =, the expression simplies to

at 90I2 + (2-2 - 29)(12)2 + 30I()I2 - 25

7 5 (S -5)2

IL ( L 1I I L1

which has roots 3(5 2 1 29)(5( )2_4I2+58) and 3(5I29)(5()2-4I +58)1 . Note the denominator 24 - 29 is
2-29 24-29

always negative. So the second root (if exists and evaluates to a real number) is always positive. The first root is

positive if 0 < I4 < 5. At I = 0, The two roots are 1.7617, and - = 29( )2 -9 25 < 0. At 4 ,
1lg Th5(Is-)2 12 5

8t -(2V5-145)(I) 2 -(450+30v')I4+125 > 0 if and only if I > 0.2601.
3 7 5 (IS5 5 )2>0ifadolif1

So, the optimal value of Is is strictly between 0 and 1, and it displays complementarity with Is.

To see the effect of I2 on t, note that

at a ff ~ 12(I2 ) (0122(I) + V2(I) + X P2(I12))
I2 a12L412(I2 ) + 02 (1)

_ f - 12(I2L) L210)
{ 12 (12) + 2 (12S) }12(-2)

01 (IL )12I
#1 (If) + O(I , 4 I .

Or equivalently,

at a f71(4 + (12 - 4)) 1
2 a4 {'(12 + (1 -I 2) 7) + X(1 - 1)2(2 2 2

S72+X 72+X L2X J

- f y1( J L+ (1 1 L) j) "j> 71

71(2 + (12I4 ) ) + X(1 - 12S) )2( { 722 X

71(If + (1 - I)1) -72(I + (1 - 12L) )
71(f (1--IL ) + X(I[S + (1 - IS) 1 )(_[2 + (I IS)g )

The effect is ambiguous. An increase in I increases the value of IR2. When the constraint is binding, the increase

translates to an increase in the value of t 2 . On the other hand, an increase in I tightens Di's incentive constraint

and reduces the gap in IC1.
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At if= 1, this expression can be written as
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At the symmetric case y1 = y2 = X= and f = -1, this evaluates to
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At I4 = 0, the expression simplies to
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which is decreasing in Is and crosses the zero once. (See figure below).

Above this point, > 0, so a higher I2 implies higher 42 (complementarity). Below this point, the opposite
sa2

holds and 42 and 42 are (gross) substitutes.
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Figure 15: at (I), Y1 =Y2=X= , f I If= 1, Is =1
>2
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Again, the effect is ambiguous. The second term (which enters with a negative sign) is evaluated against the

sum of the first and the third terms. At x '71 = '72 = 1 and f = }, this simplifies to

I2
12

+ > 0

for I E [0, 1].

To sum up, for the symmetric case with X =71 7= 2 = and f

Ot at

at >0 and t > 0

Increases in If and I are beneficial to the upstream party. Suppose the omitted constraints do not bind (we will

come back and check this), we set If = 1 and I 1.
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{ 71 +
{'72(12L +

{-X(1

.x S) XX(I + (I - IS) )( 1 - +x+41 x+722

at (12:-1)((I2-1)2 _(I9+1)2 + 1)

12S~ (12 -1)2+2 )2
12

X(is + (1 - IS) x)(- )f
X+71l X+72



From the discussion above, > 0 when I= 1. Complementarity requires setting If5 to the maximal value

compatible with the omitted constraints. Suppose Is = 1. We then have IL from the dicussions above.

It remains to check the omitted constraints IC2 and IR1 are satisfied.

ti _ _0 (01+V+ x - p) - Tnax , 1 + X -) [IRI]
=k1 + )b

(- 2 x
-Y2 + X

ti - t2 > (02 +01+ X -Pi) - (#2 + + x -p) [IC2]
01 +i 0#1 + V

=0

Note

t2= 0 [IR2]

ti = (Y1 x ) [C1]
72 + X

which satisfy IR1 and IC2.

Case 3: [IC2] and [IR2] bind.

In this case, we have

ti = 01 (+'01 +x - Pi) - - 01 - (2+ + X-)

01 #1-p
t2 = (02 +V)+ X - P)- 01 ( 2+ +x X #

01 +@ V)+
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Let

-0+ I1 (2+ 1 +X - Pl)

+( P (2 + V)+ X - P1) 2+ +

01 + V,1+
+(I + (I - I_) )

71If + (1 - IL) -1) + x(I - IS) 2 K1) 2

2( ( x 1 - y+

+

Y2(I2 + (1 - I2 ) 'Y2) + X(1 IS)(1 - IS)( 'Y 2 ) + x - x(I + (1S+2+ x 1+ X 72+ x

71(If + (1 - IL) Y1)

71I(IL + (I - ft )1 + 1 +- x)( )
2+ lI 11 II)( 'Yi )(-1{ yi +X Y1+X fX

k + X d a (1 - Ith )( ) + to b tai

Take the partial derivative of t with respect to I2 to obtain

at f (I + (1 - I) )i

I 1(I + (1- I iL) ) + ( - IS)(2 2 72 +

(j -f) - 71(Ij + (j_1 -, I)X(1- IS)( )(1 )1

71(f ( -IL ) Y, ) + x(I - IS)(1 - SI)( 71)( )

{Y2 (12

-'Il) X )(IS + (1-
x + 71

+ ( -1 X 72

}
+(1I2L) 12)+x(1-i9)(1-4)( ____ 72 )+x -x(I +(1-

Y2+X Y1+X 'Y2+x
IS) x )(4+(-I) X

x+ 12 X+ -2

+(1 - f (I + (1 - I) )

+ (IL + (I - IL ) )+ 1 -I)1 - +x )( )( ) Y 2 x

which has the same sign as

f
71 (I +(I _IL) 'Y1 ) + (1 - I) 2 ( 21 )2

11 -y1 x1 -yi+

+ { (I )( - I ) )__

71,(IL + (1 - IL) )i + X(j- I )(1 S) I)( )( 2

Y2(12+(1-

}
12 12 )+ X(1 IS)(, IS)( 'Y "2 ) -(x(-~ X (S(xS
'72 +X 71i+ X 72 +X x +-} y+ y2 J

111

+ I (1-f) 1
71(Il+ (1-I') ) +x(i -i +)(X -)(X)(-)

1 ) ) -

1(IL + (I - IL) Yi) + X(I - IS)(1 - I2 )( )(, ')



For the symmetric case x = 1= 72 = A and f = 1, this evaluates to

1
L 1 S S + L (IS -1)2 5

(,I_ -12 )

(IS _ 1)( L + -- +1)2)+4(- + (J2 (I A 1)(12 )+

612 6i-)

This expression is positive throughout.

Second, we take the partial derivative of t with respect to Ij to obtain

'I f (1- f 1 (I + (1-- If)-

12 (IL + (I IL )g ) -n

- LL + 1 Y2 1i -' Y2
72( (1 -2 + ) + X(l - IS)( - I') )(1 ) + x

'Y1 I -n2+X 1 1+-x -Y 2+x
((1 -f) -y7(If + (1 - frk ) '

-(1 - IS)( + )( Y ) Is + (1 - is) )( 72

-Y1 + X 7/2 + X X + 71 X + 7Y2

}
- X(I+ + (1 - is) ) +1 ( 

xS+1 ( 12)X + -2

which has the same sign as

71(F +
(1 -IS)( )

)2(1 -Y If) ) + X(1 IS)(1 - SI)( Y1 )( )

+(1 - 12 ) + X 1
72 + X

Si)( Y +X271 + X )7-2 + X )+X-XI+

71(f +(1 11f ) + X(1 - ifs)(1 - IN)( )( )1

For the symmetric case X = y1 = and f =, this evaluates to

1

61+1 + (11 -1)(I -1)
6 12

(1 - is) 'IX + -1
12S) )

X + -Y2

(IS [L (' ) (il12 + (, ) 161j 6 6 12 2

This expression is positive throughout.

We will set I = I2 = 1, which is valid as long as the omitted constraints are satisfied, which we assume to be

the case for now. Turning to (If, IS) , we obtain
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}

'Y )X(1 IS)( -1 )( - )

-IS)(1 - SI )( -1 )( '2 )) 2
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"k,~ 'Y1+W1 x1 - Ii )( " )
-n x n1 + x

{7(if + (12

{72(4+ (1 -

f- (1+-

I7 ) + ( -

If ) + X ( --

__21

IS)2( -1 2
1 

)2 x )

'1 + x
- I ) )2}

)()1 + x i+ x

{ (1 - f) - (1 -

(IL + (1 - IF) -1, ) + x(1

Y2(9L + (1 - I 2) ) + x(1
- 7) ' 2 + X

+'i WX )(- IN 'n+'

12S)( )+

- IS)(1 - )( )( )

I - '72 )
'71+X 72+X

IS X (I + (1 - SI) X
x+y1 x+2 J

)-Y1 ) + x(1 - +) )({71(IL + (1 - If

72 +X(1 -
' 1 ' 2

is) -Y +X )( %+ X
1) ) X+72

which has the same sign as

((I - I )( -1 )

1(IL + (I IL) -i) + x(1I f T)2( 71 22

72(I + (1

}
I ') 72) + x(1-_ I) 2( ' )2 + x -X(I S + (1- IS) )2

(1-f) (1 - )( 21

71(If + (1-I -) f) + x( 1 - 12- I) )(

S2IL + I(2 - 72 )+ X(1 IS)(1 - IS)( )( 12 + X -X(I + (1 -IS) X_ )(I+ (I
( +X 71+X '2+X x +Y1

(If + (1 - I2 1 ) + X ( IS)( )( )

'2 X(If)( '71 12_)+x-x(I +(1-II)
{72t + X Y+X~ '72+X X+'1 X->72}

For the symmetric case x '71 '72 = and f = , at If = 0, this evaluates to

(i13 - )(2 + (I 1)2 2_+2_

4(((If -1 .1)) + 12
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-I2) X
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_L 1
6 2 (I- 1)( 2 - (L+) + (If -) I-1) + j)

4 (I -)(2 -1) + 1)212 6)

+ x - X(Is + (I -



if =0 If =

IL= 0 + -

I1 + -

Table 3: Sign of a

When I= 0, > 0. When Is= 1, a' < 0.
I 1

At IL =1 and Is = 1 a <0.

At IL = l and I2 = 0 a > 0 if I2 = I and < 0 if I2= 0.

At I2 = 1 and I = 1, this simplifies to

72([ - 1)
(2I1 - I + 3)2

3 (Is)2 - 9I + 6
+ (If + ) 2

whose sign depends on (IS, If), as shown in the following table.

IL) + x( - IIS)2( 21 )2 }
Is) x)2

1)x + 1 -

I
X(Is + (1 - I ) )(+ i + ( -- I4 ) X

X +'Y2

( I ( _- f ) - ( I L + ( I - I ) - )
S 1(IL + (1 - IL) +1 ) ( - X(1 I S) - IS)( 71 )(Y2 )

X(0 - 1S)( ' -Y2 x X 'I )(1 + (1 - S)

{ (If + (1 - IL) )x( )( )

(-yi(If + (I - IL)-) + X( - IS)(1)( 2))2

72 X

-Y 2 + X
+Vx(1 - I f X2 X) + x -x(i2 + (I - i) )

,Y 7 ( I L + ( 1 - I N ) f )
1 - n+

-Y (If + (1 - If) -i) + x(l - -I2)(j )( ) .
-1 I x )x 2

X' ( Y2 +X _ X+'Yi X 2
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als ( (If + (

L)'Y2 (I (1 JS)2( 'Yi )2 + X-x(_S +
72(12\ + (1 - IY2) Y ) + X -yi + x

f _-, 1(IL + (1 _ IL))
+ (IL + (I -- L) & ) + X 1(1 - +x)2 3-2r (1 -If ( XIf 2 +) x - IS)2( - )2 x

f_ _ 2X ( -_s( T____ - 2 ( s I - IS Y

+ { (1 - f) - Y1(If + (1 - If-), )x( - ^)( )( )2

(1(IL + (1 - IL)7) + x(i - If)( - 2)( )( )

2(1 + (1 - 2) 'Y2) + (l - IS)(1 - 12)( Y ) ) + x -
Y2 + X 'Y1+ X %2+ X

}

( L2f 1 1 + (1 _ IL) 'Y, )(1 - IS)( "Yi )2* Vyi 1 -yl+x I -yi +x



12=0 =12

+
(a) IL= 0

iii

2 0 121

IFJ1 + -

Table 4: Sign of

which has the same sign as

{ 2f - X (1 - IS)( ' )2

7(IJ + (1 - IL) )11) + X(1 - IS)2( 2)

(7(' + ( -2f + X(1 -- I)2( -f 1 2 + X -X(IS +

+ { (IL + (1 -I) + X(1 - IS)2( Yi )2

-2X(1 - Is)( 'Y1 )2 + X - 2X(IS + (1 - is ) ) 71
1+ x+11 x+7

{72

(1 -f) _ (I + (1- IL)- )x(1 - I2)( Y1)( ) 

(IL + (1- I) 7 ) + x(j - I)(1 - S)(y1)( 2)
L ( i 2 ) ( 1 -S)( YIS)( Y _ _s

j2_ + (Y1 - I ) Y ) + X(j - IS)(, - I2 )( 'Y1 72 ) x x(IS+(1 I)
2 + X Y1+ X 72+ X X +71

+ { (1 (1 - f) -
71(If + ( 1) + (1-I)(1 - I2S)( Y+ )(-Y+)

{-X(1
-I2)( Y1 )(2 + X - X( )(1 + (1 - I2S) )

I+X 72+X X+Y X+i2

X ( 1)( 12 )
((IL + (I - IL ) -1) + X (1 - IS )( )(1'Y )) 2

+ "(1 - i))( )( )2
71 +X -Y2+ X

+ x - x(I + (1 yS ) )

1(IL + (1 - IL) ) X(1 - IJS)( -1)( )
1 1 +X'1+X -2+
'Y1 'Y )Y+V)f

x(jX 4 2 ' X X71 x+}72

For the symmetric case x = 71 = = . and f = jat Is = 0, the expression simplifies to (up to a multiplicative

term)

_ _ (4 +1) _ (4+1) (I + 1)

Osi 121L - 6I2 + 18 (21L + 3)2 IL(6I 9)
+(If + 1)(I + 3)

3(2I4 + 3)2
(IL + 1)(12 -1)( I IS +( 2

(241 I2 +3)2
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11 (l+(1-s1)
2

) (1+4 (1-sI))-...+2 s, = 0
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0.3

0 . 32 0.3 0,4 05 0.6 137 0.8 OR

Figure 16: Plot of 1 (1+ 4(1 -s1))- 21 (2 - si) - 2li + 2s, < 0

At Is = 1, the expression simplies to (up to a multiplicative term)

Ot 21L - IL + 31S - (I S)2 + IL Sf+

24(I' + 1)

which is negative. Note that when Is = 1 and I = 1, IR1 and IC1 simplify to

ti i 1 + " (X
01 + (

- p) - -y1 [IR1]

ti - t 2  1 1+ (X - p) - Y1 [IC1]

ti 01 +0+ (X - P) -Y1

or simply

At

+ ( 2+ + X

The omitted constraints are satisfied if

(42+1+ X - P1) ( 2 + + X ) + (X - P) -__1
01+01 01 + 01 1+ V

Let 1.1 = Pri(l11L) and si = Pr1 (s1 |S). We have

-(1+ 4(1 - si)) -1 (2 - s1) - 2li + 2si < 011 + (1 -81)2 +l+(1-si),

This constraint corresponds to the right half of the graph below.

For the symmetric case,
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i=11+(1 -s) 2 3
+ 1 )2+ 1 2

3 3 3 l1 + (-sl) 6
+ 1 11-S)+ Si)

6 3 6

1 11 1
3 11 + - (l - si) 6

1 1
6(1 si)+ 3

1

1 1 Ili 1 1 1 1
t = ti + t2 =1 + (1 - 1)23 3 3 3i

I11 - 1 1
3 1i + (I- - si) 6 6

It's easy to see that this expression is maximized when 11 = si = 0.

Case 4: [IC2] and {IR1] bind.

t 1 (01+v+x-p)-max
01+0 1++ +

21+

t2= - (#2+01+x-pi)+ (#2+ '+x-p)

+ $ (01+0+X-p)--max (1-F+ + -+)
#t 1 f + 1 -2+

t =f - tl+ (I f) - t2

+( b + +x - p) -max
}( + + x -

(1- f)1 (2+ +X -P)+ (+ +
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Equivalently

)=~~ 1(I _ -IL) 'i )

{ (2f -1) ( - -(1- I~ )
+ (IL + (1- IL) ) +x(1- - IS)( )(

__ _yi +XI}2x-Y) XX s s X )

X ~ x(I7 + (I1 IS) ) +
1 X + )(1+(1x ) S) }
1 22(I2 +(I - 12) )

-Y1+ X (1 - IS)( )' 2(I2L + (I - IL) -- 2) + X -1 (1 _ S)( =-,

i + X( 'Y )( 2 )( - 12S)+ X - X( )(If2 +(1 - I2S p )

+ (1 - f)71(I + (1 - I+)I
7 (IL + ( - L I ) + x( -- 17 ) ,

72(1 +1 - I ) -1 ) + X(1 -- IS)2 - X 2 + (f + 1 -I )-y2 x1 X+-Yi XIl kl)

{)2L1+ (1 -4) 'Y2 + ~ J)( X X __X__+( IS(I + (1 - X)LY + ( - X+7
(1(2L + ( I )Y2 )+ x IS)(, _ I2S)( X )( )

72If+( - )7 + X ( - +7)(1 X) )p + x 1 x( + 1 X + -Y )(12S+(l -1
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The partial derivative of t with respect to Is is

8'2 { G 1 (IL + (1 - I ) -) (
aI -1(I +y~ (1-I~) X(1-I)( - I )( X )( )

1 (IL + ( - I) Y )(X (1 - I ) X +5 )

f (2f -1) (~ If +( - m) )

-X(I + (1 - I) X )( )

1 +7 72(__ + (1 - 2 ) ) i

'71 +x( -7 ) (IL )(1-If)+ -y( )(I +(1- I) X

+ a 71 72(1 + (1 -qf ) ) 1 __2

IL) 71 + X(1 - )( ) 2 X X+72

j'72(I + (l -I2) '2) +x(11-iS )(11- I)( )( ____)x - (I+ (1 - I) X)(If +(1I- ) X
72+ x X+71 X+72 x+7 x+7i

(1 - f)71(Ii + (1 - I') 1

X Yi X /

[1(If+(1-I) ) + x(l - IS)(1 - _)( (

S( -) ((-) ) - X (12L + (1 - ) + ) )( 1 ) 1 S

_ _ _1 S X )( 2 +( -S)} _

First, let's consider the case where - I+(I) + (-x )( ),oeq vanty

112X)-_12_X___2

Y72( +(1 2 I ) )

max ''72 X '71+XX( X 1

When the condition

72( + (1 -I) ) __X

72 + X 71 +X

holds, we have
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at('I (1- I ) ) x( - (_( )( ) ) f
2 (IL + ( 1 - IL - + I 7) )

(X - (i + (1 - is) )(Ij(1 - X ) }
X +71 x+

X1(IL + ( - IL) )

+ 1 I +7 (1 - f ) g ) + 1 - y +( X f ( )

{- (IL + (I - IL) X )( 7

2X+71 X+

Xf77 + lx( )_

'71 X + y2 X )(

{ ) } + X( -X72

(1- f)7(I + (1h - I ) X(1 - I X )( X- (2Y+)( 1
[(i + (1 -I ) X ) + x(' -- +( - ) ) )

+( yS)('2 X YX
y2( l + (X - 12) + X( 1 -+f ( -I ) X x + 72 ) + x -x I +( f 1) I +( f x +

(1 - f)71(I + (1 I )~ J) ) (+ Y XX+'7i X+'2X+iX+7

+ (I + (I - IL ) + ( - ) -(

{x( - f(1 ) IS ) )- (I +( - I ))( 7

1 x+72 X+7i X+ 2

It can be shown that this expression is negative throughout.

In this case, we have

{ (1 - f)i(J +( - I )1

72(, +1I 1- f)g )+ ( f)2 +X

+ [1 - f )-yj (1- f) (I (1 -I )-;# ) 1 ( X
[71(J +(1-If) 4) +F x(1 - )(- I)( ) ( ) 72 +X

which has the same sign as

= t _ 1 y +

012 - -71(If+(1-I) ) + x(1 - S)2( )2

+IL71(IL + (1 - I' ) ) + x(1-Ii)(l- )( -n )(X 72)
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We have

at
aIfi > 0 +=

(IL + (1 - If) )Yi X )
1 1+ X X+Y1 X + 2

<71 (I + (1 - I) 71 ) +X(1_-IJS)2( X 72
1 1 + x x + -n1

Or
at< 0 -> 2 >

jI X + 72 X + 71

Note that this always satisfied at I = 0.

Next, let's turn to the case with

multiplicative term)

-yi +x (1 2 ~ X+'Y2)

< -Y2(I 2 +(1-4) _Y2+YX
-IL)-12 +X 1 (1__11) 1+2) We have (up to a

at

a__ -

X __ - )( ^12

72(12 + (1- I ) 42) + x 74I (I - _) ) }
{ 1 -f Y2 S)7 + X( -2 )(1 - 12) + x- X(- )(

1+X Y+x x2+X 1+x

(1 - f)-n(IL + (1 - 1 ) )

1(I + (1 - IL) i ) + X(1 - IS)2( X 2

xf)-1(JL + (I - IL) )1 1

(IL + (1If) ) ' + (1- If(-)(

Consider the partial derivatives with respect to the other components.
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(IL(1 + (I _ IL)'I )n )x) x(1 - is)( x )( )

2 ((I- + (I - I )) x ( ' I )( ' - -[2)( )

x - x(is + (I - lis) ) (I2 + (1 - I2) ) )x + -yi X+Y1

( 2(4 1 (1 - + ( )

{+ -31 "f+(1 X I n ) (1 -I)1 - ( X )(_)(

x -Y++x1x _(
+ -Y, 2(I + (1 I ) ^, ) x )

(12fi+ ( (I ) IS)x(' - i2)( ) ) 2

IL)Q x( ) ' (1 - ) ( )( X +X1 )X

X+Yl XX+Y2
{ W1 + 

Jj 2 ( I) x XI 2J __2( (12- + (I )+ x2 - () 1+ (x x+2

(Y(12 - f (If - I2L 12+ -l x( J2 - I 2)n

722

(2LI + Y( I2 P + ( - I ) ( -Y+ X!( ( x))

2(II (1 _ I) )Y2 + X(1 - SI) - ( 'Y()2 (I 1-I ) (f+(

-(1 - )_)l1(IL + (1 -1,)~ I ) ( )

+ 1IL + (I - IL ) I,)+ x(l I) (I - )( X)( )

x2(127 +X)+ l - IS))(-1)( +-/ )( N - x(IS +(I - is) )( + lx2 y
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which is negative throughout.

x)

(71 - xx)( ( - IjS)( - 12S)( 'n )( " )

2

71(If +(1- IL) q) + x(l - Ij)(1 - I )( )( )

I2 ) X 1

{

OI-L }
X(If + (l - Iis) ) )(12 +(l

7Y2(12 + (1 _ I) 2 ) +

}
I( -I X )2 + X - X(+ (1
I x + 11

(1 - f)1z (( - S)(1 - 'Y)

+ 1(IL + (1 - I+)x ) + x(1 - 1j)(1 - 12 )( ) )

{2 (12
(1I_L) 12 + (1 IS)(, _ jS)( X X ___ S)_X-/2+ X X + 1i) X + '2 ) I I-I)x + i )(2X+72

which is positive throughout.

1(IL + (I - IL) -, )lx) X(l - I'm)(' )( )

7(IL + (I IL~) '1n+ x(1 - I)(l - I2)( )( ) }
+(1 +Y )(1I + (1 - 12) )

( 1( f + ( - y + ) )
71(f ( -IL ) ,i) + X(1 - I)(l - I2)( )( )

X( )(12S+(1 - 2) )

{ ( -f)-y1(IT + (1 _ 1) -1)

1(IL + (I - IL ) -1) + )((I - IS )2( X 2

}

-2X(1 - Is)(. -) - 2X(Is + (I - Is)-)

(1- f)Y( 1(IL + (1 I) -- )X(_ I )( X )( 1
+ 1+ 2

+ (1- ) + x(1 - IS)(1 - 2X)( x41)(x- ))

(2Il ))( X ) ) + x2 2+X )+Xl-IS( 12X + 1 ) X +1'2
X )(IS(1 IS) XX(I + I -is )(+ - )12X + '2J

(1 - f)71,(IL + (1-IL) - )
+ 71l(IL + (I - IL) -i ) + IX(l - f)1 - If)( ( i

X(1 - 1X)( ) X( )I + - ) ) Y
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at{
aI

x -x(Il

{Y2 (If +

(X(l _ IS)2( X )2)(l - f)-yi X 1-yl +x x+-Yl
2

71(IL+(I-IJL) -1, )+X(I-IS)2( X )2
1 'yl +x 1 x+-Yl )



which is negative throughout at Ifs = 1.

At I 0 and I 1, the expression is positive.

Finally

2L

(X~ -n 1 Y

_[ + (1 _ 1L) 12 ) + X4 (11 -iS) ( 1+2)2 }
71i + X( )(1 - ) + X - X( )( 1

-Y1+ X 71n+ X 12 +X 7Y1+ X

(1 - f)i(I + (1- I ) )

1(IL + (I - 11L ) 1, ) + x(j - IS)2( 1 2 }
S(1 - f)-i(If + (1 - IL) -n )

+ 1(IL + (1 - IfL)' ) + x(l - 1JS)(1 - 12S)( ) )

When I2 = 0, the expression is positive at 12 = 0 and negative at 42 = 1.

At Is = 0, this expression simplifies to

at 1 5

OLf 24(+ + 1)2 18

which has zero at I = 0.82379

Finally, we check the omitted constraints at j 1 = 1, f= 0 I= 0 and I2 12.

At

+ (# + +y-p) - max {
01 +9 41,+

02
02 +

It is easy to check the omitted constraints are satisfied at 12 = 1 but not when 12 < 1-

Illustrations of constraints
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X + -2J
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Constraints when IL=j 1,5=1 I=l iS=,I ' I 2 ' 2

--- t- <Ic,
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Figure 18: Illustrations of the constraints; symmetric case; one party with full information
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Figure 19: Illustrations of the constraints; symmetric case; one party with zero information (exclusion)

0.4'

(a) If =1, IS =0, IL =0,I =S 1 ()IL =0, IS =1, IL = 1,If =0

1 1 (b.) 1. 1 'i1.

Figure 20: Illustrations of the constraints; symmetric case; parties specialized in L and S dimensions

6.2 Description of procedure used to generate Figure 11 and 10.

1. Scrape customer case study from the AWS website.

2. Tokenize and stem each case study document using NLTK's list of English stop words and Snowball stemmers.

3. Transform the corpus into vector space using tf-idf calculating cosine distance between each document as a

measure of similarity. We define term frequency-inverse document frequency (tf-idf) vectorizer parameters and then

convert the text list into a tf-idf matrix. To get a Tf-idf matrix, first count word occurrences by document. This

is transformed into a document-term matrix (dtm). This is also just called a term frequency matrix. Then apply

the term frequency-inverse document frequency weighting: words that occur frequently within a document but not

frequently within the corpus receive a higher weighting as these words are assumed to contain more meaning in

relation to the document.

4. Cluster the documents using the k-means algorithm. Using the tf-idf matrix, we initializes K-means with a pre-

determined number of clusters (e.g., 5 clusters as is the case here). Each observation is assigned to a cluster (cluster

assignment) so as to minimize the within cluster sum of squares. Next, the mean of the clustered observations

is calculated and used as the new cluster centroid. Then, observations are reassigned to clusters and centroids
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recalculated in an iterative process until the algorithm reaches convergence.

5. Use multidimensional scaling to reduce dimensionality within the corpus.

The graphs plot the clustering output from the above procedure using matplotlib and mpld3.
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Chapter 3: Information Theory Foundation of

Propaganda

1 Introduction

What is propaganda? Canonical political theory holds that propaganda is restriction of information.

Hence, it can be effective only when the regime can control the media outlets, restricting the number of

information sources (Stockmann 2012, Chapter 8). According to this view, when the number of media

sources proliferate and goes beyond the control of the state, citizens will select out of biased state media

sources into reliable information. An alternative theory proposes that propaganda serves as a signal,

creating norms that citizens are trained to follow (Brady 2008). As a form of "cultural governance"

(Perry 2013), propaganda encourages compliance via establishing rituals and statndards (Brady 2008).

These theories were challenged by empirical works by King, Pan and Roberts (2013, 2014) who found

that government restriction on information largely doesn't target criticism of government policies, but

remove all post related to collective action events, activists regardless of their support or criticism of the

government.

Consider a society consisting of a continuum of citizens. Each citizen would like to take actions that

represent their best assessment of an ex-ante state. We interpret the state as the degree of underlying

social tension and the action as the strength of protests. In the case where the action is binary, it could

represent the choice between revolt or no revolt, as in the original Angeletos et al. (2005) model on

regime change. Citizens would also like their actions to fit in with each other. This could reflect the

psychological tendency of herding behavior, fear of a crackdown (as Roberts (2018) documentts, small

groups of individuals are more likely to be targeted by the authoritarian state to "make an example" and

deter others from taking similar actions), or fixed cost hurdles of collective action (similar to the idea of

critical hurdle in Pavan's model).

The authoritarian regime who controls the propaganda machine (the official mouthpiece) seeks to

disrupt citizens' collective action and to mislead (bias the citizens' actions away from the real state).

The question we are interested in answering are the following: Can the regime achieve its goal? When

is propaganda most effective? When will propaganda backfire? How does changes in environment (e.g.,

a reduction in cost of information production thanks to social media) affect the regime's incentive to

manipulate? Our baseline model features rational decision makers who understand the regime's objective
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perfectly. In other words, we want to understand the role of propaganda from a pure strategic information

transmission point of view, without relying assumptions of credulity or inattention, as in Little (2012,

2015). We find that the effectiveness of propaganda depends crutially on the availability and quality of

an alternative, untampered information source. This is unsurprising: In the extreme case where citizens

can costlessly obtain undistorted information which reflects the true state of the world, the authoritarian

regime's propaganda is completely useless. It should come as no surpise that governments who seek to

manipulate information use tools to increase the cost of obtaining outside information, a practice which

Roberts (2018) refers to as creating information "friction". By imposing small taxes on information

access, the government sets up a threshold for citizens to cross. Should they find it too costly to resort to

those outside sources, they will choose to listen to the biased but costly sources. In other words, citizens'

attention to propaganda reflects an optimal tradeoff in information acquisition, not just a behavioral

anomaly.

This paper is related to several strands of literature.

Political science analysis of the mechanism of censorship and iedia bias

The study of media bias often assumes that citizens are subject to behavioral bias, e.g., confirmation

bias, herding tendency, so that the equilibrium information sent departs from the true state of the world

(Gentzkow and Shapiro (2006), Allcott and Gentzkow (2017), Gentzkow, Shapiro and Stone (2015)). On

the other hand, the study of propaganda, which by definition represents media bias in its most extreme

form, focuses on the departure of the sender's objective from the receivers (citizens).

Traditional political science theory posits that authoritarian regime's control of information is based

on deterrence. By definition, this can be very constraining in that threat must be observable and credible

in order to have an impact. On the other hand, high visibility of deterrence may draw attention to

authoritarian weakness and create backlash. Edmond (2007) studies a regime-change model where the

dictator exerts costly efforts to downplay the regime's weakness, thereby dilluting citizens' tendency to

protest. Egorov, Guriev and Sonin (2009) propose a model in which a watchdog media helps the central

government to keep local officials in check, while steering away from reporting on wrongdoing at higher

levels. Lorentzen (2012) develops a model inwhich the regime chooses how much free journalism to permit,

balancing the desire to minimize local corruption and the desire to shield the regime's core interests from

public scrutiny. Gehlbach and Sonin (2013) explore cases where the authoritarian regime skews news

reporting to affect citizens' investment behaviors. These models tend to focus on the role of propaganda

to mislead citizens, which, by definition only works if citizens are misled.
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Roberts (2018) posits that propagauda can also be effective as a form of censorship on the online envi-

ronment by influencing the relative costs of information; formalizing the connection between propaganda

and information theory. She points out information flooding can be effective in changing citizens' action

by creating distraction and confusion. Unlike deterence, information manipulation through changing the

noise in the system does not need to be obviously observed to have an impact on information consumption

and dissemination.

Roberts (2018) proposes that part of the strategy of information flooding is issuing propaganda from

many different sources, so as to disguise the fact that the information orignated with the government, so

that the authoritarian regime's credibility is not compromised. This is related to the facts that propaganda

is subject to citizens' interpretation, and it is only effective to the extent that the bias in information

conveyed is not completely undone. Using leaked archives from government sources, Roberts and Stewart

(2016) show that the regime uses propaganda to distract citizens from valuable information by producing

detailed coverage of mundane routine party meetings.

Empirical analysis by King et al. (2014) find that authoritarian governments who have control over

internet censorship focus the efforts on removing those posts related to collection actions, e.g., protest

events or those who could organize protests. They conclude that the goal of modern autocrats is to nudge

citizens away from "focal points" surrounding which citizens can coordinate actions.

Another important empirical analysis on the mechanism of propaganda is by Roberts and Stewarts

(2016), who reverse engineer propaganda by identifying days when all newspapers publish the same

or nearly identical articles. Such irregular repetitions are detected using plagarism detection software,

combined with leaked directives from the authorities. The paper finds that flooding begets more flooding

(shares, likes, etc.), which the authors term the multiplier effect. Propaganda is effective because what

began as a propaganda can seem like an online event created by citizens as more people read and share

the story.

Empirical works on citizens' reactions to propoganda inspires several modeling assumptions of the

paper. First, empirical analysis shows that citizens do not react to propaganda passively. Roberts et al.

(2016) conduct a matched pair study using data made available by Fu, Chan and Chau (2013) of users

who experience the regime's restriction on free expression versus other who do not. They find that the

former are aware of censorship (when their online posts are taken down) and react by more actively re

posting their censored content. Interestingly, as they become more targeted by the censors, they also

become more proactive in expressing their frustration with censorship.
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These findings are further corrobated by survey studies., in which Chinese internet users are asked

about how they would feel if their online activities were blocked or deleted. Among those who are aware

of propaganda and who have experienced censorship, many report feeling angry and being more likely to

seek out untampered information, rather than feeling passively worried.

One interesting online experiement randomly assigns participants to come across a blocked webpage.

The researchers find that observation of government intervention in the flow of information generates

more, not less, interest in the topic in question.

Game theoretic models of strategic information transmission The model features a sender

and a unit mass of ex-ante identical receivers. The preferences of the informed sender and the uninformed

receivers are misaligned, as in the classic model of Crawford and Sobel (1982). But in our model, signaling

is costly (we have costless signaling as a special case). In our model, strategic signal transmission works

through changing the information structure of the game, not just biasing the receivers' belief. In fact, in

equilibrium, the posterior beliefs of the receivers are unbiased. This is the key distinction between this

model and Little (2017) who studies the mechanism of propaganda through the lens of game theory, but

his model has a fraction of credulous receivers who are inclined to take the sender's word for granted. In

contrast to this "self-fulfilling promise" strand of literature, our model features correct equilibrium belief,

but manipulation still works for the sender because it changes other aspects of the receivers' information

structure. Following the intuition of Kamenica and Gentzkow (2011), our model shows that manipulating

the mean of the belief is not the only tool that the sender has. If he can credibly manipulate other

moments of the information structure (e.g., the variance ), he can still be made better off. However,

our work is distinct from Kamenica and Gentzkow (2011) in that the sender is not allowed to commit to

an information structure: the sender chooses the message (in our setting, a propaganda) after becoming

informed about the true state of the world. In this sense, the sender-receiver problem is one of strategic

equilibrium rather than a single agent problem.

Organizational Economics literature of leadership in large organizations

Since Rotemberg and Saloner (1993), various organizational economic models have been proposed

in which the leader's preferences affect the followers' incentives to achieve organizational goals. Herma-

lin (1998) considers a model where the leader has superior information than the followers and aims to

overcome the problem of "free-riding" in a setting where the aggregate output depends on all members'

efforts but the leader cannot correctly give individual follower's credit upon observing the final output.

In equilibrium, the leader who has private information about the return to effort will overstate it so as to
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incentivize more efforts and thus miitigate the free-riding problem. Rotemberg and Saloner (2000) propose

a model where leaders can "sharpen the focus" by ruling out certain actions, so that employees are better

able to coordinate on their course of actions. Dessein and Santos (2006) consider an organization trading

off coordination and adaptation through signal communication. However in their model the leader (i.e.,

the manager) does not have information superiority and differs from the followers (i.e., the employees) in

that he has superior rights to decide. Dewan and Myatt (2007) point out that a leader's communication

both provides direction and clarifies the state of the world. Bolton, Brunnermeier and Veldkamp (2009)

consider a model in which a leader's personal trait of "resoluteness" helps overcome the organization's

incentives misalignment problem and facilitate coordination.

2 Model

There is a unit mass of ex-ante identical receivers (the citizens), indexed by i E [0,1], and a single sender

(the authoritarian's mouthpiece) who attempts to achieve its goal through manipulating the receivers'

beliefs.

There is underlying state 0 E R about which the receivers are imperfectly informed. The sender, on

the other hand, knows the state perfectly but might not find it beneficial to disclose the state to the

receivers.

Each receiver i chooses an action a2 E R to balance two objectives. First, each receiver wants to

coordinate with each other. Specifically, receiver i wants her own action to stay as close as possible to

the aggregate action f, ajdj. Second, each receiver wants to match her action to the true state of the

world 0. Since 0 is unknown, she will base her decision on her best assessment of the underlying state 6,

conditional on the information she receives (which we will elaborate on further). As in Morris and Shin

(2002), we adopt a quadratic-loss formulation of receiver's objective. Specifically, if the state 0 and the

aggregate action fi ajdj are known with certainty, receiver i chooses ai to minimize the quadratic loss, or

mn A(a2 - ajdj)2 + (1 - A)(a - 0)2

where the parameter A E [0, 1] measures the importance of the coordination motive, relative to the goal

of matching one's action to the true state. In the case where either aggregate action fi ajdj or true state

0 is not known, the receiver will minimize the expectation of the above expection, where the expectation

is conditional on the information (manipulated or not) received.
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Before turning to the sender's problem and the information structure, letis consider a few special

cases.

If A = 0, there is no coordination motive, each receiver will simply set ai to their expected 0. If A = 1,

each receiver i will set ai to match the expected aggregate action fj ajdj. When A E (0, 1) but 0 is known

with certainty, receiver i will take the optimal action

ai = AA + (1 - A)0

where A = fj ajdj

Given the assumption that 0 is known, in equilibrium, each individual will take ai = 0 = A hence the

two objectives are perfectly aligned. When there is uncertainty regarding 0, individuals' actions might

not be perfectly aligned, a case which we will turn to later.

Next, we turn to the objective of the sender. The sender knows the value of 0, but he has incentives

to distort and disguise the true 0 from the receivers. This captures the idea that 0 which measures the

underlying strength of the regime is known by the regime but not by the citizen. The regime may seek

to mislead the citizens into believing the state of affairs is 0, a value which is different than the actual 0.

Specifically, we model the sender's objective, given a manipulated state 0 and a true state 0 as

V(O) = ai - 0)2 di + (1 - - )(A - 6)2 - C(6 - 0)2

The first term in the expression fi(a, - 0)2di measures the dispersion of citizens' action around the

true state. As we discussed above, ai = A = 0 Vi is the receivers' equilibrium action profile in the case

of no-uncertainty. The interpretation of this term is the innate variation in the citizens' action profile,

independent of the information structure of the environment. Also note that this term is the aggregation

of (a - 9)2 over all i, while (ai - 0)2 (multiplied by -(1 - A)) enters receiver i's objective. This is a stark

contrast to the signaling literature on leadership, where the leader's and the followers' goals are aligned

(partially), and the leader's objective has a term which is the aggregation of the followers' objective,

analogous to a welfare function.

The second term in the expression measures the sender's incentive to achieve his own political agenda:

he wants the average of the receivers' actions to be as close to his desired state 0 as possible. In the
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special case where the sender has no specific agenda, i.e, 0 0, the objective reduces to

f(ai - 0)2 di + (1 - -)(A - 0)2

Interestingly, this is the same expression as the weighted average of variance and (quadratic) bias calcula-

tion from the statistics literature. The differences here are two-fold. First, the sender seeks to maximize

this expression, instead of minimizing it. Second, the sender cannot dictate the receivers' actions.

Finally, the last term measures the cost of manipulation. To illustrate the idea, define b = 0-0 which

is the bias of the regime (relative to the true state). The last term says the cost of introducing a bias of

size b is quadratic with coefficient c. In the special case where c = 0, this corresponds to the cheap talk

model.

More generally, the cost term can be flexibly dependent on 0 and 0, which we write as c(0, 0). This

allows for the case where the cost of manipulation is asymmetric: it's easier to manipulate when the

actual state is higher than the anchor 0 and harder to manipulate otherwise.

In the limiting case where c -* oc, the cost of manipulating the state away from 0 is so high that the

sender will choose 0 = 0.

Also note that f (ai - 0) 2 di = fj(ai - A) 2 + (A - 0)2 . So the sender's objective can be rewritten as

-y f(a - A) 2 + (A - 0)2 - c(9 - 0)2

When y = 1, the sender's objective reduces to

V(0) J(ai - 0) 2di - c(0 - 0)2
Ji

In this case, the sender only cares about forestalling coordination, which is the idea captured by Gary

King's model of propaganda as distraction and disruption of mass action.

When y = 0, the sender's objective reduces to

V() = (A - 0) 2 - c(6 - )2

In this case, the sender only cares about distorting aggregate behavior away from 0 to its own desired

state 0. This corresponds to the influencing model of costly signal transmission.
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Next, we turn to the information structure of the model. In our baseline model, we assume that the

receivers have perfect information about the sender's objective function, but are not perfectly informed

about the realization of 9.

There is an uncontaminated source of public information z about 9 which has variance 1/az (so the

precision of z is az). This can be seen as either a common prior or some verifiable, baseline assessment

of the state. In addition, each receiver receives idiosyncratic signal which is subject to manipulation

Xi = 9 + Ei = 9 + b + ci.

We assume that ei is independently and identically distributed across all i, with mean zero and variance

1/a, (so the precision of Ei is ai).

To sum up, given a true state 9, each receiver receives two signals which she uses to base her beliefs

on. A tampered private signal xi - N(O, 1/a,), where 9 is a tampered version of 9, as we discussed above,

and an untampered public signal z - N(9, 1/a,). From this formulation, it is easy to see that the mean of

the tampered signal xi is endogenously determined. For our baseline model, we assume that the precision

of the untampered signal is fixed, this corresponds to the interpretation z as a common prior. More

generally, ax and az can be endogenized. For example, we might assume that citizens may collectively

pay c(az) to improve on the precision of z. This cost could be either real monetary cost (purchase of

VPN, etc.), monetarized time cost (waiting time for throttled web traffic), or attention cost (a la Myatt

(2011)) associated with information acquisition. Importantly, because the signal z is public, we naturally

have the free-riding problem as with any public good purchase had this purchase been private instead of

public. We will discuss variants of this assumption later in this paper.

Formally, the game proceeds as follows.

In stage 0, nature draws 0 and z. 9 is observed only by the sender while z is observed by both the

sender and the receiver.

" In stage 1, the sender privately chooses an propaganda/information manipulation policy at a cost

proportional to the size of manipulation.

* In stage 2, the sender's manipulated signal is realized and privately observed by each citizen.

* In stage 3, receivers take actions.

" In stage 4, payoffs are realized.

We define a symmetric perfect Bayesian equilibrium of the propaganda model as consisting of the following:
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1. a profile of receiver actions a(xi, z) and subjective assessments;

2. a sender's manipulation policy 0(0, z);

3. an aggregate action A(X, z) f a(xi, z)di, where X denotes the entire distribution of xi;

such that:

1. Each receiver's action ai maximizes her objective, given her assessment of the true state 0 and the

aggregate action A;

2. Sender's manipulation function maximizes the sender's objective, given the receiver's action profile

and the corresponding aggregate action;

3. The equilibrium assessment of aggregate action is consistent with the individual action profile;

4. Receiver's beliefs are rational and consistent with the sender's manipulation function.

3 Analysis

In this section, we first solve for the sender's and receivers' equilibrium strategies, holding model param-

eters and the other party's strategy as fixed. Then we characterize the equilibrium of the model. Finally,

we discuss the changes to the equilibrium solutions when environmental parameters change. We also

study the welfare implications of the model. Before we solve for the general case, we start with a special

case where manipulation is infinitely costly.

3.1 Case 1: c -+ oc Equilibrium without information manipulation

First we consider the baseline case when the sender cannot manipulate information. One way to think

about the model is that this corresponds to the special case where c -* oc so that the sender always

optimally chooses 0 = 0. In this case, the receiver's problem is exactly the same in as the setting of

Morris and Shin (2002).

Specifically, given a public signal z and a private signal xi, write the receiver's interim belief about

aggregate action A(0, z) and the true state 0 as, respectively, E[A(0, z)Ixi, z] and E[0 Jx, z].

Since both xi and z follow normal distributions, the posterior belief of 0 has a mixed normal distri-

bution as a weighted average of the distribution of xi and z, where the weights are given by the relative
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precisions of xi and z. We have

ax azE[OjXj, z] = -X i + -" Z
ax + az ax + az

Following Morris and Shin (2002), it is without loss of generality to focus on symmetric linear strategies

of the form

a(xi, z) = kxi + hz

where the coefficients k and h will be solved in equilibrium.

By assumption, = 0, so the aggregate action, defined as A = fj a(xj, z)dj is

A = k6 + hz = kG + hz

Taking expectations on both sides, we have

E[Ajxi, z] = kE[0Ixjz] + hz

Substituting into the receiver's optimal strategy,

a(xi, z) = AE[Ajxj, z] + (1 - A)E[9Ixi, z]

we have

a(xi, z) = A(kE[Olxiz] + hz) + (1 - A)E[0Ixi, z]

=(Ak + 1 - A) ax Xi +
ax + aZ

((Ak + 1 - A) 'z + Ah)z
ax + az

Match coefficients to the postulated linear strategy, we have

k =(Ak+-1 - A) azX
aeX az

or

k* -- (1 - A)ax
(1 - A)ax + az
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and

h = 1 - km1s

The expression for k is intuitive. First note that if there is no coordination motive, this expression

reduces to k = 'x , and in this case, ai = E[Ojxi, z] which is just receiver i's interim expectation of the

true state, weighted by the relative precision of the two signals, as we discussed above.

When there is nontrivial coordination motive, agents will give more weight to the public signal z, since

this is the signal received by all receivers and the signal which conveys not only information about the

true state 0 but also the actions by the other agents.

3.2 Case 2: c is finite, Equilibrium with information manipulation

Now, let's turn to the case where the sender may manipulate information at a cost. Conditional on the

signals xi and z, the receiver's problem is essentially the same as the baseline case we discussed above.

Specifically, the receiver's objective (gross of cost of information acquisition) is

min A(a, - f ajdj)2 + (1 - A)(a - 0)2

Following our discussion in the previous section, the solution to the receiver's problem is

a(xi, z) = AE [A(0, z)1xi, z] + (1 - A)E [O|xi, z]

The difference is we can no longer write the conditional expection of 0 in terms of exogenous param-

eters, as we did in the previous section

ax a,
E [Olxi, z ] = zXi + z

ax +Ixz ax + az

The reason is that since xi is subject to manipulation, the relative precision of that signal is determined

in equilibrium, which we wil elaborate on further.

However, it is easy to show that it is without loss of generality to focus on linear weighted strategy of

the form a(xi, z) = kxi + (1 - k)z. (The proof is tedious, but the argument is essentially the same as the

proof in Morris and Shin (2001)) where k (with mild abuse of notation) is endogenously determined.

Taking expectation of the expression for a(xi, z), we have an expression for the aggregate receiver's

action
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A(9, z) = kO + (1 - k)zecalling that xi = 0 + Ei where ei - N(0, 1/aE) is the distribution of the

manipulated signal.

The sender's objective is

k2
V(5) = -y(kO + (1 - k)z - )2 _ -y-

1)6 + (1 - k)z) - C 6 - 2

The sender chooses a manipulation policy 0 to maximize the above expression, which yields the first

order condition

-yk(k+ (1 - k)z - 0) + (1 - y)(k - 1) ((k - 1)6+ (1 - k)z)

and the second order condition

yk2 + (1 - -)(1 - k) 2 
- C < 0

Solving for the first order condition, we havel

9:

+

(-yk - c) 0
('yk2 + (1 - -)(1 - k)2 - c)

((1 - k)( - - yk(1 - k)) z
(yk 2 + (1 -- y)(I - k)2 - c)

Let

(k I c, 7) =((1 -- y)(l - k) 2 - yk(1 - k))
(-yk 2 + (1 - 7)(1 - k)2 - c)

denote the relative weight on z. We have that /(kIc, -y) 5 lif and only -yk < c and #(k I c, y) > 0 if and

only if - (k - k2) _ (I _ -y)(I - 2k + k 2) ;> 0 , or equivalently, (I - k) (1 - k - -y) < 0.

The above expression for 9 can be written as = (1 - 0)0 + Oz. To see an interpretation for 0, note

'Note that

(-yk 2 + (1 - )( - k)2- C)

=(-yk - c)O + ((I - -y)(1 - k)2 - -yk(1 - k))z
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that (0 - 0) = 3(z - 0), hence

1 -(0-0)/0 _ AO%
(z - 0)/0 Az%

In other words, 0 measures the relative bias of the tampered signal (relative to the fundamental bias

captured by Az%.

For the receiver's problem, note that

ai = (1 - A)E[Olxi, z] + AE[Alxi, z]

= [1 - A(1 - k(1 - 0))] E[1xi, z] + A(1 - k(1 - 3))z

Importantly, we cannot write E[9jxi, z] using our previous formulation, since xi and z are not inde-

pendent: xi comes from the sender's manipulation policy, which takes into account z to the extent that

z affects receivers' actions and those actions enter the sender's objective function.

A first step toward solving for a2 is to decompose xi into two orthogonal parts, one related to z but

not xi, the other related to xi but not z.

Define

1 1
Si = _(Xi - O) = 0 + )Ei

I - 13 (1 - )

This constructed signal is independent from z and "up-weigh" the noise q by a fraction . Given this

formulation, we have

E[sz] (I - )2x i azE[6|si,~ z+ =a,
( 0- )2a_ + z 1 3)ax + az

(1- )aex (I - O)ax
E[Olxi, z] = (I02x+a i + (12a - )z

3

2 Note that

0i = + fi

= (1 - 0)0 + 3z + ei

= (1 - 0)0 + 0(0 +, E) + Ei

= 0 + 3 Ez + Ei

3Note that this technique can be easily extended to the case with n untampered signals Z = (zi, ..., z,) and m potentially
tampered signals X = (XI, ... , Xr). Denote the pdf of a n + rn dimensional Gaussian random vector y as:

f (Y-) = ( T- (y - i)T 1(Y _ )

(27)(- ,,,)/ JFJ1
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Substituting into the expression for aj, we have

/ (1 -- )ax (1 -/3)ax
ai = [1 - A(1 - k(1 -,3))] (1(-), Xi + (I - I-Oa )z

(- 0)2ax + a, (1- )2ax + az

+ A(1 - k(1 -,3))z

Matching coefficients, we have

k = (Ak(1 - ) + 1 - A)(I - O)ax
(I - )2ax + a,

Let a = ax/az and m(3, a) = . We have k = (Ak(1 - 3) + 1 - A)m(3, a). Or equivalently

k(#3 a, A) = (_ /, Intuitively, m is the weight of E[9Ixj, z] on xi relative to z, which is a function

of the endogenous relative bias / and the relative precision a.

For another interpretation, note that

Xi=(1 -0)0- +/3z + Ci 0 = O E + 6i

z = 0 + E,

so / also measures the covariance of xi and z. We have

dm/d(1 -/) =- (I-3) 2a 2  > 0
((1 - 3)2a + 1)2

if and only if (1 - /)2 < 1/a. Intuitively, the weight of E[O1xi, z] on xi is increasing in the (partialed out)

covariance between xi and 0 and decreasing in the covariance between xi and z as long as the precision of

x is sufficiently small (not too large relative to the precision of z), i.e., when 1/a = az/ax is sufficiently

large.

On the other hand, when 1/a = az/ax is small, or when ax is sufficiently large, the covariance between

xi and 9 is decreasing. This seemingly counterintuitive prediction arises from the endogeneity of xi. To

where 9 is the mean of the vector , F is the (n + m) x (n + m) dimensional covariance matrix, and IFI is the determinant

of F.
We write Z N(zr, F,) and X N(7jz, Fr). Then the conditional distribution of y, has the following form:

where F-' = F1' + IFland m = FF 1X + FFZ 'Z
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see this, compare the expression for E[Olsi, z]

E ~ ( [- z]_)2a, aez
()2a, + az (I -3)2a. + az

to the expression for E[0 xi, z]

E[Ixj, z- (1 - )ax + (- (1 -)ax
(1- )2ax + az (1- r) 2ax + a,

where m(3,a) = -2+ and a =a/ax captures the weight on xi in the second expression and

ffi(3, a) captures the weight on si (the constructed signal) in the first expression.

Note that

2ha
dfn/dh = (h2 + a) 2 >0

unambiguously. This is because, by construction, si is orthogonal of z, and hence is independent of the

endogenous manipulation motive which is present in xi. This intuition will be clearer after we solve for

the equlibrium of the model.

To summarize our discussion thus far, the equilibrium of the model is determined by the intersection

of a manipulation policy

((1 -I )(l - k) 2 - yk(1 - k))
('k2 + (1 - -y)(1 - k) 2 - c)

and an interpretation policy

k( a, A)- (1 - A)m(f, a)
1 -A(1 - )m(3, a)

where m(3, a) = and a = ax/az

The specific forms of those two functions depend on the parameters of the environment. Specifically,

c measures the cost of manipulation, -y measures the relative importance of the sender's motive to disrupt

coordination, A measures the receivers' coordination motive and a measures the relative precision of the

public signal.

3.3 Equilibrium Characterization

To characterize the equilibrium of the model, first, we study the domain of k(fl) and f(k) (holding fixed

the shifters).
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The natural domain for 3 is R, while the natural domain for k is given by the second order condition:

c - (yk 2 + (1 -y)(1 - k)2 ) > 0

or

k2 - 2(1 - -)k + (1 - -c) 0

Note that is a quadratic expression in k for parameter values of c and y. In the figure in the Appendix,

we plot the domain for k, K(c, -y) for various combinations of (c, -y).

The domain is symmetric around k = 1 - -y and is unempty if

7- + c>0

which is guaranteed to hold since y E [0, 1].

c,-y) [-2(1 - k) + -] [Kk2 + (1- )(1 - k) 2 - c]
[(yk 2 + (1 - )(l - k)2 - c)]2

-(1 - k - y)(1 - k) [2yk - 2(1 - )(1 - k)] >0
[(-yk 2 + (1 - y)(I - k)2 - c)]2

if and only if

7k2 - 2ck + 2c - y - cy + _Y2 > 0

In this special case -y = 0, this reduces to 2ck - 2c < 0, or k < 1. From the second order condition

k2 - 2(1 - -y)k + (1 - y - c) < 0, we have another condition:

k2 - 2k + (1 - c) 0

or k E [1 - /d, 1 + V/C]

An immediate result is that when -y = 0, 3(k) is nonmonotonic. As long as c does not equal zero,

the domain for k will overlap with both k < 1 and k >1. This result says when the sole intention of the

sender is to bias the aggregate action away from the true state, then there is an interior value of k such

that for all k > k, the more attention the receivers give to the biased signal, the less (relative) bias the

sender introduces into the signal, in the sense that 13(k) is decreasing.
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To see the intuition for this result, it's helpful to rewrite the sender's objective as

[(I - k )2(l _ 2 _ C13] (Z - 0)2

The first term measures the benefit from manipulation: increasing the distance between A and 0

through changing receivers attention paid to z (with coefficient (1 - k)) and changing the gap between

(0 - z).

Note that the cross partial of the above expression with respect to # and k is 4(1 - 0)(1 - k). For

the case of 0 < / < 1 (the relative bias in 0 is less than the relative bias in z), this expression is positive

when k < 1 and negative otherwise.

In other words, k and 3 are strategic complements when k < 1.

Wheny= 1, the condition for /3' < 0 reduces to k2 - 2ck + c < 0, or k C [c - c2 - c, c + c2 - c] if

c(c - 1) > 0 and k E 0 if 0 < c < 14.

From the second order condition, we have k 2 - c < 0, or k E [- Fc, ,]. The condition for [c -

c2- c, c+ +c 2 - dcn [-.F, f] being nonempty is Vf > c - Vc2 - c. (Note that [c - c2 - c, c+ /c 2 - c]

is symmetric around c > 0 and [--F, Vc] is symmetric around 0, so a sufficient condition for the overlap

being nonempty is de > c - Vc2 - c), or c2 - c > c - Vfc, which reduces to c > 1. Hence, as long as

c > 1, there will be certain region where 0' < 0.

When c = 0, the condition for /' < 0 reduces to k2 < 1 - -y and the second order condition can be

written as (k - 1)2 < 0 which admits only k = 1. This is intuitive, when cost of manipulation is zero, k

is set to the boundary value.

Also not that given the second order condtion, the expression for #

3(k I c,'y ( - -y)(1 - k)2 - k(l - k))
'(-yk2 + (I - -y)(1 - k)2 - C)

is negative if -yk(1 - k) - (1 - -y)(1 - k) 2 <0 or (k - (1 - y))(k - 1) > 0. So o <0 if k> 1 or k < 1 - y.

From the second order condition -yk2 - 2ck + 2c - -y - c-y + -Y2 > 0, we see that the evaluation of the

inequality at k =1 is -y > c and the evaluation of the second order condition at k = 1- Y is c -Y+72 > 0.

1f=0,wehave/3<Oif k< 1. If-y= 1, wehave3<Oif k> 1 and 1 >c, orif k<Oandc>0.

Next we turn to the shape of k function. In the following graphs, we plot the shapes of the k function

4 An immediate result is that when 0 < c < 1, 13' > 0 always.
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as a function of 13, for various combinations of a and A parameter values, where we recall that

k(fl aA) (1 - A)m(o, a)
1 - A(1 - /)m(/, a)

where m(3, a) = (1-) and a = ax/az

From the corresponding graphs in the appendix, it is obvious that the k is a cubic function in 3 which

in general has two local extrema. Formally,

(1 - A)-(-m(#3, a) [1 - A(1-)m(#, a)]
k'(01 a, A) =o _ M ,a][1 - A(1 - #)m(/, a)12

-(1 - A)m(3, a) [-A(1 - ) am(#, a) + Am(3, a)
0 3 1> 0

[1 - A(1 - 3)m(f, a)]2

if and only if -2m(,3 , a) > Am2(, a) where m(3, a) = (1- )2+1/a and a = ax/az

We have

(1 - 0)2 - 1/a > A(1 - 3) [(1 - f) 2 + 1/a]

or eqivalently

aA(1 - 0)3 - a(1 - /)2 + A(1 - /) + 1 <0

Note that when A = 0, i.e, when there's no coordination motive, the expression for k coincides with

the expression for m, i.e., 1/ , and k' > 0 if 1 < a(1-0)2or (1 - 0)2 > 1/a

This expression says the greater the precision of x (the larger the ax or the smaller the 1/a term),

the more likely that greater / will induce greater k, and this condition is more easily satisfied when / is

small. This intuition carries over to the general case.

In general, the condition can be rewritten as

A [(I - 0)3 + 1(1 - 0)] < (1 -0)2
a a

Consider the regular case 0 < (1-f) < 1. We have A < 3 Q( ). When (1-f)2 - <0,

the above admits no solution for A. Otherwise, when (1 - 3)2 - 0, the right hand side Q(!) has

derivative with respect to as

1 j-1((1 - #)3 + (1 )) - ((1 / 3)2 3) 0

((1 /3)3 + (1 -f3))2a - + -
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Hence the condition gets harder to satisfy when 1/c increases, or when a. becomes small.

Next, we give a full characterization of the domain and range of the functions k(13) and #(k). From

the first order condition 0'(k) = 0 or

[-2(1 - k) + -] [-k 2 + (1 - )(1 - k) 2 - c1!3'(kI c, y)=2
[(yk 2 + (1 - y)(1 - k)2 - c)]2

-(1 - k - - )(1 - k) [2-yk - 2(1 - -y)(1 - k)]

[(yk 2 + (1 - 7)(1 - k)2 - c)]2

=0

we have the equation -yk2 - 2ck + 2c - - c'y + 2 = 0. Solve for the set of loal minima and local maxima

of / by setting the first order condition to zero and finding the roots for k, we have

ki = (+(c-)(2-y7 + C))2

k2= (c - (c )(2 + c))2

It's easy to show that /(ki) = 0 and O(k 2) = 0. Hence the local maximum for / when k has interior

value 0. Therefore, the range of / is given by the boundary values of k (derived from the second order

condition) / E [0, 1]. From the first order condition k'(3) = 0 or aA(1 - )3 - a(1 - /3)2+ A(1 - 0)+1 = 0,

we can solve for the set of local minima and local maxima of k between / = 0 and 3 = 1. It's easy to see

that k(1) = 0 and k(0) = .

In the special case of -y = 1, the equilibrium characterization is especially transparent. In this case,

the second order condition takes the simple form of k E [-./F, V/C] and we have /(k) < 0 if k > 1 and

1> c or if k < 0 and c > 0. Recall that /(k I c, y = 1) = k-k2 . We have 0'(k) 0 k2 -2ck+c = 0.

The two corresponding roots are k, = c - (c(c - 1))" and k2 = c + (c(c - 1))!. The local extrema of /

are given by /(ki) = 0 and /(k 2 ) = 0. The boundary value of / are given by /(0) = 1*
C

Consider the case c > 1. Note \/2 < c. /3(k) < 0 if k E (1, v /3 (k) < 0 if k < 0 and /3 E [0, ] C [0, 1]

if k E [0, 1]. But from k(31 a, A) (-")('-A) and A E [0, 1) and a > 0, k < 0 iff / > 1. So all possible

equilibria must lie in the region 3 E [0, 1] and k E [0, 1]. Now for the case c < 1. Note c < VE. 3(k) < 0

if k < 0 and /3(k) > 0 if k E (0, v/2). We have 3 > 1 if k E (0, c) and 0 < / < 1 if k C (c, V/). So all

possible equilibria must like in the region / E [0, 1] and k c (c, vfc) C [0, 1].
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3.4 Comparative statics

In this section, we examine the comparative statics of the policy functions / and k with respect to the

parameters of the model, namely, c, -y, a and A.

First note that any change in c and -y represents a shift in the function 3(k) and a movement along

the curve k(3). On the other hand, any change in a or A is a shift in the k(3) schedule and a movement

along 0(k).

d 3(lc^)- (1 -k -y7)(1 k)+/(kI c y) =
dc ' (yk 2 + (1 - y)(1 - k)2 - c) 2

which has the same sign as (1 - k - y)(I - k). Hence, we have d < 0 if 1 - < k < 1 (which is equivalent

to the condition that / > 0)

Note that if we limit our attention to the regular case where 0 < k < 1, then this inequality is

automatically satisfied at -y = 1 and admits no solution for k at y = 0.

The first case is intuitive. If -y = 1, the sender only cares about disrupting coordination (through

exposing receivers to aggregate noise). If c becomes large, the marginal cost of manipulation jumps up

discretely while the marginal benefit of manipulation has no first order change. So on the margin, the

optimal choise of / must derease (assuming continuity and differentiability on the margin).

For the second case, recall that 0(k I c,-y = 0) - _(1 k) 2 which always has negative slope (and an

essential discontinuity at c = (1 - k) 2 . To see why, recall that the expression for 3 comes from the first

order condition from the sender's optimization problem: s

V(O)= (k -1)6+(1-k)z c _ -0

The sender chooses a manipulation policy 0 to maximize the above expression, which yields the first

order condition

(k - 1) W - 0) /(z - 0) - ) - c (6 - o) /(z - 0) = 0

Or (k - 1) 2 (/3- 1) - c = 0. Equivalently, (k - 1) 2 (1 - - c = 0.

An interpretation of this result is that when choosing for relative bias /, the sender balances the
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increase in cost off the change in marginal benefit. Recall that the aggregate action A = kO + (1 - k)z, so

= (k - 1)2(/ _ 1)2 (0 - z)2

where (0 - z) 2 is a structural noise exogenous to the model's choice parameters.

When c increases, the direction of change in /3 required to keep the first order condition hold is positive.

(Note 0 > 1 in this scenario.) Intuitively, when it becomes more expensive to induce bias in (0 - 0), the

marginal benefit in inducing bias must be greater to justify the same size of bias. And in the case of

- = 0, this increase in marginal benefit is induced by inducing a larger bias size.

Next, we examine the comparative statics of 3 with respect to -y. Taking derivatives of / with respect

to y we have

d-(kI c,y) - (k - 1)(c - k(k - 1))
d-y (yk 2 + (1 -'y)(1 - k) 2 - c) 2

Importantly, the sign of this expression is independent of -y (as it open appears in the denominator

which is a squared term).

The expression has three roots, k = 1 and roots to k2 - k - c = 0 or k 1+ 1+4c and k = 1+4c2 - 2

When 0 < k < 1 (the regular case), this expression is negative, so / is decreasing in -7.

When k > 1, the sign of the expression depends on the relative magnitude of c and k(k - 1). When c

is sufficiently large, this expression becomes positive, i.e., / increases as -y increases. Intuitively, when -y

is large, the motive to disrupt coordination increases, which means the sender wants to introduce more

aggregate noise into individuals' decision profile. When k > 1, receivers put more weights on xi and

negative weight on z, so fixing k and c, the incentive to manipulate is greater under y = 1.

Recall that k(#3 a, A) = _-A)m(f3,a) where m - _ Taking the derivatives with respect to

a, we have

dk dk Om

da dm0(1/a)

-(1 -0)(1 - A)
(1 - A(1 - 3)m)2((1 - /)2 + 1/a)2
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This expression is intuitive. When /3 < I, d k < 0, so weight put on xi decreases as the relatived(1/a)

precision on z increases (noting that 1/a = a./az by definition). Next, we turn to the comparative statics

of k with respect to A

dk ok 9kOm
dA OA &mOA

m((1 - 3)m - 1)

(1 - A(1 - O)m) 2

Note that the sign of this expression depends on m. Specifically, when 3 < 1, the expression is positive

if m > n and negative if 0 <m < . When 3> 1, the expression is positive if m <

There is an easier way to characterize the comparative statics of k. Rewrite

k(1BI a A) = 1(1 A)m(3, a)
' - A(l - 3)m(3, a)

(1 - A)a(1 - 3)
(1 - A)a(1 - 0)2 + 1

Define & = (1 - A)a, the above can be rewritten as (with slight abuse of notation)

k (1-3)1
(1 -3)2& + 1

Hence, we may proceed with comparative statics of k with respect to A and a in two steps. First, we

derive the comparative statics of k with respect to 6. Then we derive the comparative statics of &with

respect to A and a. The overall effects are the composite of the outer effect and the inner effect. For the

outer effect, we have

d (1k-0)
d& ( -)3)2& + 1)2

which has the same sign as (1 - 3).

For the inner effect, we have

d
_ = (1 - A) > 0

da

d

dA = -a < 0
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For the special case ' 1, as we discussed above, O - [0, 1] in any equilibrium. So we have - k > 0 and

dk > 0 and - < 0.

Note that an immediate corollary of the above analysis is that the effect of 1/a and the effect of A on

k are of the same sign. This is intuitive. Recall that 1/a measures the relative precision of xi, while A

measures the weights on coordination. and (1-A)/ais the coordination-weighted precision of signal x. A

higher weight on coordination reduces the incentive to listen to x (and increases the incentive to listen to

z), while a higher precision of the former does exactly the opposite.

3.5 Welfare comparison

For welfare analysis, we are interested in examing how the sender's utility change with manipulation. Let

k*( 3a, A) = argminL(k /,a, A) where
k

L (k lo, a, A) = A(ai - fiaj dj )2 + (I - A) (ai - 0)2

represents the receiver's objective (quadratic loss).

Similarly, let /3*(kIc, -y) = argmaxV(3k, c,-y) where
/3

V(31k, c, -y) (kO+ (1 - k)z - 0)2 _ _

+ (1- )((k - 1)6+ (1 - k)z)- c 6)

represents the sender's objective.

The two formula above give a system of two equations in (13, k). The intersections of them represent

the equilibria of the model. Let solution to

#*(k*(01a, A)Ic, ) = 3

k*(#*(kc, -y)a, A) k

be 3e,,(a, A, c, -) and keq,(a, A, C, _).

Note that in general Oeqm and keq" are sets which may contain more than one element or be empty.

For the former case, we shall focus on the equlibria that's optimal for the sender. For tractability, in our

analysis we focus on the case where both sets are singleton. The general case carries through with appro-
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priate notational modifications. Let Veqm(a, A, c, -y) denote the value of V evaluated at 3eqm(a, A c, 'Y)

and keqm(a, A,c,-y). Let Vn"(a, A,-y) denote the value of V in the absence of manipulation. We are

interested in the relative magnitudes of Veqm and Vn" for various combinations of parameters values

(a, A, c, -y), and especially, for what combinations of parameter values does manipulation backfire in the

sense that Veqm < vynn.

Since A and y are from the sender's and the receivers' innate preferences, we treat them as given.

a and c on the other hand, are environmental parameters that are potentially responsive to exogenous

shocks (e.g., a technological improvements which reduces the cost of manipulation), so we treat them as

model shifters.

The analysis shall proceed in the following steps. First, we identify the shape of #eqm and keqm

functions. We will focus on the case where there is at most one interior extremum. (As we saw in the

previous section, this restriction is not binding for -y sufficiently large.) Let 3(a, A) be the interior point

(if any) such that k is first increasing and then decreasing. Consider the equilibrium k and # under no

manipulation, denoted as k"(a, A, -y) and 3nm(a, A, y) respectively. We solve for the implicit equation

keqm(a, A, y, c) = km(a, A,-)

First, we find the c that satisfies O(k ""(a, A, 'y)Jc, -y) = 0"(a, A, y) This c answers the question: given

the equilibrium under no manipulation (/", k"), if the receivers use the same interpretation policy k",

under what level of c will the sender use the same manipulation policy as 3 "". Let this c be denoted as

c"(a, A,-y). We have that

keqm(a, A, y, c) < k" m (a, A,y)

if and only if c < cO m (a, A,'y). This is true because k(#3Ia, A) is decreasing in 3 for all / > 3(a, A,)

where 3(a, A, y) solves

k( (aA, )IaA) = k"(a, A,)

So keqm(a, A, y, c) < k"'(a, A, -y) if and only if egm(o, A, -y, c) > 03' (a, A,).

For the special case -y 1, we have the following simplifying result. Let = (1 - A)/a. In the absence

of manipulation, we have

k""'(6) = (I1 A)ax
(1 - A)ax + az 6+1

Recall that k(015) = _ . So #"() which is defined implicitly via k(3n"(&)I&) = k""(6)
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solves

(1 -3ro(W))a ( a
(I - On"n(,-))2d + 1 + I

i.e., 5

fm(5) a

Here we focus on the case & > 1. Next we solve for the level of c"" (&) implicitly defined via3(k "(&)Ic) =

nm(&)6

Note that the critical point of 3 given by the solution to k'(|c) = (1_) 2 = 0 is 1 -O4ri =

whereas 1 - 0n"(&) < So #n"r(&) > 1cO"t and k(016) is decreasing in # at /nm(&).

Hence,

k Z&m (&, c) (#um(&, C)|6)

< k*(#(k n"(&)c)|d)

= k*(#3"&(&)|&) = k"" (i)

if and only if /3 e m(&, c) > o3n"(&). From the comparative statistics analysis above,

a#en(&, c) = k*-1( *(kc)|&)|k=k*
OC d

_ #* (k* Ic)
1 - k(*#(*

Given that k'(3) < 0 and '(k) > 0 at (keqm, feqm) and that '9 0*(k* Ic) < 0, we have a eq,(6, C) < 0.

As we proved in the previous section, any equilibrium of this special case lies in the region 3 E [0, 1] and

kE[0, 1. We have k'(,#) > 0 if 0 < 3 < I - 1 / Vd. So k* (&, c) < k*m (&) iff 0*5 c)>#*()

5 Note that from

(1- ""(d)2 -(5+ )( - " ())+ I = 0

we have
1-- #""'m(&) =z

6 Recall that
(&) - knm() 2 

&-

or

Cn" (& ) = (k k 7"1(je) - k ""*n(&) 2) + k"'m(j)2a - nm&))1

& a
& - 1 (& + 1)2
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4 Applications

4.1 Propaganda and censorship in the digital age

Although our model is simple, it captures several keep aspects of propaganda in the digital age documented

in Roberts (2018). We illustrate a few examples here.

Roberts (2018) posits that the internet, while making it easier to get access to untampered information,

can also help spreading propaganda. First, authoritarian regimes might use a firewall to filter information

or impose friction by throttling websites, making them slow to load. Essentially, such practice changes

the relative precision of information obtained from various sources (measured in unit time). A citizen who

is indifferent between two information sources in the absense of manipulation will reorient her attention if

one particular source is made marginally faster than the others. Roberts (2018) also documents evidence

that government censors affect information consumption by influencing the relative ease of access to

information. By repeating information from multiple sources, the regime does not so much to signal

power or to deter as to prioritize the consumption of one source of information over the other. In our

model, this boils down to changing the relative precision a. From our analysis in the comparative statics

section, such practice can affect the effectiveness of propaganda and thus affect the equilibrium outcome.

Another way in which internet changes the mechanism of spreading propaganda is by changing the

cost of manipulation. Nowadays, group or even algorithms can create information and disseminate it at

virtually zero marginal cost. The decrease in cost of manipulation (measured by c), makes it cheaper for

the regime to spread propaganda. For example, the Chinese government is known to hire "Fifty Cent

Party", social media users who spread information at the government's directive (King, Pan and Roberts

(2017)).

4.2 Effectiveness of propaganda depends on the degree of herding tendency

A key implication of the model is that confusion and noisiness in the information environment increases

the variance of return to actions. Given that citizens value coordination, a noisier environment makes it

harder for citizens to act in unison with each other. As Barbera et al. (2015), Steinert-Threlkeld (2017)

and Chenoweth and Stephan (2011) show, the "periphery" of the society is crutial to sucessful protests.

The degree of herding tendency is captured by the A parameter of the model, which measures the degree

of strategic complementarity or substitutability among citizens' actions. In the special case where A = 0,

the citizen's quadratic loss term is (ai - )2, in which case each citizen wants her own action to be aligned
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with the true state but does not take into account what the others do. In contrast to the "individualistic"

case, the model can also be used to study a society where herding tendency is extremely high, i.e.g, when

A =1 and citizens' quadratic loss term reduces to (ai - fi a) 2 . In this case, citizens only care about

matching their actions with each other, regardless of the underlying true state of the world.

Note that although in the previous discussions, we have assumed that A > 0, i.e., citizens' actions are

strategic complements, there's nothing in the model that prevents A from taking on negative values. In

this case, receivers seek to differentiate their actions from others.

Because of the quadratic formulation of the model, A affects the model through affecting the "coor-

dination adjusted relative precision", namely & = It is easy to see that a smaller A is effectively

the same as an increase in the precision of x: the more the receivers want to differentiate from others,

the more weights they will give to the private, idiosyncratic signal xi, so that in equilibrium, their action

profile will be the same as if the precision of xi has been increased.

5 Extensions

5.1 Citizens may choose to reduce the noise of the private signal

In reality, we might think that citizens can commit to a noise-reduction investment prior to observing

the signal and taking action. For example, a citizen who is blocked by the regime from visiting a website

may purchase a VPN to bypass information censorship. In our model, the signal z is observed by all. So

investment in noise reduction is similar to investment in public goods. To bypass this issue, we assume

each private signal has idiosyncratic precision ax. Write the net payoff from observing better information

on xi as

L(ai, A, 0) - C(ax )

where C(axi) denotes the cost of private information acquisition.

We will focus on the symmetric equilibrium of the problem. It can be shown that (c.f. Angeletos

and Pavan (2007)) in the unique symmetric equilibrium, equilibrium private information precision can

be derived by holding the action rule fixed and equating each agent's marginal benefit of more precise

private information to its cost.

The marginal benefit of more precise private information is given by the residual variance in (ai - A),
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conditional on the action profile, so the characterizing equation for equilibrium ax, is given by

Note that uniqueness of symmetric equilibrium follows directly from the convexity of the cost function.

5.2 Citizens have access to more than two signals

The techniques of the model can be easily extended to the case with n untampered signals Z = (zi,..., z)

and m potentially tampered signals X = (xi, ... , xm). Denote the pdf of a n + m dimensional Gaussian

random vector y as:

f~g) = 1 rexp - -
(27r)(n+n)/2I r p 1) T2F'(Y

where 9 is the mean of the vector , F is the (n + m) x (n + m) dimensional covariance matrix, and IrI

is the determinant of F.

We write Z ~ N(z4f, F2) and X ~ N(iI2, Fr).

Then the conditional distribution of y has the following form:

yjX, Z ~ N(ygm, F)

where

p- 1 = r1+ r- 1

and

m = FF 1 X + FFy1Z

The analysis of the model goes through with little modification.

5.3 Citizens are attention constrained

Relatedly, one way to extend the model will incorporate the citizens' information-acquisition policy, in

addition to information-interpretation policy (the focus of this paper). For example, we might assume that

a individual's move takes three steps: first, receiver i chooses the amount of attention paid to each of the

n information sources. Write this vector as ki, where the pth coordinate measures the amount of attention

paid to the pth information source. After this step, receiver i will observe a vector of signals xi about
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the unobserved state 0. Some coordinates represent untampered infOrmation; other coordinates represent

manipulated information. The precisions of each signal is a function of receiver i's information acquisition

choice in the first stage. Finally, player i takes action and the payoffs are the same as the baseline model.

The distribution of the noise in the pth information source, Xip, has the following distribution

Xir, ~N(6, Ecp)

where ci, =/ o , i.e., more attention kip paid to the pth information source reduces the noise. This

model with information acquisition is formally equivalent to the model in which X - N(6, Fx) where Fx

has diagonal entries -, and covariance entries cov(xp, xq) PpqUpo-q where

2 1 1/axop=(-) +-I-
cez zp

and

1 1 1/oxP) 1 1/axq)] 2
)p~q= )--+ )( + )

az az Z, az Zq"_

It remains to posit a functional form of the cost function or budget constraint. Here the choices are

flexible. Depending on the specific application, one may argue that the cost represents the real cost of ac-

quiring information (e.g., purchasing internet services, subscribing to various media outlet). Alternatively,

one could borrow models from behavioral economics and propose an attention span constraint.

5.4 Citizens may choose to communicate with each other

This extension can be easily incorporated into our model in reduced form. One way to incorporate

strategic interaction is by assuming that better interactions among the citizens allow them to reduce the

noise in xi by a factor of (1 - (). One might assume that such interactions are costly. For example,

the authoritarian regime might crack down on citizens who spread information that the authorities deem

dangerous. We might model this as a cost term C((), where ( is the equilibrium level of communication.

Alternatively, we might decompose aggregate action into two terms: A' and A". The former represent the

aggregate actions of agents that communicate with each other and A" represent those who don't. Then

the model can be rewritten in the following manner: In the sender's problem, replace aggregate action

with the weighted average of A' and A" and replace variance of A with within-variance of A" composed

with between-variance between A' and A". In the receivers' problem, replace aggregate action with A".
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In more complicated models, one might assume that the communication network among citizens also

matter. For example, we might assume that citizens in the model are divided into a finite number of

clusters. The easiness of communication on this network is determined by the centrality of the network,

where, following the literature on network, for a given graph G = (V, E), we define closeness of x as

C(x) = 1
Ed(x, y)

where d(x, y) is distance between x, y. Again, more complicated models with network structures can be

subsumed into our model in reduced form by modeling cost of communication as a function of certain

properties of the communication network, e.g., centrality, clusterness, etc.

5.5 Citizens have heterogenous degree of sophistication

The model can be easily extended to the case with heteogenous receivers. An especially interesting

scenario is the following: what if a fraction of the society is "sophisticated", in that they know the

sender's bias beforehand? For simplicity, we assume a (1 - E) fraction of the receivers directly observes

whether the government has manipulated or not, while the remaining c fraction of the receivers do not

observe manipulation.

Following Little (2017), we adopt a slightly different notion of equilibrium. We define an equilibrium

of sophistication q as the outcome of the game when receivers' and sender's action profiles are consist

with a Perfect Bayesian Equilibrium, the uninformed type's prior assessed probability of manipulation

is q. The key step in solving the problem is to derive the uninformed type's belief of manipulation as a

function of signals x and a common conjecture about 3, /.

Letting f denote the prior distribution of O|z, we can write the uninformed type's belief about manip-

ulation as function of x and / as

q(x, qf (3,x)
qf(010, x) + (1 - q)f(01/ = 0, x)

The remaining part of the problem is identical, with the only difference being that the uninformed

type's belief about manipulation is based on f(01/, x) which takes the form q(x, 3) as we derived above.
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6 Conclusion

In this paper we develop a model of strategic information signaling with an informed sender and a contin-

uum of imperfectly informed receivers. The sender costly sends a signal to disrupt receivers' coordination

action and to bias their aggregate action away from the true state to the sender's desired state. The

receivers want to match their actions to the true state and also seek to coordinate with each other. The

leading application of the model is an authoritarian regime sending a propaganda to its citizens to pre-

vent them from learning the true strength of the regime and taking collective actions. In equilibrium the

sender's manipulation does not succeed in changing the mean of the the receivers' beliefs, but manipula-

tion makes their interpretation of the signal noisier. This model is helpful for us to resolve the empirical

puzzle: does propaganda work, even if the citizens who see it know it is biased information? The model

answers the question in the affirmative. Such propaganda works not through changing beliefs per se,

but through adding noise and confusion into the communication structure, so that citizens, who value

coordination, are more likely to redirect their attention across various sources.

It is worth mentioning that the framework of this paper does not capture the long-term effects of

propaganda. The model is static. Yet the long-run economic and ideological impacts of propanda unfold

over time. We focus on the informational implication of propaganda while ignoring the broader political

implications sin authoritarian environments. Understanding the ever-changing scope of authoritarianism

and the specific methods the governments use to control the agenda are beyond the scope of this paper.

Another limitation of the model is that it is silent on who operates the propaganda platform. In

our model, the regime is equivalent to the mouthpiece. Yet in the real world, information distortion

occurs on domestic platforms e.g., Sina Weibo, Renren and Baidu (the Chinese equivalent of Twitter,

Facebook and Google, respectively). How does information restriction skew the market for information

and create inefficiencies? Do domestic companies benefit from the regime's subsidy in the same way that

domestic firms benefit from international trade protections? Do restrictions and censorship associated

with propaganda and censorship impose higher costs on innovation, since firms cannot fully recuperate

the returns from innovation?

Finally, the model does not allow the regime to selectively target certain segment of the citizen

population. As Wu and Meng (2016) argue, propaganda is especially effective in creating discrepancies in

access to and reach of information across socioeconomic classes. While propaganda is less effective on the

elite, who can bypass information barriers and obtain outside information at low cost, it is much more
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likely to be effective on the rural population who do not have the resources to circumvent government

propaganda. Will selective propaganda exacerbate the wealth and knowledge chasm among classes? We

leave the question to future researches.
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