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Abstract

This thesis reports the conception and realization of a radiation pressure trap for
neutral sodium atoms. The trapping and damping forces are provided by three
counter-propagating laser beams situated along mutually orthogonal axes. A weak
magnetic field having a constant gradient is superimposed with the lasers at their
intersection, allowing the atoms to distinguish between the beams and absorb more
light from the laser(s) propagating toward the center of confinement. The theory of
radiative forces on atoms is presented, from which we make predictions of the trap
dynamics for sodium to compare with the experiment. The trap is the first radiation
pressure trap for neutral atoms which utilizes continuous-wave lasers.
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CHAPTER I - INTRODUCTION

Electromagnetic traps for neutral atoms have been recently become a reality.

Since Migdall et al. reported the first magnetic trap for neutrals in 1984 (MPP85),

several other groups have succeeded in demonstrating different varieties of such traps

(CBA86,BLM87,HKD87,RPC87,WIE87,GOU87). Neutral atom traps are interesting

primarily because they provide a novel way to manipulate and observe large (>1013

HKD87) or small (<500 - CBA86) numbers of atoms. As trap technology develops,

we can anticipate the use of trapped, cooled samples of atoms for testing the basic

predictions of quantum mechanics as well as other fundamental concepts of physics.

The ability to trap particles electrodynamically is not a recent development. Ions

and electrons are the easiest particles to trap, since they experience a fairly large force

in an electric field; the spectroscopy of trapped ions is already a fairly advanced sci-

ence (WDW78,BPI85,WIB87). Neutral particles are considerably more difficult to

manipulate, but they have been confined using the relatively small interactions of their

higher-order electromagnetic moments with either static or optical fields. Heer was the

first to suggest a confinement scheme for neutral particles, proposing that a beam of

neutrons be stored in a superconducting toroid (HEE63). Kugler et al. constructed a

magnetic trap for neutrons in 1978 based on this proposal (KPT78), despite the

difficulties imposed by the relatively small size of the neutron's magnetic moment.

The development of traps for neutral atoms was contingent on the demonstration of a

practical source of cold (<1 K) atoms; this was accomplished first in 1982 by Phillips
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1. Introduction

et al. (PPM82), who used a solenoid magnet with a longitudinally varying field to

keep decelerating atoms resonant with a cw "slowing" laser. Shortly thereafter,

Migdall (MPP85), Bagnato (BLM87), Hess (HKD87) and their colleagues confined

sodium or hydrogen about a magnetic field minimum, and Chu et al. trapped sodium

in the waist of an off-resonant laser beam (CBA86).

The most novel feature of an atom trap is the ultra-low temperature of the gas it

contains. Indeed, since these traps have limited depths (typically <1 K), atoms must

be pre-cooled to less than -1 K before they can be trapped. Once confined, the

trapping fields deflect the atoms away from surfaces which may adsorb or perturb

them. They may then be further cooled - one proposal for cooling trapped atoms

predicts ultimate temperatures (for sodium) as low as -10-6 K (PR183).

An ultra-low temperature trapped gas can provide the opportunity to conduct

some unique experiments. Collisions can be analyzed in the unusual regime where the

deBroglie wavelength of the atoms is comparable to the P-wave impact parameter (cf.

Chapter V); sodium will satisfy this condition below about .25 mK. Only the first

partial wave in this case will contribute significantly to the cross-section, simplifying

collisional dynamics. At still longer deBroglie wavelengths, one may begin to observe

quantum collective effects such as Bose condensation or degenerate Fermi statistics,

depending on the spin of the atom. If these degenerate systems are divided into two

distinct regions, one may test the prediction of Javanainen (JAV86) of oscillations

between two degenerate Bose systems. By reducing the random atomic motion, one
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I. Introduction

reduces the second-order Doppler broadening, a boon for spectroscopy.

Atom traps come in two basic varieties, each of which has advantages in

performing certain types of experiments on the ultra-cold gas. Magnetic traps confine

paramagnetic atoms about a magnetic field minimum (MPP85,BLM87,HKD87). Such

traps can be relatively large (as much as 1 liter in volume (BLM87)) and potentially

can hold an enormous number of atoms. Since the magnetic traps contain a spin-

polarized atomic gas, they may be used for observing certain types of low-energy

collisions and collective effects such as degenerate Bose and Fermi systems. In

addition, the trap of Bagnato et al. has a large region of uniform field, possibly useful

in performing experiments in high-resolution spectroscopy. Besides the second-order

Doppler suppression, the long interrogation time feasible in traps may abet such

spectroscopy, since it reduces the broadening inherent in a short measurement.

Light traps confine atoms using laser beams. The major benefit one gains from

a light trap is that the gas contained can be relatively dense. This situation is well-

suited for studies of low-energy collisions (GAP88), long-range molecules, and laser-

induced molecular formation (WEI80). Many types of spectroscopy are

advantageously performed since there is no line broadening due to the first-order

Doppler shift - v<cXF/2n, where v is the atomic velocity, and X the wavelength and

F the linewidth of the atomic transition.

There are two types of light forces on an atom: the dipole force and
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I. Introduction

radiation pressure (cf. 11.1.1). The dipole force is the force exerted by a laser beam

due to its intensity gradient. Focused laser beams have been used by Ashkin to trap

small dielectric particles (ASH70) (more recently, bacteria) and by Chu et al. to trap

sodium atoms (CBA86). For dipole traps, the depth increases with the intensity (cf.

11.1.3), so a reasonably strong trap commonly has a small volume, typically pm3; the

consequent dearth of atoms places limitations on the overall signal. Dipole traps have

the additional problem that the strong intensity gradients tend to heat the atoms once

they are trapped (cf. 11.1.5), necessitating periodic use of additional lasers for cooling.

In addition, the perturbations induced by the trapping beams preclude investigations in

high-resolution spectroscopy.

This thesis describes a trap which is large, deep, and straightforward to

implement. We constructed a trap which relies on radiation pressure to provide both

the restoring and damping forces necessary to form a stable trap. The radiation is in

the form of collimated, counter-propagating laser beams situated along three mutually

orthogonal axes; the trap is at the common intersection of the six beams. The beams

all contain the same frequencies, so they can be generated by a single laser modulated

by an electrooptic crystal. The trap they form can be -1 K deep and several cm3 in

volume.

The fundamental physics governing radiation pressure has been known for quite

some time (PHI86). The existence of radiation pressure was initially hypothesized

many centuries ago and first tested in the early part of this century. In 1619, Keppler
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1. Introduction

hypothesized that light pressure from the sun was responsible for deflecting the tails of

comets. James Clerk Maxwell quantified the existence of radiation pressure in the late

19th century in his treatise on electromagnetic theory (MAX91). Einstein proved in

1917 that a photon imparts a quantum of momentum to an atom on absorption and

emission by considering the thermodynamic equilibrium between a gas of atoms (or

molecules) and the surrounding blackbody radiation (EIN17). In 1933, Frisch used

radiation pressure to deflect a beam of sodium atoms (FR133). More recent

experiments involving radiation pressure are discussed in Section 11.2.

The novelty of our trap is that it is the first to use radiation pressure to provide

the confinement force. It was not evident until recently that this was feasible (see sec.

11.2). The reason is that radiation pressure is simply the transfer of momentum from

photons to an object: if two counter-propagating beams of equally intense light are

trained on a dielectric sphere, the sphere will scatter an equal number of photons from

each and experience no net force. The situation would be the same with lasers shining

on an atom, except that an atom has an internal structure; its resonance frequency and

quantization axis, for example, can be manipulated to make it interact more strongly

with a laser having a particular tuning and/or polarization. A judicious arrangement of

lasers and other influences such as magnetic fields or optical pumping effects can form

a radiation pressure trap for atoms (PWR86). As a bonus, the trapping lasers can be

configured to simultaneously provide damping forces as well as restoring forces

(CHB85), eliminating the need for a second laser and/or exotic chopping scheme. We
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1. Introduction

were able to achieve a record low temperature for trapped atoms (< 1 mK).

The successful design of any cw radiation pressure trap must rely in some way

on the internal structure of the trapped atom. This is a consequence of the "optical

Earnshaw theorem" (ASG83), which extends the well-known theorem from

electrostatics to show that a dielectric particle cannot be trapped by cw radiation

pressure exclusively (cf. 11.2.3). In 1986, Pritchard et al. published several specific

ideas for circumventing this theorem to construct a radiation pressure trap for atoms

(PWR86). This paper is presented as Appendix A, and a brief review of the proposed

traps is given in Section 1.2.

Our implementation of the seminal ideas of Appendix A is a trap formed by

three pairs of counter-propagating laser beams placed along mutually orthogonal axes

(x,y, and z). The two beams along any given axis are given opposite circular

polarizations with a pair of quarter-wave plates. By superimposing a weak "spherical

quadrupole" magnetic field (MPP85) over the region formed by the intersection of the

beams, we can induce an atom to absorb more photons from the beam(s) propagating

towards the origin and consequently form a stable trap. The details of this trapping

arrangement are given in Section 11.2.

The dynamics of this trap for a sodium atom are analyzed using the theory in

Section 11I.1 and the computer model described in Section 11.3. It is found that despite

the complexities which arise due to the multiplicity of states in the primary transitions
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1. Introduction

of sodium, the trap provides restoring and damping forces not only along the

coordinate axes, but in the full three-dimensional space.

The trap was demonstrated in collaboration with S. Chu, M. Prentiss, and A.

Cable by adapting their apparatus at AT&T Bell Laboratories. The additions made to

their system and an analysis of the data obtained are given in Chapter III and

Appendix B. Highlights of the results include:

" Trapped atom lifetimes of several minutes;

" Trapped atom temperatures of less than 1 mK;

" The highest published density of trapped neutral sodium atoms;

" The first measurement of optical absorption in a gas of trapped atoms; and

" Evidence of collisions between the atoms in the trap.

The success of the Bell experiment led us to design and build a light trap at

M.I.T. The M.I.T. trap design has a number of advantages over the one at Bell, the

most important being that it will load the atoms continuously into the trap region

(instead of in pulses) and that the magnets are superconducting. This should allow us

to obtain still higher densities than previously, and to study atomic interactions in

regimes thus far unexplored. A description of the M.I.T. apparatus along with the

principles for its operation is given in Chapter IV. The thesis concludes with a

discussion of some experiments that may be conducted in the new apparatus.
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CHAPTER H - THEORY

H.1 Light Forces On Atoms

11.1.1 Introduction

There are two types of forces which an atom can experience in the presence of

radiation (DHS87, ASH70, C0079). One is referred to as the

dipole, stimulated, induced, or gradient force; the other is called radiation pressure,

or the scattering or spontaneous force. The dipole force is a result of the non-zero

electric susceptibility of an atom: the electromagnetic field induces an electric dipole

moment in the atom, which in turn interacts with the field to produce a force along the

field gradient. Radiation pressure is a consequence of the fact that photons carry

momentum; a beam of light will push an atom in its direction of propagation as a

stream of water would push an object in its direction of flow. In this section we will

present a brief derivation of the expression for the force exerted on an atom by elec-

tromagnetic radiation, analyze the velocity dependence and fluctuations of the force,

and discuss some of the ramifications of our results.

11.1.2 Classical Expression for the Light Force

The quantum mechanical expression for the light force on an atom can be

motivated by a classical analogy. A hydrogenic atom can be treated classically as an

electron of charge -e and mass m harmonically bound to a charge +e fixed to the point
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11.1.2 Classical Expression

X1, with resonance frequency oo and damping coefficient y. We illuminate this atom

with a general monochromatic electromagnetic wave where the electric field has the

form

= E(1)cos(0(x)+cot) = Re "E (1) e (O(*)+(1)

where E is the polarization, E (,?) the (real) amplitude, 0()e) the phase, and Re denotes

"the real part of." The force on the electron in the dipole approximation

(I VO(x>O)(X -1 0)I <1) is (SML78)

class = Re{(p-)VE'

= Re{(PE) VE (o) + E (e)Ve(?)] e i(O(o)+ OV)

= [(Rep E)VE (?o) + (Imp E)E (o)V6(?o)]e i(0(1o)+() (2)

where p* is the (complex) dipole moment of the electron and p E

In taking the real part of (2) to find the physical force, we see that the gradient

of the field amplitude multiplies the real part of p, while the gradient of the phase

multiplies the imaginary part of p*. The real part of p* gives rise to a scattered wave

with a real wave-vector and hence corresponds to elastic scattering of the incident

field, while the imaginary part of p yields an imaginary wave-vector and therefore

corresponds to absorption (which is followed by spontaneous emission) (JAC75).

Hence the field amplitude gradient contributes to elastic scattering, while the phase

14
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11.1.2 Classical Expression

gradient contributes to absorption.

We shall solve for pI explicitly and obtain an expression for the force. In the

dipole approximation, the effect of displacing the electron is ignored, so the equation

of motion for the electron is

mt+ + mo-it+m04 = -e E(o)e )+)(3)

where t =-,o is a complex vector whose real part is the electron's displacement.

Defining F =-my, we solve (3) in the usual way and get

= -et = e2/m 3O,t
o2_ 2 +i(oF

which near resonance (ow0o) becomes

e2 /2m CoO

(oo -o) + iFr/2

= (oe /2 o - o o) + i (r/2) ) (eoo,t) (4)

(oojo)2 - (/2) 2

We see that the real part of J oscillates in (or n out of) phase with the applied field,

while the imaginary part of p oscillates -n/2 out of phase (Figure 1.1). Since the

total E -field is the sum of the incident and scattered fields and the latter is in phase

with Y, radiation associated with Re p' (i.e. stimulated emission) will add (or subtract)

coherently to the applied field, while scattering associated with Im p' (spontaneous

emission) will be incoherent.

We get the classical expression for the force by substituting Eq. (4) into Eq. (2):

15
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1 1.2 Classical Expression

'rclss e2  6VE 2 +FrE 2VO (5)
mO( 0  482+ 12

where 8_o -oo.

We may compare this classical relation with the quantum mechanical expression

for the force on a stationary two-level atom in the low intensity limit (e.g. C0079)

iw2ve + V2
-+(Q/F <1) (6)

482+ r2

where Q -ETt/1 is the Rabi frequency, with gj= -e <final IP I initial> the atomic

dipole moment. If one defines the oscillator strength (COS33)

mIog2

ffi e2-h (7)

then we may write

=fficlass . (8)

We see therefore that at low field intensities, the force on a quantum mechanical two-

level system is equal to the force on a classical damped oscillator of frequency

(0 = (E2 - E 1) /h, times a dimensionless number ffg. At higher intensities, we must

account additionally for the effects of saturation; there is no classical analogue for this.

11.1.3 Quantum Mechanical Expression for the Light Force

The general quantum mechanical expression for the force can be derived in the

semi-classical approximation by viewing the atom as a two-level system with the

hamiltonian

17
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11.1.3 Quantum Mechanical Expression

H = - + HO0 - Tt'E(,V0,t ) (9)
2M

where P is the center-of-mass momentum, M the atomic mass, HO the hamiltonian for

the unperturbed atom, and -It-9 the coupling in the dipole approximation. Note that

as in the classical picture, the field is evaluated at the center-of-mass of the atom, a

step valid in the dipole approximation. HO has energy eigenstates Ii>, 12> with

energies El, E2 respectively.

We will assume that the electric field has the same form as in 11.1.2, namely

= (2)

The perturbed system will be described by the wavefunction

I N(t)> =a i(t) I 1> + a2 (t) 12>;

by substituting this into the Schrodinger equation

i I- I N(t)> = H I N(t)> (10)at

we obtain the equations of motion for the density matrix p, whose elements are

defined as p,,. a a,,n These are commonly expressed in terms of the matrix a,

where

a 11 = P1, (11)
C 22 = P22
C 12 = Y21 =P12e

Defining:

(0-27 1, the atomic resonance frequency;

18
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11.1.3 Quantwn Mechanical Expression

TtF;and

0- 9P- , the Rabi frequency,

the equations of motion can be written as

a 11 = --- ( 12 - Y2 1), (12)
a22

(Y22 = -f2(Gl 2 0,2

and

a12 = --i( + 0(X))a 12 + i9(Y 2 2-011)2

where terms oscillating at twice the optical frequency have been discarded (rotating

wave approximation).

We now must add a relaxation mechanism to account for the spontaneous decay

of the atom from level 2 (the excited state) to level 1 (the ground state). In the case

of radiative relaxation, this can be done 7

rigorously by adding a term to a "dressed"

(atom + field) hamiltonian which couples

the dipole moment of the atom to the field

modes of the vacuum (LOU64). We shallI > E
expedite matters by simply adding a E
damping term to the equations of motion, Figure 112

with the understanding that we are considering radiative damping although it could

include other contributions to the relaxation as well (such as collisions). If IF is the

19
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1.1.3 Quantum Mechanical Expression

decay rate from 12> to I1> (see Figure 11.2) then (12) becomes

611 = -. ( 12 - a2 1) + 1F22 ; (13)
2

(Y22 = C*Y12 -(Y20) - 022

and

612 = -i(8 + (X))a12 + jQ(a22 a-01) - 12-

_40>031.2

Here, P = A = , the Einstein A coefficient. These equations are commonly

referred to as the "Optical Bloch Equations" (O.B.E.) (ALE75).

If the atomic velocity is so low that the atom travels much less than a

wavelength in a typical excited state lifetime (v/P <X; for the sodium D2 transition,

v < 6mIs), a assumes steady state values. The solution for a is then readily obtained

by setting all time derivatives to zero and solving the resulting system of coupled

algebraic equations.

The expectation value <pE> = TrE(p) = 9L(P12 + P21) (CDL77); the steady state

force can then be found using the Ehrenfest theorem:

P= [ HIP] = -V H

=> = < > = <Vt-> (14)
= <ji> VE(?,t).

After some algebra, again invoking the rotating wave approximation, we obtain

=-P .22VO + 1.(8+6)VU2 (15)
4(&+6)2 + r,2 + 2Q2

20
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1F.1.3 Quantum Mechanical Expression

We shall evaluate this expression for two simple varieties of electric field: a traveling

wave in one dimension and a standing wave in one dimension.

11.1.3a: Light force in a one-dimensional traveling wave

For a traveling wave propagating along, say, the z-axis, we have

E(x,t) = EO cos (-kz +cot) = Re-Eoei-mat

where a positive wavevector k indicates propagation in the +z-direction. In this case,

0 = -kz, and the gradient Vf2 2 is zero. (-0 = kv., the Doppler shift in the direction

of the atom's motion). Substituting these into (15), we obtain

(1-D traveling wave) (16)
4(8-k v )2+rT2+2 -2

where

DO=- E O/h . (16a)

This corresponds to the scattering force, and is always in the direction of propagation

of the wave. If we define the saturation parameter

202
1- 2 + 4(8 - kvz 2

we may then write

scat = (ik)(F)s 2 ( 1)](16b)

= (photon momentum )x(decay rate )x(fraction of time in excited state),

21
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11.1.3 Quantum Mechanical Expression

i.e. the force results from the momentum transferred to the atom from absorbed

photons and their subsequent spontaneous emission. Since the incident photons are

propagating with a particular direction but are re-radiated (nearly) isotropically, there is

a net push in the direction of the incident beam. This effect was first experimentally

demonstrated for sodium by Frisch in 1933 (FR133), but was not exploited to cool and

trap atoms until recently (PHM82,PPM82,BLS84 - cf. Chapter I).

II.1.3b: Light force in a one-dimensional standing wave

Now consider the case of a one-dimensional standing wave. We have a field

E (x,t) = 2E0 cos kz coswcot .

In this case 0 = 0, and we get

-h2k 68Q 2
= 0 sin 2kz Z, (1-D standing wave) (17)

482 +Jr 2 +2 2

where K2, K2 are the Rabi frequencies of the individual traveling waves (92o has the

spatial dependence removed - see Eq. (16a)). Equation (17) is commonly written in

terms of the total spatially dependent Rabi frequency as

. (1-D standing wave) (18)
482+r,2 +2O2*

The expression (18) corresponds to the induced dipole force. We may write this

as F';i = -VU (ASH78), where

U = -In 12 2Q(19)
2 482 + 1-2

This potential corresponds to the free energy of the atom in the radiation field

22
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1F.1.3 Quantum Mechanical Expression

(LAL60).

We make three observations about this expression: first, the force is derived

from a conservative potential. This is a consequence of the fact that the dipole force

arises from the coherent redistribution of the field quanta by the atom (DAC85), i.e.

absorption followed by stimulated emission. An atom therefore cannot be cooled using

the dipole force alone. If the atom experiences an occasional spontaneous decay,

however, the coherence of the system is destroyed; the atom may then be biased into

seeing more "uphill" than "downhill" regions of potential, resulting in very efficient

cooling (ACH86).

Second, the sign of the potential, and hence the force, depends on the laser

detuning 8. In particular, for 8<0, the potential draws the atom to a region of strong

field, allowing one to trap atoms in the waist of a focused laser beam (ASH79,CBA86)

or to collimate an atomic beam by laser focusing (BFA78). For 8>0, an atom is drawn

to weaker fields, leading to proposals for trapping atoms in the center of a TEM 1,0

"donut mode" of a laser (STW84,YSH86), or at the nodes of a three-dimensional

standing wave (LMP76).

Third, the depth of the potential and hence the dipole force increases

monotonically with the laser intensity f 2. The scattering force, on the other hand,

saturates at 71k F/2. The dipole interaction, therefore, can potentially exert much more

force on an atom than radiation pressure. Specifically, if the condition Q : 6 is

23
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11.1.3 Quantum Mechanical Expression

satisfied, the dipole force will exceed the spontaneous force by approximately the ratio

8/F. For example, if we focus a 100 mW laser beam to a 3 pm waist, we will have

Q = 104F, so a detuning of 8-1000F from resonance will result in a dipole force -3

orders of magnitude greater than the maximum attainable scattering force.

11.1.4 Velocity Dependence of Radiation Pressure in a 1-D Standing Wave

We now examine how the scattering force in one dimension depends on the

atomic velocity. Consider a two-level atom as described in 11.1.3 moving with velocity

v along the z-axis. The atom is illuminated with a monochromatic standing plane

wave E(z,t) = E (z,t) where t is a transverse polarization vector and

E (z,t) = 2EO cos kz cos cot.

The physical effect of the atom's motion through the standing wave is to

Doppler shift the counterpropagating beams so that in the rest frame of the atom, one

of the beams appears to have a slightly higher frequency than the other. From the per-

spective of radiation pressure, this will cause the atom to scatter more photons from

the beam whose Doppler shifted frequency is closer to resonance. The rate of scatter-

ing will be reduced, however, by the effects of stimulated emission. Since the stand-

ing wave has a field gradient, dipole forces will be present; but it is not clear how to

obtain the velocity dependence of the dipole force from the results thus far presented.

A complete and correct approach to the problem of an atom moving through a

standing wave is to solve the optical Bloch equations (13) in the non-stationary case.
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The exact relation for the force cannot be obtained in closed form, but a continued

fraction expansion was found by Minogin and Serimaa for the force averaged over a

wavelength (MIS79). An alternative approach is to simplify the set of exact equations

by considering only low velocities such that the atom travels much less than a

wavelength during an excitation-spontaneous decay cycle: v/IT < X, or kv < F - the

Doppler shift is much less than the natural linewidth. For the sodium D2 line,

F = 2inx1O MHz, and the requirement is v < F/k = 6 m/s. * The O.B.E. can then be

expanded in terms of the small parameter k v/F, and a solution to the force is found of

the form (DHS87)

F = F (v=0) - av. (20)

When cc<0, the force and the velocity are co-linear, causing the atom to heat.

When oc>0, the force opposes the atomic velocity; a is then called the damping

coefficient. The characteristic damping time of the system is then given by t= MIa; it

determines how quickly an atom will be slowed to l/e of its initial velocity. It was

found (DHS87), in the low velocity regime, that

1 _ k/ 2  25 { 2so(1+2so) ( 43/1, 2)- = 2 2 Ol+ s0 - [(1 +6s 0+ 6s 2 - (1 + 4SO)3/], (21)T M r (1 + 4s 0)3/2  62 + 1 2/4 [ 0 W

s0 being the saturation parameter at zero velocity for one of the traveling waves. The

t This corresponds to a temperature of -0.1 K, implying that the atoms are already quite cold; they
are still several orders of magnitude hotter than the minimum temperature which they can achieve,
however (cf. 11.1.5).
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behavior of a (=M/r) versus so for various detunings is plotted in Figure 11.3. We see

that for a given positive detuning, the sign of the damping coefficient changes from

negative to positive as the intensity increases. For negative detuning (not shown), just

the opposite is true: the force damps at low intensities, and heats at high intensities.

Thus to cool atoms at high intensity, the laser must be tuned above resonance, while at

low intensities the laser must be tuned to the red (DAC85).

The low intensity behavior of the damping force can be found by taking the

so-0 limit of the above expression. We can obtain the same result, however, if we

note that the atom's kinetic energy in this regime will be much greater than the depth

of the potential wells of the dipole interaction: Mv2 : f2 > U. The dipole force will

then be negligible, and the damping will simply be given by the total scattering force

imparted by the two counter-running traveling waves viewed independently.

If we expand the expression (16a) for the scattering force in a traveling wave to

first order in kv/F about v=0, we get

I-hkCf 2  1 + 881 k v
F2 + 2+ 2 +45 2 [ 2 +2 M22+45 2 1

Mkso 88 kv
2 s0+11+so + 1 r2 + 482

where so is the single traveling wave saturation parameter. The two traveling waves

will have opposite signs for k, so in a standing wave,
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11.1.4 Velocity Dependence

Z - J7 S 0  168 kv
Fscat 2 so+1 so+1 1]2+482

8I77ik26 so
=> 0- --p 2 l .+2(S (low intensity)

r2 + 482 1+2so*

This force is proportional to -v 6, so for negative detunings it opposes the velocity and

thus damps the motion of the atom, in agreement with our previous result.

This approximation for a is compared to that obtained using Eq. (21) in Figure

II.4a. We see that at saturation intensity Q= 1, the approximation deviates quite a bit

from its correct value. Since saturation occurs at a relatively low laser intensity (-12

mW/cm2for sodium), one must be careful to use the correct expression for the

damping force when analyzing experimental data.

The dependence of a on s 0 and 6 at low intensities is plotted in Figure II.4b.

We see that for a given velocity, the damping is a maximum when

so = 1 and 6 = -r/2. We find that the characteristic damping time under these

optimum conditions is rsca = 2M/Ik 2 = 6ps for sodium. On a macroscopic time

scale this is very fast; for this reason this arrangement has been dubbed "optical

molasses" (CHB85) in analogy to the highly viscous derivative of sugar cane.

Counter-propagating beams placed along the three Cartesian axes have been used to

cool a gas of sodium atoms and hold them for times up one second (CHB85).

At high intensities, tuning above resonance causes the standing wave to quickly

damp the atomic velocity - this has been dubbed "blue molasses" (DAC85,SDA87).
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11.1.4 Velocity Dependence

The behavior of the damping coefficient in this regime can be found by taking the

leading terms in so in the polynomial (21):

F (1 22 p2 1
a -> 2 2 2 03 { 2 - 6 1 . (high intensity) (24)

S (1 + 4so)m 2 +1-2/4

When the detuning satisfies F < 18 1 <Q, so->2/28 2, and the above expression yields

the damping time

24 MF r
-2--M- -= 3-psec . (F<I841<Q)
3 hk 2 Q Q

Thus the damping time at high intensities can be shorter than at low intensities by

approximately the ratio /O. In a focused beam, this can be a factor of several orders

of magnitude. This is why a high intensity blue tuned laser has been suggested as an

efficient means of slowing a thermal atomic beam (DAC85,SDA87).

11.1.5 Heating and Ultimate Temperature

The processes described in the previous section can be used to damp the atomic

motion, but not without limit. In reality, there are uncertainties inherent to these

cooling processes which introduce randomness to the system and consequently,

heating. There are two primary sources of this uncertainty: one, when an atom

absorbs a photon and undergoes a spontaneous decay, the spatial distribution of the

emitted photon is determined only probabilistically, leading to heating at a rate

proportional to the rate of spontaneous emission. Two, the dipole moment of the atom

will experience zero-point fluctuations which couple to the gradient of the electric
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field, giving rise to uncertainty in the the absorption of photons and the dipole force

(GOA80). The minimum or "ultimate" temperature which is theoretically attainable

will result from the balance between the directed cooling and random heating

processes.

We will utilize two frequently referenced approaches to calculate a relation for

the ultimate temperature. The procedure common to both is to find an expression for

the kinetic energy "component" K; = 1/2M v 2 along the i-axis, then to solve for its

minimum steady-state value. The minimum temperature is subsequently defined by the

relation 2kB Tmm = (K;)ma, where kB is the Boltzman constant (even though a

radiatively cooled gas of atoms may not be in thermal equilibrium). The two

approaches give the same result in the regime of low optical intensity; one approach is

more general and will allow us to solve for the minimum temperature in the high

intensity regime as well.

The first approach is attributed to Wineland and Itano (WII79). They reason that

when an atom undergoes a photon absorption followed by a spontaneous emission, its

kinetic energy will change by an amount equal to the difference in energy of the two

photons:

AK = I(coabs - coem) (25)

where oabs (Oem) is the frequency of the absorbed (emitted) photon. The frequencies

will in general be different because of the Doppler shift and atomic recoil. On

resonance, if we neglect terms of order (v/c)2 and beyond, these frequencies are
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o,,s = o - abs - +R /h,(26a)

oem= co- .-- V-R/A, (26b)

where V (V) is the velocity of the atom in the ground (excited) state, and the recoil

energy R =1 2k 2/2M. Since the emitted radiation is approximately isotropic, the

second term on the r.h.s. of (26b) averages to zero, and Eq. (25) becomes

AK = i- + 2R, (27)

where we have set k= k s.

The rate of energy change is simply AK times the absorption rate:

dK I (V)AK (28)
dt -co

= (photon flux )x(absorption cross -sec'n )x(energy change per event).

The atomic cross-section for absorption of each traveling wave is given by (LOU73)

22
4(8 -k-V)2+ 2 2 + r,2

where ao = 2/2n; note that we have included saturation effects (which WII79

neglects).

We can now estimate the cooling limit for the atom. Assume the atom is

illuminated with a weak laser counter-propagating along the z-axis, and has a velocity

vz. The rate of energy change along this axis is then the sum of the rates induced by

the two beams:

dKzdt c a(vz)(Ik vz +2R ) + (-vz)(-Ik vz +2R). (30)

Note that we must use the full recoil energy 2R per event, and not the average
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projection along the z-axis. This is required in our case because there are cooling

beams parallel to the x and y-axes as well. The recoil from absorption and emission

from the x and y-axis beams will contribute to heating along z; similarly, recoil in this

dimension will cause heating in the other two. We can account for this simply by

taking advantage of the symmetry of the situation and using the full recoil in Eq.

(30). This correction is also required for finding the cooling limit in a three-

dimensional atom trap even if only one molasses beam is present, since the trap will

mix all degrees of translational freedom. Some authors (e.g. C0080) do in fact take

the projection of the recoil along one axis, and consequently arrive at a lower value for

the temperature. These authors are only interested in one-dimensional heating,

however (as in an atomic beam), and the remaining dimensions are uncoupled.

At the low velocities we are considering, we may expand the cross-section to

first order in vZ and obtain an expression proportional to Eq. (23). If we substitute

this into Eq. (30) and set it to zero, we find the minimum kinetic energy along the z-

axis:

(Kz)mi=n-(so+1) r2+482 (31)
2 88

where we recall that so is the saturation parameter of one of the beams. As the laser

intensity gets very weak (so 0), we find the minimum temperature

Tm 4 - .2 +452  (32)
kB 88

This result is plotted in Figure II.5a. We see that the ultimate temperature is achieved
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II.1.5 Ultimate Temperature

at a detuning of -P/2, at which point Tn = 11F/2. This configuration of lasers,

therefore, can cool sodium to 240 pK; T = 140pK for lithium.

The second approach to finding the ultimate temperature is attributed to Cohen-

Tannoudji, Cook, and others (COH86,CO080). We begin by writing the rate of

change of kinetic energy along one axis as

dKi d <(AP -<AP>) 2>=F~v; + - .(33)
dt dt 2M

The first term is the work done by the force directed along the i-axis, and the second

term is the heating due to the random changes in momentum inherent to the cooling

process. The force can be written as F; = -av; when the velocity is small (usually

compared to F); the latter term is often expressed in terms of the diffusion coefficient

D, defined as

. lm<(AP -<AP>)2> 34
At--O 2At

Sm<(AP )
2>

At-*O 2At

since <AP >=0. We can then express Eq. (33) in terms of these definitions:

dKi2 D
- -O2+M. (35)

dt M~
If oc>0 (i.e. F; is a damping force), then given D and a, we can set (35) to 0 and

solve for the ultimate temperature: Tmm = D /kB a.

We shall first solve for T mm at low intensity to compare with the result of

Wineland and Itano. To find the diffusion coefficient, we may separate it into two
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terms: D =Ddip +D, i.e. the diffusion caused by the dipole fluctuations plus that due

to by spontaneous emission. At low intensities, Ddi, can be viewed as the uncertainty

in the absorption of photons (GOA80). The derivation of Dd4, even at low intensities

is beyond the scope of this work, so we will merely quote the result (COH86):

__2k2_ s
Dg= 4 (S+_)(1+Q), (36)

*P 4 (s +1)

where

Q 8Q22(52-3r 2/4)

[482 + 202 +F 2 ]2

is the correction to the Poisson statistics of absorption due to photon anti-bunching.

Under conditions of low intensity (or large detuning),

Q is much less than one and S- ->2so, implying that
s+1

D a;, - S O(Il)2 .(37)

The contribution to diffusion from spontaneous emission Dem is readily

calculated by noting that every spontaneously emitted photon gives the atom a

momentum kick of Ilk. Since this happens at the rate given in Eq. (16), we find

(COH86)

v s
Dem- (7k)2 ; (38a)

4 s+1

note that we again use the full recoil momentum Ilk per event to treat the three-

dimensional problem. At low intensities, Eq. (38a) becomes

37

HI.1 Light Forces



11.1.5 Ultimate Temperature

D 2-FSO (hk)2, (38b)
2

which equals Ddi,. We thus obtain

D =(rk )2r S -(39)
2 s + 1

(11k )2 V sO1, (low intensity)

in agreement with the result of Gordon and Ashkin (GOA80).

To find the damping coefficient, we take the low intensity limit of Eq. (21) and

obtain

8hk28sO
- 2 + 482

The ultimate temperature is therefore

D h r2+42
T - ->r-.(40)

MM kB a kB 88

This is equal to the result calculated using the first approach (Eq. (32)).

Wineland and Itano cannot extend their formalism beyond this point, however,

since their approach can account for neither the uncertainty in the dipole moment at

high field intensities nor the effects of stimulated cooling. The advantage of the

formalism using the diffusion coefficient is that it is more general; it can include the

effects which Wineland and Itano must neglect, and thus obtain the correct result at

any intensity.

When the intensity in the standing wave is high (D F), Ddip does not saturate,
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even though absorption does; one can longer associate Ddip with fluctuations in either

absorption or the dipole force, but must speak only in terms of the total induced

diffusion. The contribution of dipole fluctuations to the total diffusion coefficient valid

for all intensities can be found by solving the Fokker-Planck equation for the total

phase-space distribution function of the atom (CHA43). The solution is analytic but

complicated (CO080,GOA80); we shall only examine its limits. At high intensities,

we find

D -2 (+2 _(41)
dip-2 t az az

In a standing wave, ae/az = 0, and with K2(z) = 2ocos (kz), we may average the first

term over a wavelength to get <(afVaz)2> = 2 2k2. We thus obtain

(lik )20 2
Ddip= IF (high intensity) (42)

independent of the detuning. The total diffusion coefficient in strong fields is of

course given by the sum of Eq. (42) with D,,. (Eq. (38b)), though the effect of the

recoil is completely negligible at even moderate intensities (Q = several x ).

The atomic motion will be damped in strong fields when the laser is tuned to the

blue of resonance (cf. 11.1.4), with the damping coefficient given by (21). In Figure

II.5b we plot Tn = D /kB c for several laser tunings at high intensities. The lowest

temperature is achieved when 8 = 1.5r, though it is still 50 times higher than the

ultimate temperature at low intensities.
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As a check for consistency, we shall also take the low intensity limit of the

Fokker-Planck result. In this limit, we find (C0080)

Ddip = 2[4(-kV) 2 +7 2] LZa z

Since kvm <I , this reduces to

D - rj = (202k,2) -_r A (4
2(482+1r2) (2QAk 2)So(ftk) (44)

at the optimum detuning 8 = -17/2. Comparing this with Eq. (37), we see that this

indeed corresponds to the diffusion caused by the uncertainty in the absorption of

photons in the low intensity limit.
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11.2 Trapping Atoms Using the Spontaneous Force

11.2.1 Introduction

Obtaining a large number of cold atoms for experimental study has become

almost a routine exercise. The basic method involves hitting a thermal atomic beam

head on with a resonant laser beam; the atoms absorb the counter-propagating photons

then radiate them nearly isotropically, resulting in a net loss of atomic momentum.

(There is also a net loss of entropy in the atomic beam from this cooling process, the

entropy being transferred to the newly accessible modes of the radiation field

(CAB86)). The trick of all slowing methods involves keeping the laser resonant with

the desired velocity group of atoms, since the Doppler effect will cause the absorption

frequency to decrease as the atoms slow. One trick is to quickly increase ("chirp") the

laser frequency as the atoms decelerate (EBH85); another is to use a solenoid magnet

with a varying field to tune the atoms' internal resonance frequency using the Zeeman

effect (PHM82,PPM82,BLM87). The latter method can slow as many as 1012

atoms/sec in a continuous fashion (cf. IV.6.3).

When a thermal distribution of atoms is slowed using these techniques, not only

is the mean velocity V of the distribution decreased, but so is the spread in velocity.

Since the squared deviation of the velocity from V is proportional to the temperature,

we say that these atoms have been cooled. Effective temperatures of less than one

kelvin have been attained using these processes. Devices such as the tapered solenoid
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are therefore a rich source of cold atoms, and are a necessary tool in the investigation

of atom traps.

A trap for atoms can be formed when lasers are configured such that the

resulting force on the atoms satisfies two conditions: 1) it is restoring to some point in

space, and 2) it damps the velocity. In the previous section we derived expressions,

valid at low velocity, for the dynamics of an atom illuminated by a either a traveling

or standing wave laser beam. Aside from the spontaneous and dipole forces which act

on a stationary atom, we showed that these forces also had a velocity dependent term

which under certain conditions opposes the atomic motion. Given the motivation for

forming traps for cold atoms outlined in Chapter I, it was natural to try to envision

ways to construct traps out of laser beams. Our treatment will continue to focus on

the regime where v 4zF/k (T << 0.1 K).

1.2.2 Dipole versus Spontaneous Force Traps

The general expression (11.3.15) for the total radiative force on an atom is

usually separated into its two terms, spontaneous and dipole, when discussing schemes

for radiatively trapping atoms. The reason is that each term performs in a qualitatively

different fashion. A successful trapping scheme will typically operate in a regime

where one term is much greater than the other. This simplifies the theoretical

treatment of the trap and allows one to optimize the trap's performance in the regime

of interest. Though hybrids do exist, both in theory (STW84) and experiment
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(GOU87), most neutral atom traps are either "dipole traps" or "spontaneous force

traps." It is therefore instructive to compare the assets and liabilities of these two types

of forces in a number of applications pertaining to cooling and trapping:

1) Maximum restoring force: As shown in the previous section, dipole traps hold

the clear edge in this category. The spontaneous force saturates at hk IF/2, which for the

sodium corresponds to an acceleration of about 106 rn/s. The dipole force, on the

other hand does not saturate; as we showed in 1.1.3, the maximum acceleration could

be 103 times greater than the spontaneous force acceleration using readily attainable

intensities (100mW focused to a 3pm waist). This has implications for slowing as

well as for trapping neutral atoms.

2) Size: Dipole traps, their force being proportional to the gradient of the field

intensity, generally require focused laser beams for best performance. (Very cold

atoms may be "channeled" in the nodes or anti-nodes of a standing wave field

(SDA87)). This limits the order of their size to that of a typical confocal waist:

V ; several pm3 . A standard dye laser, on the other hand (or diode laser, for atoms

such as cesium and rubidium), will saturate the spontaneous transition at very modest

intensities - -10 mW/cm2 for the Na D2 line, for example. The beam can therefore

be spread out over a relatively large volume, typically several cm3

3) Cooling ability: Dipole traps, since they generally require high laser

intensities, have a relatively high ultimate temperature (cf. 1.1.5). All practical traps
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based on the dipole force must therefore alternate trapping with radiative cooling

(typically "red molasses") (CBA86,GOU87). A trap which uses radiation pressure for

both confining and cooling the atom's can approach the ultimate temperature for

Doppler cooling (Tm I=WAd/ 2 kB) without using additional beams.

4) Depth: We shall define the depth of a trap as the maximum kinetic energy of

a particle at the center of the trap that is still contained by the trap. (This is usually

more energy than is required to extract the atom slowly, due to the velocity

dependence of the damping forces). If we neglect damping, a radiation pressure trap

could typically have 103 times less force but be 104 times bigger than a dipole trap,

and thus JF -dx is 10 times greater. The damping, however, is typically provided by

the same red molasses in both types of traps. Radiation pressure traps, since they are

bigger, will therefore be able to capture atoms having much greater initial velocity, and

consequently are several orders of magnitude deeper (1K versus lmK) than dipole

traps.

We see, then, that spontaneous force traps hold several advantages over dipole

force traps: they are several cm3 in volume, can simultaneously provide cooling and

restoring forces, and are potentially very deep. Dipole traps, on the other hand, are

tm 3 sized, require additional red-tuned lasers to cool the trapped atoms, and are

relatively shallow.
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11.2.3 The "Optical Earnshaw Theorem"

As far back as 1962, laser beams were proposed as a means of trapping (or

compressing) atoms using either the dipole (ASK62,DRC83,ASH78,YSH86,e.g.) or the

spontaneous (MIN80,LMP76,LMP78,MIJ82,e.g) force. Dipole force traps were

demonstrated first by Ashkin, when in 1970 he trapped micron-sized particles in the

waist of a cw laser beam (ASH70). Proposals for spontaneous force traps continued to

proliferate, however, because of their practical advantages over dipole traps as

described above.

The spontaneous force trappers were led to reconsider some of their ideas when

in 1983 Ashkin and Gordon published an "optical Earnshaw theorem," hereafter OET

(ASG83). They proved that a "small dielectric particle could not be trapped using

only the scattering force of radiation pressure." Gordon elaborated in a 1984 paper,

stating that "in the case of a real atom such as sodium, a successful trap must involve

at least three levels and three radiation fields of different frequencies." Their reason, in

analogy to Earnshaw's theorem of electrostatics, was as follows: the scattering force,

which is the first term in Eq. (11.1.15), points in the direction of propagation of the

field, which in general is in the direction of the Poynting vector = F In
4x

order to satisfy the first condition for trapping, namely that the force be everywhere

restoring to some point, the Poynting vector must have an inward component

everywhere on some closed surface about that point. In the absence of current
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sources, though, V-& = aU/at, implying that if such a field could be arranged, it

would result in a net continuous flow of energy into the trap. Since this is clearly

impossible, a necessary condition for trapping can never be satisfied.

The publication of this theorem naturally encouraged researchers to find a way

around it. Ashkin himself had already proposed a method which alternated the

trapping beams on and off to produce a net trapping force (ASH84). The principle

was similar to RF Paul traps for ions (WSL59), or the strong focusing effect of a

series of lenses or dipole magnets.

Recently, D.E. Pritchard and the author realized that the internal structure of an

atom can be utilized to create a spatial dependence of the atom-laser interaction. By

making the atom interact more strongly with a laser when it enters the trapping region

than when it leaves, one can circumvent the O.E.T. Together with V. Bagnato, C.

Wieman, and R. Watts, we published a paper (cf. Appendix A) which pointed out this

fact and gave three examples of possible spontaneous force traps.

The general arrangement for a spontaneous force trap consists of two counter-

propagating laser beams placed along the z-axis and focused just beyond the trap

center, as shown in Figure II.6a. The radial restoring force for the trap is provided by

the inward component of the beams for any p in the shaded area. To form a stable

trap, we must make an atom at z>O scatter more photons from the beam propagating

toward z<O ("laser L") even though it is less intense, and vice versa for a z<O atom.
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One way to accomplish this is to apply an external field to shift the resonant

frequency of the atom, and tune the two lasers to different frequencies. Imagine, for

example, that laser R is red-tuned and laser L is blue-tuned, and that we apply a

positive magnetic field which increases with z. As the atom moves to the left, say, its

resonant frequency decreases, bringing it closer to resonance with laser R. If B

changes quickly enough, it will more than compensate for the intensity imbalance, and

the atom will experience a restoring force to the origin. Similarly, it is clear that for

z>O, the atom will absorb more from laser L than R, and again feel a restoring force.

The trap is therefore stable in three dimensions, utilizing the scattering force in

apparent violation of the O.E.T.

X

R L

Figure II.6a: Basic configuration for two-laser spontaneous force trap. ff/2 optics are shown.
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11.2.3 Optical Earnshaw Theorem

Another possibility mentioned in the paper is to use the fact that transition rates

depend upon the relative orientations of the atomic quantization axis with the electric

field polarization vector. If we apply a field which has a constant magnitude but

points in a different direction on the +z side of the origin as on the -z side, we can

polarize the lasers differently in a manner which produces a stable trap. Yet a third

possibility utilizes the different oscillator strengths between Zeeman sub-levels to

optically pump certain atoms such as cesium to states where they will scatter more

light from a weaker beam than a stronger one. Specific realizations of these ideas are

given in the Appendix.

All these schemes were mentioned in talks given by Pritchard and Wieman in a

"summer school" at Helsinki in July, 1986. After Pritchard's talk, he invited the

participants to suggest other possibilities for spontaneous force traps. Jean Dalibard

approached Pritchard afterward with the seminal idea for the trap described in this

thesis.

11.2.4 The Dalibard Scheme for Trapping with Radiation Pressure

The essence of Dalibard's scheme can be illustrated by considering the z-axis

motion of a hypothetical atom with a spin S=0 ground state and a spin S=1 excited

state. Illuminate this atom with two counter-propagating monochromatic plane waves

of equal intensity traveling parallel to the z-axis. Since the plane waves are equally

intense, an atom will scatter equally from both of them and will not experience a net
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spontaneous force.

To create a restoring force when the atom is displaced from the origin, apply a

weak magnetic field gradient of the form B, (z) = bz, and give the two traveling waves

the opposite circular polarization (Figure II.6b). The left propagating beam (beam L)

is polarized a-, while the right propagating beam (beam R) is polarized a+. As the

atom moves toward z>O, e.g., the S=0 to -1 transition energy is decreased due to the

Zeeman effect, while the S=0 to +1 transition energy is increased. If we tune both

lasers slightly to the red of the zero field transition frequency, then laser L, which is

a- polarized and therefore excites only AS = -1 transitions (SOB63), will be closer to

the resonance frequency of its transition than the a+ polarized laser R, causing the

ms s

0

ENERGY

0

LASER_

s=O

S=0

Figure II.6b: Energy level diagram of hypothetical atom having spin S=O ground state
and spin S=1 excited state, immersed in a magnetic field B Z(z)=bz. The frequency and
polarization of the counter-propagating laser are chosen to produce damping and
restoring forces for the atom's z-axis motion.
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.112.4 The Dalibard Scheme

atom to scatter more photons from laser L than laser R. The atom therefore

experiences a net force back to the origin. Similarly, when the atom ventures toward

z<O, it will scatter preferentially from beam R, and again be restored.

Since the light frequency is tuned slightly to the red of the atomic transition, and

the intensities are low (i.e. O T), the motion of the atom will be damped, since the

beam opposing the atom's motion will be Doppler shifted closer to resonance than the

co-propagating beam as described in 11.1.4. This scheme therefore satisfies both the

damping and restoring requirements for a stable trap.

11.2.5 Extending the Dalibard Trap to Three Dimensions

Generalizing this trapping scheme to three dimensions is straightforward. Orient

three retro-reflected lasers along three mutually orthogonal axes, which will define a

Cartesian coordinate system. Generate a magnetic field with a pair of coils having

opposed current spaced about a radius apart, with the axis of symmetry along one of

the lasers, say the z-axis beam (Figure II.6c). Close to the origin, the field along the

z-axis will be B(p=0,z) = bzz as required for one-dimensional trapping. Since the

field must satisfy V-9 = Vxf = 0, it is easy to show that the field in the x-y plane

will lie in this plane and have half the gradient of the z-axis field: B(p,z=0)= -1/2 b p.

If we reverse the helicity of the a+ and a- beams traveling along x and y with respect

to the z beam, the conditions for one-dimensional trapping will be satisfied

independently along each of the three Cartesian axes.
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112.1 Extending Trap to 3-D

Although the atom is restored if it is displaced along x, y, or z, it is not evident

that the trap will work under other conditions. When the atom ventures off-axis,

complications arise because the magnetic field, and hence the atom's axis of

quantization, forms oblique angles with the polarization vectors of the light. This can

cause a o+ beam, for example, to excite AM =0 and-1 transitions. The effects of

these complications will be dealt with in the following section.
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11.3 Application: Sodium Atom

11.3 Application: A Sodium Atom in the Spontaneous Force Trap

11.3.1 Introduction

In the previous section we showed qualitatively how a judicious arrangement of

laser beams and magnetic fields can trap a hypothetical atom via the spontaneous

force. The situation for a real atom, of course, is much more complicated. A real

atom may have several levels in the ground and excited states which are close enough

to be excited by a single laser. Each of these levels will in general have a different

magnetic field dependence and different matrix elements which couple it to the various

other levels. One is not able to simplify matters by cycling the atom between

"stretched states," where the nuclear and electronic angular momentum vectors are

aligned, since the trap relies on both Am = +1 and -1 transitions to restore the atom to

the origin. It is therefore difficult, if not impossible, to describe the trap dynamics for

any atom possessing both nuclear and electronic spin without resorting to numerical

methods.

In this section we will analyze the dynamics of the Dalibard trap for sodium,

taking into account three dimensions as well as all the hyperfine structure. We will

begin with a review of some atomic physics to describe some of the properties of

sodium such as its energy levels, Zeeman splittings, and transition strengths. Our

ultimate goal will be to find the forces on the sodium atom for various parameters

which are likely to be tried in experiment. We will restrict our discussion to the
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regimes which are likely to be of practical interest, namely weak magnetic fields and

low optical intensities.

11.3.2 The Level Structure of Sodium - Fine and Hyperfine Structure

Neutral sodium is the third atom in the alkali series, with Z=11 and A=23.

Since it has one valence electron, its spectrum resembles that of atomic hydrogen in

some respects: its terms are all doublets, and its spectroscopic terms for n>3 are the

same. Differences arise from the shielding effects of the core electrons in sodium and

the different nuclear spins, 3/2 in sodium versus 1/2 in hydrogen.

The hamiltonian for the sodium atom can be written

H = HO + Hs + Hhfs + He (1)

where HO represents the unperturbed atom, Hf, is the fine structure caused by L-S

coupling, Hhfs is the hyperfine structure due to I-J coupling (and small contributions

from the nuclear electric quadrupole moment and other perturbations), and H.

represents all externally applied perturbations such as electric or magnetic fields.

The unperturbed atom can be described by the quantum numbers

n, L , mL ,S,ms,1, and m, where n is the principle quantum number, L,S,I are the

electron orbital, electron spin, and nuclear spin angular momenta, respectively, and mA

is the z-component of the angular momentum A. HO is diagonal in the basis

I n L S I F mF>, where F a+J I + L +S is the total angular momentum.
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11.32 Fine and Hyperfine Structure

The principle optical transitions in sodium, the D1 and D2 lines, are between the

32Si ground state and the two lowest-lying excited states which split by the fine

structure, 32P1/2,3/2. The fine structure hamiltonian is given by Hf, = (r)r-S, where

S(r) is a function which depends only on the radial operator r. Since

Ir= +r => r-S = (72_L2_r42)/2, we see that the fine structure splits terms with

the same value for L and S but different J. The first excited states of sodium therefore

consists of two terms, 32P1/2 and 3 2P3/ 2, as shown in Figure 11.7. The magnitude of

this splitting is -17.19 cm- 1. In most applications of laser spectroscopy, this

separation is large enough to allow one to ignore one of these levels while

investigating the other. Hereafter we will deal exclusively with transitions between the

32S1/2 and the 3 2P3/ 2 levels, called the D2 line.

The ground and excited states of sodium are split to a smaller degree by

interactions with the atomic nucleus, called the hyperfine structure. The hamiltonian

for this interaction is (COR77)

Hh3= Aj!-I+( 2+I . 212] (2)
fs 21(21-1)J(2J-1) 2

where Aj is the hyperfine constant and Bj -eQ <a2 V/az 2 > is the electric quadrupole

interaction constant. The first term arises from the energy of the nuclear magnetic

moment in the magnetic field of the orbiting (and spinning) valence electron, and the

second term arises from the interaction of the electric field of the electron cloud with

the electric quadrupole moment of the nucleus. Values for the constants Aj andBj for

56

II.3 Application: Sodium Atom



11.3.2 Fine and Hyperfine Structure

"4
/

/

/

/

/

r
I
I
I
I

I
/
I

/
I

I
I

I
I
I

/
I

1
1
I
I
I

/

/
~

/N 3 i.>"

17. 19 cm

P 1/2

- 1

3/2

3

60MH z

34MHz

15MHz '

22

192MH z -21

16956 cm'

-. -. -~ 2

'4%

'4%
1772MHz

.---

2

-1

-2

-1

Figure 11.7: Energy level structure of sodium. The ground state and first two excited states are shown.
The Zeeman sub-levels, shown on the far right, are degenerate in zero magnetic field.
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11.3.2 Fine and Hyperfine Structure

sodium can be found in COR77, p. 718. As above, we write II= (P 2_r2-j2)/2,

and the hyperfine hamiltonian then becomes (COR77)

Hhfs = -A K + [ 3K(K +1) - 41(I+1)J(J +1)] (3)
2 81 (21 -1)J (2J -)

where we have used the definition K = F (F +1) - I (I+1) - J (J+ 1). The splittings

attributed to this interaction are shown in Figure 11.7. Each hyperfine state is

composed of 2F + 1 Zeeman sub-levels which are degenerate. If each of these sub-

levels is given unit "weight," the "center-of-mass" of the levels is at the unperturbed

energy. We see that in the excited state, the levels are spaced fairly close together

compared to the natural linewidth of the transition (10 MHz). Also, an atom in the

F=2,1, or 0 manifold of the excited state can decay to either of the ground state

hyperfine levels; atoms excited by a single-frequency laser to one of these states will

eventually accumulate in the non-resonant ground state hyperfine level. We therefore

must consider all the hyperfine levels when dealing with the D2 transition.

11.3.3 The Zeeman Effect

We now shall examine the effect on the atom of an externally applied magnetic

field. Recall that the trapping scheme requires applying a field strong enough to

differentiate between the various Zeeman sublevels which are degenerate in zero field.

The trap will work effectively when the splitting induced by the field is less than or

equal to a linewidth; if the splitting is any greater, we must tune the trapping laser too

far to the red to provide adequate damping near the center of the trap (cf. 1.1.4).
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Since the linewidth is less than or equal to the hyperfine separation in the states of

interest, the applied magnetic field is considered "weak," in that it does not unduly

perturb the atom.

The Zeeman hamiltonian is (COR77)

He= gJB- - gI N(4)

where gj, g, are the electronic and nuclear g -factors, respectively, pgB- e A' 2 me c is

the Bohr magneton, and p1 = pB me/mN is the nuclear magneton. By taking the

electron spin moment to be exactly twice its orbital moment (valid to first order in cc),

we may write the electronic g -factor as

3J(J+1) + S(S +1) - L (L +1)
91j- 2J(J+1) (5)

The nuclear g -factor is determined by experiment to be 2.2176.

To determine the energy shift due to the magnetic field, we must diagonalize the

total hamiltonian (1), including the perturbation Hev. Since the magnetic field is

weak, H will still be diagonal in the unperturbed basis of the total angular momentum

IF,mF >. Since the operators I and I which comprise He are vector operators, by the

Wigner-Eckhart theorem they must be proportional to F (CDL77, p. 1054).

Specifically,

I = .1 FP, (6)
F(F +1)

and
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11.3 Application: Sodium Atom

F(F +1)

If the magnetic field direction defines the z-axis, the Zeeman splitting at low field may

be written as

Ez = 9F gBBmF (7)

where the effective g -value is

9F 3J(J+1) + S(S +1) - L (L +1) 4F(F+1)+J(J+1)-I(I+1)lI 2J(J+1) 12F(F+)1)

Me F(F +1)+I(I+1) - J(J+1)
m- {F(F7+)N2F(F +1)

The second term in the energy is smaller than the first by about the ratio

me /mN z 1/1836, and can usually be neglected. The Zeeman shift of the ground and

excited states of the D2 line are shown in Figures 1.8.

It is instructive to see whether or not our trapping scheme will work for an atom

as complicated as sodium. The relative transition frequencies between Zeeman sub-

levels in the two primary hyperfine manifolds in the D2 line are plotted in Figures 11.9.

We see that for the F =2-4 F '=3 transitions, all the AMF = +1 transition frequencies

increase with increasing field, and the AMF = -1 frequencies decrease. For the

F =1 -+F'=2 transitions, the transition frequency from a given ground state will again

be shifted appropriately by the field. Though we cannot account for optical pumping

effects at this point, we see why the scheme might work for a real sodium atom.
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Figure II.8a: Energy shifts due to Zeeman effect in sodium 3P3f2 manifold. The MF degeneracy is

removed by the magnetic field.
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II.3.4 Transitions Between Zeeman Sub-levels

1.3.4: Optical Transitions Between Zeeman Sub-levels

Now that we know the energy levels of the sodium atom at any point in the trap,

we want to be able to calculate the transition rates between the various levels when the

atom is immersed in laser light. In Section II.1.3 we found an expression for the

transition rate at low intensity where we assumed that the atom was a simple two-level

system. In reality, the atom has three coupled angular momenta (S, ij, which split

our two-level system into the multi-level system discussed in the previous section. In

order to connect the results of Section 11.1.3 with the real sodium atom, we must be

able to compare the transition rates between the all the field-dependent hyperfine

levels.

The transition rate implicit in Eq. (1.1.16b) is related to a particular transition by

the square of the Rabi frequency, j22 2. ge is the dipole matrix element given by

(SOB63)

pE,= -<YJ'I'F'MF, 11 yJ I F MF> (8)

where E is the polarization of the light, j12ex is the dipole operator, y represents all

other quantum numbers, and the primes denote the excited states. In order to utilize

standard angular momentum algebra, we shall write the vectors in terms of their

spherical components:

1
p 2 4<YJ'I'F'MF'I pq lyJIFMF> (9)

q=-1

where g 1 = x -py, go = gz. Since9q is a tensor operator, we may use the Wigner-
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Eckhart theorem to remove the M-dependence from the matrix element:

<YJ'I'F'MFIg9q IyJIF MF>

( )F -MF <Y J IF'"II 9qI IyJI F > _1-M ' q)q IyJIF> 1 MFJ(0

The double bars remind us that it is a reduced matrix element. The expression in

parenthesis is a 3-j symbol; it equals zero unless its elements fulfill certain conditions.

This gives us selection rules for dipole transitions:

AJ =- J' - J = 0, i1; J'+J >1, (11)

and

AMF =-MF, - MF =0, 1.

The selection rule for MF depends on the value of q. q = 1 corresponds to light

with oI polarization, and consequently AMF = 1; q =0 corresponds to linearly

polarized light, which yields the selection rule AMF = 0.

We can further reduce the matrix element in (9) by noting that r and J

commute. This allows us to use the 6-j symbol so that (9) becomes

( 1 )F '+F -M F4I+J' +1 ( Y I I q 'Il ) rf f 1

x 4(2F +1)(2F'+1) _ q.4F' q F(12)

where (Y'I I 9q I I ly) is the totally reduced matrix element and is the same for all

transitions in the D2 line. In fact, the method used here to factor out the angular

momentum dependence is totally general, and can be used for any atom which can be

described by a similar basis.
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11.3.4 Transitions Between Zeeman Sub-levels

The relative strengths S of all the field-dependent hyperfine transitions within the

D2 line can now be determined from the relation

q=1
SOc I Yeq <YJ'I'F'MF'IgqIyJI F MF>I2  (13)

q=-1

These relative strengths are tabulated in GOU86. It should be noted that the sum is

taken within the absolute value sign, suggesting the possibility of interference terms

(and quantum beats (LEV84)). These terms are not significant, however, because the

light is circularly polarized (i.e. composed of only a single spherical component Eq).

Even when the quantization axis (determined by the direction of the magnetic field) is

not orthogonal to the optical polarization vectors, each laser will still drive mostly one

transition, and the cross terms between transitions will be negligible.

11.3.5 Calculating the Spontaneous Force for a Multi-Level Atom

We shall now calculate the average force on a sodium atom in the light trap

described in Section 1.2.4. We will assume that the light intensity is low enough to

allow us to neglect dipole forces. In addition, we will neglect diffusion, because it

does not contribute to the average force.

The experimental arrangement for our model is as follows: Retro-reflected,

collimated laser beams of the correct polarization and equal intensity are situated along

the x,y, and z axes (see 11.2.4 and Figure II.6c). Each beam has two frequency

components in order to drive the two ground state hyperfine levels. They are tuned

slightly to the red of the F =2 -+ F'=3 and F =1 -+ F '=2 transitions. The necessary
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magnetic field is assumed to be generated by two coils of opposed current placed

about a radius apart.

We will first restrict our attention to the z-axis motion of an atom with velocity

vz, though we will account for the presence of all six beams. Consider a given laser

beam incident on the atom, which is in a particular ground state F,mF. At low

intensities, this laser will excite the atom to an excited state F',M' with a rate

R (F,mF - F',mF') = 2+ 2(14)
,2+27 + 4(8-k --V)2

where QT= <y'F'MFIgIyFMF>E/1h. Once in the excited state, the atom
all beams

will decay to a particular ground state with a rate (SOB63)

R (F'p,MF-+ F ) - 3 1 E t-<y F M gIlY'F'MF',j2. (15)
31c all poi.

Define 1F ,MF to be the population of the state (F ,MF) (the diagonal elements of

the density matrix p). Since the total population must be constant, we have

E nFMF = 1. The rate of change of a given population is simply the rate in
all states

minus the rate out:

SiFMF = R(F',M,->Fm)FF F'F, -R(F,MF -+F',MF,)HFMF]. (16)
F',AF'

There is one such rate equation for each Zeeman sub-level in the system; for the

sodium D2 line, there are 8 ground state sub-levels and 16 excited state sublevels.

After a short time, the populations will assume steady state values fs'. For a given set
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of experimental parameters, we may solve for these values by setting the time

derivative in (16) to zero and solving the resulting set of 24 coupled equations. This

is done numerically by computer; it takes about 10 seconds to complete the process on

an 3IBM AT with a 10 MHz math co-processor.

Once the steady state populations have been found, we can calculate the force in

a straightforward manner. If the atom is constrained to move along the z-axis, the

force will be the net result from the absorption of photons from the two z-axis beams

beams, labeled R (+z) and L (-z):

Fz = 1ik Z UIF F R R (FMF -> F',IMF,) - R L (F XF -+ F',MN,) (17)
F,MF [F',MF'

Since the decay from the excited to the ground states emits a photon in a random

direction, it does not contribute to the net force.

Some results obtained using this method are plotted in Figures 11I.10. We note

that both restoring and damping forces are present. The restoring and damping

coefficients k and 0 defined by the relation F = -kz - Ov can be obtained in this

fashion for a variety of experimental parameters. For a laser intensity of I=4 mW/cm2

per beam, for example, we obtain ic=5.76x10-17 dynes/Gauss, and f=1.29x10 18

dynes/(cm/s). This will be compared with experiment in Chapter III. Note that the

restoring and damping coefficients are non-linear in intensity; when we double the

intensity from 2mW/cm2 to 4mW/cm2 , the force increases by less than a factor of

two. This is a consequence of saturation effects.
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11.3 Application: Sodium Atom

If we allow the atom to venture away from the axes, additional complications

arise. The axis of quantization is locally defined by the direction of the magnetic field

vector. The field can now make an oblique angle with the polarization vectors of the

light, allowing for the possibility of AMF =0 transitions. These transitions may not

have the proper field dependence to provide a net restoring force, so for the same total

laser intensity, the trapping force may be diminished. Figure II.11 plots the

components of the force for various positions along the (1,1,1) diagonal for two

different intensities. (Note that the force is plotted versus total magnetic field to

permit easy comparison with the one-dimensional model). We see that each

component of the force still restores the atom to the origin; however, the total force

does not point radially inward. This may affect the size of the trap . In addition, all

other parameters being equal, the total force along the diagonal is slightly less than it

is on axis. This is a consequence of the allowed AMF =0 transitions. We again see

the non-linearity of the force with intensity.

The theory and modeling of this section indicate the spontaneous force trap

should work for sodium, and has potential for trapping some other alkalis as well. In

the next section, we present the experimental results.
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Light Traps Using Spontaneous Forces
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(Received 28 March 1986)

We show that the optical Earnshaw theorem does not always apply to atoms and that it is possible
to confine atoms by spontaneous light forces produced by static laser beams. A necessary condition
for such traps is that the atomic transition rate cannot depend only on the light intensity. We give
several general approaches by which this condition can be met and present a number of specific trap
designs illustrating these approaches. These
volumes of several cubic centimeters.

traps have depths on the order of a kelvin and

PACS numbers- 32.80 Pj

Since the optical Earnshaw theorem (OET) was
proven.' it has been widely believed that it is impossi-
ble to confine atoms with static configurations of laser
beams by use of only light forces associated with spon-
taneous emission. In this Letter we show that this
theorem does not necessarily apply to atom traps and
suggest general approaches for making stable
"spontaneous-force" light traps for atoms. We also
present several examples of possible traps which have
cubic-centimeter volumes and depths on the order of a
kelvin. These numbers are orders of magnitude larger
than those predicted for other static-light-force traps
and thereby open up an entirely new range of possible
applications.

There are two types of radiation forces that can be
used to trap neutral particles.2 The first is the gradient
force arising from the interaction of the induced dipole
moment with the field-intensity gradient. The second
is the scattering force associated with the transfer of
momentum from photons to particles by the scattering
of light. This latter force was used to cool beams of
thermal atomsiS and to viscously damp a collection of
already cold atoms.6 Minogin7 and Minogin and
Javainens proposed that a trap could be constructed us-
ing only the scattering force. However, Ashkin and
Gordon showed that, in analogy with the Earnshaw
theorem of electrostatics, such traps are fundamentally
unstable,' thereby discrediting these proposals and
discouraging any others. The current avenues of in-
vestigation have therefore been restricted to ac
spontaneous-force light traps and the relatively shallow
gradient-force traps. The former type was first pro-
posed by Ashkin' and uses time-varying light intensi-
ties and/or frequencies to circumvent the OET in
much the same way that rf ion traps overcome the
traditional Earnshaw's theorem.

The key idea underlying the OET is that, in the ab-

sence of sources or sinks of radiation, the divergence
of the Poynting vector of a static laser beam must be
zero. Hence, if the force is proportional to the laser
intensity, the force must also be divergenceless, thus
ruling out the possibility of having an inward force
everywhere on a closed surface. An example is shown
in Fig. I where the Poynting vector is inward in the xry
plane at z -0, but outward along the z axis. On axis
there is no Poynting vector at z -0 if the intensities of
the right- and left-moving laser beams (R and L) are
equal. However, the outward Poynting vector, and
hence the force, increases in proportion to IzI due to
the focusing and consequent increase in intensity of
the laser beam traveling away from the origin.

Ashkin and Gordon proved the OET for the scatter-
ing force on particles with "scalar polarizability"
whose "dipole is linearly related to the field."' [These
conditions assure that the scattering force is propor-
tional to the Poynting vector but the word "dipole"
does not imply that the gradient (also known as dipole
or induced) force is involved in the present discus-
sion.] They applied the theorem to atoms and atom
traps without considering the internal degrees of free-
dom of the atoms. This was appropriate for traps of

ft

-L

a

FIG. I. Basic trap configuration. //2 optics are used.
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the Minogin type. However, the OET does not gen-
erally apply to the spontaneous force in atoms because
this force is not always proportional to the intensity.
and therefore the corollary that 'the scattering force
by itself cannot form a trap"' does not rule out atom
traps based on spontaneous force. Note our use of the
terms "scattering force"' to apply to light forces that
obey the OET and "spontaneous force" for the analo-
gous forces in atoms (which do not). These two terms
have been used interchangeably by previous authors.

The basic point of this paper is that the internal de-
grees offreedom of the atom can change the propor-
tionality constant between force and Poynting vector
in a position-dependent way. and thus allow static
spontaneous-force traps. Such a change can result. for
example. from external fields which shift the resonant
frequency or orientation of an atom. or optical pump-
ing which changes the state of the atom. These and
other ideas can be exploited to %iolate strict propor-
tionality and create stable optical traps using spontane-
ous forces, especially if one uses multibeam arrange-
ments.

In the remainder of this paper we give three specific
examples of how the sources of disproportionality
mentioned above can be used to produce stable traps.
For this purpose we shall restrict out attention to the
simple two-beam configuration shown in Fig. 1. While
this is almost certainly not the best practical design for
a trap, it will serve to illustrate the general principles.
The configuration shown in Fig. I is already stable in
the x-y plane. For it to be stable along the : axis and
hence form a trap. we must make an atom at z > 0 ab-
sorb more strongly from the left-moving laser beam
(L) than from the right-moving beam (R) even
though the left-moving beam is less intense.

We first show how this can be done by use of a static
external field to shift the resonant frequency of the
atoms. Consider a two-level atom and imagine that R
is tuned below its resonant frequency while L is tuned
above it. Assume also that the intensities are adjusted
so that there is no force at z -0 and that there is a
magnetic field gradient in the i direction. dB,/1 > 0.
As the atom moves toward positive :. its transition fre-
quency will be Zeeman tuned toward the blue, bring-
ing it closer into resonance with L and farther from
resonance with R. Obviously if dB/ d is sufficiently
large, the increased absorption of photons from L will
more than offset its decreased intensity, resulting in a
net spontaneous force back toward :-0 and conse-
quent stability along i. Since this configuration is al-
ready stable along x and j, it is a spontaneous light-
force trap in violation of the OET. To achieve damp-
ing of the velocity (a useful trap must have cooling in
addition to stability), R should be detuned slightly
below resonance ( - [/2 for maximum damping
where r is the natural linewidth) and L should be

tuned either close to resonance or several r above it.
The velocity dependence of the force from R. which
provides damping, is much greater than that from L
and hence dominates and cools. For either tuning, to
make the center of the trap an equilibrium point, the
powers in the two beams must be different.

Although real atoms have more than two levels. a
spin-polarized alkali atom. such as sodium in the
F.M - 2. 2 level excited with ' circularly polarized
((r + 9 light, is a sufficiently good approximation to
this two-level case. A plot of acceleration versus lon-
gitudinal position and velocity for sodium in such a
trap is shown in Fig. 2. Stability results from the fact
that the spatial derivative of the force is negative near
: -0 (and for zero velocity the sign of the force
changes). Damping occurs because the higher the
velocity of the atom. the larger is the force which is
opposing it.

In the second example we demonstrate how a static
field which changes the orientation of the atoms can
be used to produce a stable trap. In this case the laser
beams have different linear polarizations, say R polar-
ized along i and L along j. Application of a magnetic
field of constant amplitude but changing direction can
cause atoms to interact differently with the two beams
provided that the atoms follow the field adiabatically.
In particular. for Na atoms in the F.M-2.2 state.
transitions to F.M - 3. 3 are not excited by light polar-
ized parallel to the axis of quantization (the local mag-
netic field). Consequently, if the B field is a helix that
twists toward i for > 0 and toward y for z <0, the
configuration can be made stable. If the atom moves
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FIG. 2. Accelerations felt by sodium atoms with various
velocities in a light trap having frequency-discriminated
counter-propagating beams and a magnetic field gradient of
4 G/cm. At z -0, beam L. tuned r/2 to the red side of res-
onance, has an intensity IL -0.81.. beam R, tuned r/io to
the blue side of resonance, R -0. ISI.. Both L and R are
right-circularly polarized and use f/2 optics.
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sutticiently far in the +-i direction. B will be parallel
to y and the atom will absorb photons only from the
(weaker) L beam. Motion in the - i direction will
produce a similar restoring force from the R beam.
Moreover. both beams can be tuned on the red side of
the resonance to provide viscous damping of the velo-
city. Since the light is not circularly polarized. transi-
tions to F -3, M -2 or 1. which destroy the polariza-
tion. may also occur unless the magnetic field causes
sufficient Zeeman splitting. Approximate modeling
ihows that a high fraction of population can be main-
tained in te F.M - 2. 2 state for appropriate B fields
and laser detunings.

Our final example demonstrates how optical pump-
ing of the atoms can be used to obtain a stable trap.
Assume now that the laser beams have opposite angu-
lar momentum (e.g., ('Y for L and a-- for R). Con-
sider a transition where the Fquantum number of the
excited state is less than that of the ground state but
not equal to zero (e.g., Cs. F - 3 - F' - 2. which must
decay back to F - 3). If atoms are exposed to two
beams of different intensity, the atoms become opti-
cally pumped so that they absorb more photons from
the weaker beam than from the stronger. This can be
understood from the transition probabilities shown in
Fig. 3. An atom in the M -0 state. for _ > 0 will be
quickly pumped into the M - 2 or 3 sublevel by the
stronger a* beam. At that point, the atom can only
absorb a'- photons from the other beam which is
directed toward the center of the trap. In addition,
since the matrix elements strongly favor M - + 1 de-
cays, the atom will continue to absorb mostly ao pho-
tons, thus generating an average longitudinal restoring
force. This peculiar intensity dependence makes it
necessary to tune the laser above resonance to provide
longitudinal velocity damping. This weakly heats the
atoms in the transverse direction. Thus in a real trap it
would be necessary to provide additional transverse
damping, for example, by use of an asymmetric trap
geometry or adding weak "optical molasses"' beams
along i and 9. Phase-space trajectories for an atom in
this trap with such additional cooling beams are shown

6P3 /2  -2 -1 0 2
F 2 2 . T Fo17

i

F 13 -3 -2 -I 0 2 3

FIG. 3. Relative transition probabilities for the 6S( F

- 3) -6P3/ 2( F - 2) transition in cesium.
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in Fig. 4. These show that the atoms quickly are
compressed into a region which is a fraction of a mil-
limeter in size and have residual random velocities on
the order of several centimeters per second corre-
sponding to T A weaker version of this trap results
from use of orthogonal linear polarizations.

We have calculated the performance of the above
traps and variations on them. While it is not the pur-
pose of this paper to give detailed results, it seems
worthwhile to give the general scale to stimulate con-
sideration of optical traps based on the concepts of this
paper. With available dye-laser powers, spontaneous-
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FIG. 4. Phase space plots in z and x for a cesium atom of

particular initial position and velocity in a light trap having
polarization discriminated (a * and a- ) counterpropagating
beams along the - axis and weak optical "molasses" in the
x-y plane. At z -0 the trap beam characteristics are area I
cm 2. intensity 0.5 mW/cm 2, f/2, and detuning r/2. The
"optical-molasses" beams are plane waves with an intensity
of 0.025 mW/cm 2 and detuning of - r/2.
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force traps such as those we have described can be
constructed with - 10-cm dimensions, but I cm is
more practical with inexpensive optics. The 1-cm size
has confinement forces that are a fraction ( < +) of
the unidirectional spontaneous force. Integration of
this force over the size of the trap gives a depth of
several kelvins. However, a particle of this energy will
not necessarily be confined in the trap since Doppler
shifts can cause the forces to be significantly smaller
for atoms with this much energy. For example, a I-K
Cs atom has a Doppler shift of - 6r and will interact
much robre weakly with the radiation than the above
calculation of the depth assumes. This trap depth is
nearly 100 times deeper and 10" times larger than that
obtained for gradient-force traps of the type recently
demonstrated by Chu et aL.1 0

The spontaneous-force optical traps we have pro-
posed are relatively simple ones designed to illustrate
general ways in which the optical Earnshaw theorem
can be circumvented. More complicated geometries
can probably exploit these approaches more fully, par-
ticularly ones which provide more direct cooling and
confining in the x-y plane. As a simple example. the
addition of weak optical molasses along x and j. men-
tioned above, will make any of these traps perform
better. Also, additional beams may be needed to en-
sure that trapped atoms do not escape to untrapped hy-
perfine ground states such as exist in all alkali atoms.

The particular examples we have chosen illustrate

three ways the internal degrees of freedom of the atom
can be exploited to trap atoms, but there are many ad-
ditional possibilities. Other types of optical pumping
exist, such as pumping between two different hyper-
fine levels. Also, external static or oscillating fields
can be used in a variety of ways to affect how an atom

absorbs radiation." Probably all of these can be used

to produce light-force traps. Finally, it may be possi-

ble to avoid the restrictions of the optical Earnshaw

theorem by use of saturation' or absorption. The

latter is particularly attractive: An optically dense

cloud of Na will experience a maximum spontaneous

radiative pressure of -10- N/m2 (corresponding to

5 mW/cm2), enough to contain an atom density of
5 x 101 3/cm 3 at T -0.25 mK according to the perfect-
gas law. Indeed, gas pressure limits the confinement
density of a spontaneous-force trap, but this limit may
be increased by using a weaker transition with a corre-

spondingly lower ultimate temperature.
We have pointed out ways in which spontaneous

light forces may be used to make traps for atoms or
tons. The advantages of this spontaneous-force ap-
proach as compared to other proposed neutral-particle
light traps include large physical extent. reasonably
deep wells, and experimental simplicity. Time-varying
laser intensity or frequency is not required and the
simple designs proposed are quite forgiving to optical
misalignment or intensity mismatch. We hope our
suggestions will remove the optical Earnshaw theorem
as a practical barrier to the design of spontaneous-force
light traps and will open the way to the realization of
successful traps of different types.

We acknowledge useful conversations with S. L. Gil-
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was supported by the National Science Foundation and
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CHAPTER III - THE BELL EXPERIMENT

111.1 Introduction

Shortly after the idea for the spontaneous force light trap described in Chapter II

was conceived, we were presented with an opportunity to test it. Dr. Steven Chu and

his colleagues at AT&T Bell Laboratories in Holmdel, New Jersey had succeeded in

cooling sodium atoms to less than one milliKelvin using "optical molasses" (CHB85)

in late 1984. It was evident that by making a few small additions to their apparatus,

the "molasses" would become a spontaneous force trap. A letter was sent to Dr. Chu

in July, 1986 outlining the trapping scheme and proposing a collaboration to try it in

his apparatus. He agreed to join forces with us; and in January, 1987, the author went

to Holmdel to attempt the experiment. This chapter describes the work performed and

the results obtained during the -4 weeks spent at Bell.

111.2 Additions to the Bell Apparatus

111.2.1 Optical System

The apparatus used in the "optical molasses" experiment is sketchily described in

the appropriate references (CHB85,CBA86). I shall elaborate here on the parts of the

setup that are especially pertinent to the requirements of the light trap experiment. I

will assume that the reader is already familiar with the descriptions given in the above

references.
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111.2 Additions to the Bell Apparatus

A schematic of the apparatus is shown in Figure 111.1. The laser light was

generated by a computer-controlled Coherent Model 699-29 ring dye laser pumped by

an Innova 100 argon ion laser. A portion of the light was picked off and sent to a

sodium reference cell, which was used to actively lock the laser frequency to one of

the crossover resonances of the D2 transition. The crossovers are halfway between

resonances of the F=1 and F=2 hyperfine levels of the ground state with the various

excited state hyperfine levels.

The balance of the laser output was first sent through an electro-optic modulator

driven at 856.2 MHz, which is half the difference between the

F =1 -4 F'=2 and F =2 -* F'=3 transitions in the D2 line. The modulator consisted of

a lmmxlmmx25mm LiTaO3 crystal enclosed in a resonant cavity (Q-50) tuned to the

driving frequency. A small piece of glass, anti-reflection coated on one side, was

placed next to both the optical entrance and exit faces of the crystal with the coated

side facing outward. A drop of index-matching fluid was placed between the glass and

the crystal to minimize reflective losses.

The light was next passed through a series of two acousto-optic modulators

(Isomet 1205C-2). This arrangement served two purposes: one, it deviated part of the

trapping beam for the frequency-chirped atomic beam slower, and two, it served as a

fast shutter for the trapping beams, whose frequency and duty cycle could be

electronically controlled.
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1I.2 Additions to the Bell Apparatus

A single-mode optical fiber was used as a spatial filter for the trapping beam.

This had the advantage of effectively dividing the optical system into upstream and

downstream sections which could be aligned independently. If the beam direction in

the upstream section changed for some reason, one needed only to readjust the input

coupling of the fiber to restore the overall system alignment.

On the downstream section of the optical system, the output from the fiber was

split into three beams of approximately equal power by a pair of multi-layer dielectric

bandpass filters. The transmission through (and the reflection from) each filter could

be varied by changing the angle of the filter. The three beams were then expanded,

collimated, and sent into the vacuum system through three "input" windows placed

along the +x,y, and z axes. After passing out of the vacuum system through "exit"

windows opposite the input windows, the x and y-axis beams were reflected back upon

themselves by mirrors facing the exit windows. The z-axis beam was retroreflected by

a mirror placed inside the vacuum chamber.

One of the additions required for the light trap was that each pair of the three

counter-propagating trapping beams was given opposite circular polarization. Each leg

was first linearly polarized by a polarizing beamsplitting cube (2" edge, A.R. coated

faces) placed before the entrance window for each axis. A zero-order quarter wave

plate (CVI Laser Optics Co., 25mm aperture, A.R. coated) was mounted in a rotatable

stage (Newport Corp. RSA-1) just before each of the three entrance windows in order

to circularly polarize the input beams. The sense of circular polarization of the x and y
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111.2 Additions to the Bell Apparatus

return beams was reversed with respect to that of the input beam by placing another

quarter wave plate between the exit window and the retroreflecting mirror. Since the

retro mirror for the z beam was enclosed in the vacuum chamber, however, a mount

for the necessary quarter-wave plate was fashioned out of black anodized aluminum

and supported just above the retro mirror by a rod and clamp assembly. A flexible

cable connected this mount to a rotatable vacuum "feed-thru," allowing us to adjust the

orientation of the optic axis from outside the chamber.

With the quarter-wave plates in place, we were able to check the polarization of

the trapping beams by monitoring the reflection of the retro beams off the polarizing

beamsplitter. A reflection maximum with one retarder in place indicated that the beam

was circularly polarized; a reflection null with both retarders in the beam then

indicated that the retro beam had the opposite circular polarization of the incident

beam.

III.2.2 Vacuum System

The main vacuum chamber was a custom designed cylinder approximately 12"

in diameter and 9" high. Several ports extended from the chamber for windows, feed-

thrus, measurement devices, etc. Two turbo-molecular pumps were used to evacuate

the chamber to a pressure of -10-10 torr. A copper jacket lining the inside of the

chamber could be cooled with liquid nitrogen to produce ultimate pressures as low as

-10- torr.
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The second addition was to place a pair of opposed current coils inside the

vacuum system to generate the necessary magnetic field (as described in 1.2.4). The

coils were fashioned by winding a single piece of 1/8" O.D. copper refrigerator tubing

around a 2" diameter cylinder. Three turns were made for the top, and three in the

opposite direction for the bottom, with about 1" clearance between them. A fiberglass

sheath was slipped over the copper tube for insulation, then painted black with

Aquadag to reduce light scattering.

A Hall probe ("Gaussmeter") was used to measure the field produced by this

magnet prior to its insertion into the vacuum system. It was found that a current of 20

amps yielded a gradient of 5 Gauss/cm along the z-axis (axis of symmetry), and about

2.5 Gauss/cm in the x-y plane. The field was zero approximately midway between the

coils along the z-axis. This agrees with our expectation for the axial field of two coils

of opposing currents I having radii and separation a:

Bz (Z,p=0) Pa 11(1)2 [a2 +(z+a/2)2]31 2  [a2 +(z-a /2)2]3 /2

B,-39 0la2  z +a/2 z - a/2
=> Bz (z,p=0O)

2 [a 2+ (z +a/2)2]1/2 [a 2+ (Z-a /2)213/2J

=> Bz'(z=O,p=0) = - - 4- 1 .
22 a2 j5a2

The ends of the copper tube were joined to an MDC water-cooled high-current

feed-thru via a pair of Swagelock connectors. The feed-thru was mounted on a 2-3/4"

Conflat flange and bolted to the top of the vacuum chamber. The coils could thus be
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positioned in the vacuum chamber with an adjustable mounting bracket, then

connected to the feed-thru via the VCR's. The magnets were able to dissipate >100

amps continuously, using -1 liter/min of water for cooling.

Current was supplied to the magnets via a Hewlett-Packard power supply. The

maximum current rating was 100 amps, though it was rarely pushed to the limit. The

output could be varied conveniently by the application of an external voltage to a

control terminal on the rear of the supply.

11I.3 Results

111.3.1 Trapping the Atoms

The first step in running the experiment was to generate a cloud of cold atoms in

the usual "optical molasses." The current supply to the magnet was turned off, and the

quarter-wave plates were oriented with their optical axes parallel to the polarization

vector of the light so that they did not induce any rotation. A YAG laser pulsed at -10

Hz evaporated a puff of sodium, which subsequently was slowed to <20m/s by the

chirped cooling laser. These slow atoms would then drift into the "molasses" region at

the intersection of the six laser beams.

The accumulation of atoms in the "molasses" region was monitored by imaging

this region onto the cathode of a photomultiplier tube using a lens inside the vacuum

system (see Figure III.1). Various experimental parameters, such as beam alignment,
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1113.1 Trapping the Atoms

chirp range, and YAG timing, could be adjusted as the signal was monitored in an

effort to maximize the hold time of the "molasses." In order to determine later if the

atoms were being trapped, it was important that the atoms in the "molasses" be visible

to the naked eye, because the detector was sensitive only to the number of fluorescing

atoms and not to their density or position. It was therefore essential to get the hold

time to be -100 msec (the repetition period of the YAG laser) in order to allow the

atoms to accumulate to the point where they were visible.

Once a visible cloud of cold atoms was obtained, the quarter-wave plate by the

input window of one of the axes was rotated 450, causing the beams along that axis to

be circularly polarized with the same helicity. The current in the magnets was then

slowly turned up to -20 amps. If the sign of the polarization was correct, the cloud of

atoms would be compressed along the axis with the counter-polarized beams. If the

sign of the polarization was reversed, the cloud would be dispersed. All three axes

were counter-polarized in this fashion until a small sphere of trapped atoms was

formed.

Trapping was observed under a wide range of conditions. With a fixed

separation of 1712.4 MHz between the first order sidebands of the modulated light, the

laser could be tuned to the red of the F =2->3 and 1 -+2 or the F =2-*2 and 1 ->0

transitions. The former tuning produced a much more compact and regular ball of

atoms than the latter, due possibly to the higher oscillator strength and the existence of

a cycling transition in the F =2 -+3 manifold. The detuning from resonance could
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vary from as much as -30 MHz to as little as -2 MHz to the red of the transitions,

with the optimum signal occurring at ~-15 MHz. The current could be turned down to

-5 amps, corresponding to a field gradient of -0.6 Gauss/cm in the x-y plane. The

2
intensity in each trapping beam could be as low as -0.4 mW/cm per sideband, and as

high as we were able to make it (-30 mW/cm2 per sideband). The trap seemed to be

fairly insensitive to the purity of the circular polarization - the quarter-wave plates by

the input windows could be rotated as much as 20' from the optimum position before

having any adverse effects on the trap's appearance. A neutral density filter of 0.2

could be inserted before a retro mirror without destroying the trap, creating a beam

intensity imbalance of -2.5:1. There where a sufficient number of slow atoms in the

tail of the pulsed atomic beam to load the trap without having to use the chirped

slower, however, the highest overall number and density of trapped atoms was

obtained by optimizing the loading procedure.

There were many interesting qualitative features of the trapped atoms which we

observed by eye and recorded with a video camera. When the laser beams were

slightly misaligned, the atoms would sometimes form a ring-shaped pattern, whose

orientation could be changed by altering the angle of the retro mirrors. Moving the

retro mirrors could also effect the gross position of the trap; we were able to move it

as much as 1 cm. Under certain conditions two distinct regions of trapped atoms

would be formed, their edges separated by less than 1 mm but clearly delineated; the

atoms would appear to slosh back and forth between the two regions. Under weak
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trapping conditions (tuning far from resonance, low current and laser intensity) atoms

could be seen escaping along the diagonals of the trap in the x-y plane. The general

procedure for running the experiment, however, was to "tweak" the optics to eliminate

these anomolous phenomena in order to optimize the performance of the trap.

111.3.2 Lifetime of the Trapped Atoms

The first quantitative measurement was the lifetime of the trapped atoms. We

define the lifetime to be the mean time r an atom remains trapped before being

expelled. If we assume that the atoms leave the trap region independently and

stochastically, then the decay of the trap will be governed by the equation

dNV(t)_ N(t)
dtT(

where N (t) is the instantaneous number of trapped atoms. This has the simple

solution

=>N (t)=N (0) e-.(3)

The existence of non-linear terms reflecting collisions will be discussed later in Section

111.3.3; they contribute negligibly to the decay at low densities (<109cm- 3).

The number of trapped atoms, N, was determined by

4n x (PMT signal) x RL
N = (

K x (Q.E.)x Gx(1-L ) xp,,x R

RL is the load across the output of the photomultiplier tube (PMT), (Q.E.) its quantum

efficiency and G its current gain. L is the reflective and transmissive losses in the
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collection optics (estimated to be -20%) which subtend the solid angle Q; we used a

6.5cm diameter collection lens -15cm from the trap region => Q -. 15 sterradians. pe,

is the fraction of atoms in the excited state, and R = pP' 2 is the rate of fluorescence

from each trapped atom.

We determined the lifetime r by measuring the decay of the total fluorescence

from the trap. We assumed that N is proportional to the total trap fluorescence, i.e.

that the excited state population p,, has reached equilibrium with the laser excitation.

The measurement procedure was first to load the trap in the manner described in

III.3.1 until either the fluorescence was maximized or we obtained a satisfactory signal

from the trapped atoms. The loading process was then terminated by shutting off the

YAG and slowing lasers; if the YAG only was shut, the slowing laser would generate

sufficient heat to evaporate some sodium from the source and load more atoms in the

trap. The fluorescence was then monitored until t could be accurately determined.

A plot of our data taken at a pressure of -3x10l 11 torr is reproduced in Figure

III.2. After the first few seconds (when collisions accelerate the decay - cf. next

section), the fluorescence decreases exponentially with a time constant r-60 sec. We

found that the trap lifetime increased with decreasing background pressure, implying

that atoms were being knocked out of the trap by collisions with the relatively hot

atoms of the background gas. We recorded decay time constants as long as 150 sec, at

pressures of -10-11 torr (measured by two ion gauges).

88

III.3 Results



Fl
ou

r

a
u

d
?
7
 

T
11

s*
Iln

sa
 

F*
ill

'iE -o C
.

0 0

6
8

B
 

I 
*~

 
~

.I
I 

I 
I

lb
 

.i 
I 

*i
LF

71
.T

h 
-

r~
K'

~ 
I;.

-
*I 

*
Y 'B

ill III
'

-
-.

. 
-.

 
.-

. 
t. 

-.
 

-
-

-
.

-
-

B
 

0

.. 
I

II 
__

__
__

I 
I 

I 
i**

~
I 

Ii 
I 

' 
.

-
a

-.
--

-.
 

-

I 
B

I 
-

i 
! 

1
;

4 
* 

I 
0

, 
: 

1

-
~

.. 
L 

I 
B

-
*.

--
-~

.-
--

- 
I 

~
-I

 
-

.. 
.

--
-

B
 

g
 

*

B
.

I-
 

.~
_

II'
 

I

__
__

__
 

B

I 
I 

III
-~

--
-.

.t-
--

--
-&

--
*.

 
I

B
 

B
 

~

__
__

__
__

__
_ 

* 
---

. 4
. 

I. -i
III

 
I 

I

I 
I
 

B
 

B

__
__

__
_ 

Lii
a!

~7
 

.. 
I 

'I
-

I 
--

I..
t-

I_
--

--
r-

--
-F

7
7

7
~

L
rI

I~
T

I 
I 

B
 

I

__
_ 

I

1
~

*.
 

~
 

I
 

B

--
 

-.
 

I_
_ 

_ 
4-

-I
-.



111.3.2 Lifetime

We can use our measure of the trap lifetime to make a crude estimate of the

cross-section for collisions with the background gas atoms in terms of their mass.

From the kinetic theory of gases we obtain the relationship for the cross-section

(RAM56) a = 1/tnV, where n is the density of the trapped sodium (assumed to be

stationary) and V the mean relative velocity of the colliding atoms (and hence the mean

velocity of the background atom). For a gas at temperature T, we may write

n = P/kT, and V = 48kT/irm, where m is the mass of the background atom

(RAM56). We thus obtain a = (wmkT/8) 1
/
2/tP, which for

T=77K, P=1O-1 torr, and t=150s becomes a = 4.2x1O- 14 4M cm 2 where m is the

molecular weight of the background collider. If helium were the primary constituent

of the background gas, for example, we would obtain a = 8.4x10~ 14 cm2 = 8.4x1O2x2.

This can be compared to the theoretical total cross-section for a C,/r' potential

(MAS71) given by

a= y(s) C ] , (4)
lrel ]2

where y(s) is a numerical coefficient and vre is the relative velocity of the colliding

partners in the center-of-mass reference frame. Assuming a van der Waals interaction,

an independently measured value for C6 = 20x1O-6 0erg cm6 (RAM56) yields a cross-

section of a = 200A2. Our measured cross-section is about four times as large; this

could be a consequence of collisions with different background gas atoms having much

stronger interactions with sodium (e.g. argon has a C6 z 200x10-60erg _cm6
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(RAM56)), or possibly collisions with excited-state sodium, which would present a

much larger cross-section.

To measure the total number of atoms in the trap, we needed to determine the

excited-state fraction p,,. We showed in 11.1.3 that p,, = s/2(1+s), where s is the

saturation parameter; we may write this as s = -- 2 , where Iat-12mW/cm2

Isat 12+482

for the sodium D2 transition. Pee is difficult to calculate because there are several

frequencies of light present, each driving different transitions at different rates. We

were able to measure p,, however, by using an acousto-optic modulator to attenuate

the trapping beams for time sufficiently short so that no atoms would leave the trap

(-10 ms). Since the detuning was known (the atoms were contained in a region within

a few mm of the center, so the induced Zeeman shift was much less than the natural

linewidth), we were able to obtain an effective value for Isat by plotting the

fluorescence versus intensity for varying I. We were able to contain as many as ~107

atoms at one time.

III.3.3 Binary Collisions

When the density in the trap was high (>109 cm-3) we observed non-linear

effects in the decay of the atoms. If we assume that the volume occupied by the

trapped atoms is independent of their number, then the density n (t) will satisfy
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dn (t) _ n(t) -On (t)2 , (5)
dt I

where 0 is the rate for second-order processes. Evidence of non-linear decay can be

seen in Figure 111.3, where the fluorescence departs from a simple exponential fall-off

at early times (t<4s), i.e. when the density is the highest.

The solution for equation (3) is

n(t) = n(0)e (6)
1 + [3n(0)(1-e- 1 /)

The data in Fig. III.3 were fitted by A. Cable (CAB87) using r and $ as free

parameters; he obtained t = 55s, and [3= 2.2x10-13cm3s-1.

Non-linear decay will result most probably from two-body collisions between

atoms in the trap which cause one or both of the atoms to be expelled. Possible

processes include:

1) Na(3P) + Na(3S) -* Na(3S) + Na(3S) + AE
2) Na(3P) + Na(3P) -+ Na(5S) + Na(3S) + AE (AE-600 cm-)
3) Na(3P) + Na(3P) -+ Na+ + e- + AE

Process 1 involves the collision of a ground state atom with one in the excited

state. Since the inter-atomic potential for this system goes as l/R3 , the two atoms

will be drawn together from a relatively large distance (when the potential is

attractive); each will gain momentum as it rolls down the potential "slope" (though of

course the center-of-mass momentum is conserved). When the excited atom then

decays to the ground state, the interaction becomes a much weaker 1/R6 ; the

momentum gained while the one atom is excited may be enough to eject one or both
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111.3.3 Binary Collisions

from the trap.

We can find an upper bound to the loss rate from this process by first estimating

the effective interaction length R ; (Figure III.4). We note that a pair of atoms will

absorb a photon only if I V (Rabs) I <7WT (otherwise its resonance is shifted too far

from the laser frequency) and will be ejected from the trap only if I V (R.) I > 2kT,

where T is the depth of the trap. Hence R i = Rabs -R.; for sodium, we take the

potential to be the weighted average of the attractive TI and I branches of the inter-

atomic 3S-3P potential: V(R) = 6.3x105 cm- 1/R 3, with R in units of Bohr radii

a0 = .53X (PR178, p. IX-B-3.4). We thus obtain Rabs = 50X and R. = 640X (for a

trap depth of 0.5 K) implying R ;a z 590.

The maximum loss rate due to this process can now be estimated if we assume

that the atomic trajectories are not affected by the presence of the excited-state atoms

(quasi-static approximation) (GAP88). We obtain a rate per atom of

R, :5 1%1E n (1-e) 4X R 3,(7)
3 e

where e is the excited state fraction, n the density, and n (1-e)(4Rid3/3) the

probability that a ground state atom will be close enough to the excited atom when it

decays to cause both atoms to be ejected; the preceding factor of 1/2 is because half of

all collisions will occur on the repulsive potential. If we assume saturation intensity,

then E = 0.3 and we get a loss rate of R, = 3.5x10-12 n sec-1, with n given in cm-3.

This is about an order of magnitude greater than the rate obtained from the fit to the
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111.3.3 Binary Collisions

data; aside from the simplifications made in obtaining our estimate, the discrepancy

may also be a consequence of forces from other excited state atoms and the effects of

stimulated emission.

Process 2 is a near-resonant collision; it could be verified by observing the red

5S -+>3P photon (-610 nm). Process 3, the formation of a molecular ion, has been

observed by the trapping group at NBS Gaithersberg (GOU87). They report a cross-

section (unpublished) of -840 X2 at 240 pK, which implies a loss rate of -10-12

n sec- 1. This is -1 order of magnitude greater than the rate seen in our trap, and

therefore is also an important process to consider. A detailed study of the many-body

phenomena occurring in a light trap will be one of the objectives of the new super-

conducting light trap (Chapter IV).

111.3.4 Size of the Trapped Atom Cloud

We were able to measure the size of the trapped atomic cloud using a black and

white television camera and a video waveform analyzer. The camera viewed the trap

along the (1,1,1) diagonal through a window on the outside of the vacuum chamber.

The output from the camera was sent through the waveform analyzer, which was able

to "grab" a horizontal line from the video picture. We were thus able to get the

intensity profile of the trap for various "slices" through the image. By calibrating this

system with an object of known length (a ruler), we could determine the size of the

cloud of trapped atoms under various conditions. The resolution of the camera was
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better than 100 pm.

To avoid confusion, we must be careful to distinguish between the phrases "trap

size" and "size of the trapped atom cloud." The "trap size" refers to the volume over

which free atoms will be captured by the trap; it is synonymous with "capture

volume." Once the atoms are captured, however, the effect of the trap is to compress

them into a much smaller volume; the dimensions of this cloud of trapped atoms is the

topic of the present discussion.

One item of fundamental interest was the variation of the size of the trapped

cloud as a function of the current through the coils. If we model the trap as a

harmonic potential U = 1/r 2, then an atom with total energy E will have a maximum

excursion rma = 42E/ic. The size of the cloud formed by an ensemble of atoms

having a distribution of energies will be defined by the atoms in the ensemble

possessing the greatest energy. By using an independent measure of this maximum

energy, we can compare the measured diameter of the cloud with that predicted by our

model (cf. 111.2.2) for any given value of the current. In addition, if we assume that

the atom's energy is independent of the field gradient, then the measured variation of

the diameter versus the current can be used to confirm our qualitative understanding of

the trap dynamics. The models show that the force on a stationary atom is

proportional to the magnetic field B, implying that K should be proportional to B'.

Since B'- I (Eq. (1)), we therefore expect wcocI, and the diameter of the cloud to vary

as 1-1/2.
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Some of the results are shown in Figure 111.5. We see that for the laser tunings

shown, rmx-I 112 as expected. It is encouraging that the size of the trapped cloud

maintained its I-112 character for currents up to 100 amps. This suggests that still

greater currents will compact the atoms even more.

To relate the measured rma to the modeled force constant K, we shall use the

independently measured energy of the hottest atoms E=7 lx10~4 eV (cf. 111.3.5). For

the "primary" trap tuning of -8 MHz to the red of the F=2 - 3 and 1 -+2 transitions

(indicated by the filled circles), the diameter 2 rma = 0.5 .05mm at a current of 20

amps; the experimental error is predominantly from the limited resolution of the video

camera - we have used the measurement taken at the smallest current to minimize the

relative uncertainty. The model, under the same conditions, yields a force of

1.60xl- 16 dynes /gauss along the (1,1,1) diagonal (the direction of observation); using

B' = 3.5gauss1cm at this current, we obtain K = 5.6x10-16 dynes1cm. The predicted

diameter is then 2\2E /K = 0.3 .1 mm, 60% smaller than the measured value. This

discrepancy may point to the inadequacy of the model at higher intensities, where it

does not completely account for the saturating effects of the beams which induce

transitions but do not contribute to the net force. This causes the model to yield a

larger value for the force, and consequently to predict a diameter which is too small.

We unfortunately did not have the opportunity to measure the diameter at lower

intensities for a more consistent comparison to the theory.
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The diameters measured at the "secondary" trap tuning (red of the

F =1 -+0 and F =2 -+2 transitions) were many times greater than those obtained for

the "primary" tuning. There are a number of possible explanations for this: for one,

the oscillator strength for F=2-+2 is less than the F=2-+3 by a ratio of 5:14.

Perhaps more significantly, there are cycling transitions having AMF = 1 in the

F =2 -+3 manifold which allow for efficient use of the circularly polarized trapping

light; the F =2 -*2 manifold has no such transitions. The latter also has a higher

probability for decaying to the F=1 ground state, resulting in an even greater loss of

trapping force.

Even though these effects were accounted for by our model, the agreement with

experiment was not as good as it was for trapping with the "primary" transition. For a

tuning 8 MHz to the red of resonance (indicated by the filled squares in Figure I.5)

and an intensity per sideband of 15 mW/cm2, we obtain 2 rma = 1.3 0.5mm at

B' = 5 gauss1cm, assuming the same maximum temperature as above. The theoretical

value for the force constant using our model with the appropriate parameters is

'K = 3.6x10- 18 dynes /cm, which predicts a diameter of 4.6 1.5 mm; this is -3 times

greater than the measured size. This discrepancy may point to the failure of the model

to properly deal with a system that has several excited states relatively close together;

the F = 3, MF = 1 hyperfine level is separated from the F = 3, MF = 2 by only 15

MHz. Stimulated effects and possibly "blue molasses" might play a significant role

under these conditions. Our results are summarized in Table 111.1.
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Tun ing

d B/dr
(G/cm) (mm )

r..
(mm)

-8MHz 15 .25from 35 05 23
2-+3, 1-->2 _ - _____

-8MHz 23 a69
f r o m 5+

2---> 2.s 1- 0 1 . 5 23
-20MHz 2.3 1.27
from 3 5

2-+2, 1- 0 _ _1a 5+--_ I

Table III.1: Comparison of model predictions of the trap radius rpd with experimental measurement

r,,,.a. The size of the trapped cloud is assumed to be defined by atoms with a temperature of 1 mK.
Possible explanations for the discrepancies are given in the text.
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By simultaneously measuring the size of the trapped cloud and the number of

trapped atoms (cf. 111.3.3), we can determine the density of the gas. The highest

measured density was ~10 1 atoms/cm3 . Such a density could be achieved only by

optimizing the loading procedure: the solid angle subtended by the slowing laser was

increased, and the fraction of light diverted from the trapping beams for the slower

was decreased. Due to losses quadratic in the density, however, very high densities

could not be maintained for longer than -. 1 sec. These density measurements were

later corroborated by Cable and Prentiss by measuring the absorption of a weak,

resonant probe beam by the trapped atoms (PRC87); this marked the first absorption

measurement performed on trapped neutral atoms.

III.3.5 Trapping with the Quadrupole Magnet Exclusively

The magnetic field configuration used in this experiment to allow the lasers to

form a light trap can also be used to confine cold "spin-up" atoms when the light is

off. This fact is evident from the energy of atoms with magnetic dipole moment ItB in

a static magnetic field 9: U =-ItB- R. Atoms whose magnetic moments are aligned

with the field will be drawn to the field minimum; atoms with anti-aligned moments

will be expelled. In fact, it is impossible to create a static magnetic field with a local

maximum (WIN84), so strong-field-seekers cannot be trapped magnetically. Our field

configuration is identical to the "spherical quadrupole" used by Migdall et al. to

confine a gas of spin-polarized sodium atoms (MPP85), though the maximum field
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they used was -100 times greater than ours.

Even though our trap was much shallower than the Migdall trap, it was deep

enough to contain atoms that has already been captured and cooled by the optical trap.

We showed in 11.1.5 that the minimum temperature of sodium in a weak 3-dimensional

standing wave tuned slightly to the red of resonance is -0.3 mK. With a current

through the magnets of -60 amps, the field at the edge of the coils was -30 gauss,

corresponding to a depth of 2 mK. We therefore expect that most of the atoms whose

spins are aligned with the field will remain trapped when the light is shut off.

The numerical model in 11.3.5 was used to calculate the expected fraction of

spin-aligned atoms for various values of the magnetic field. Figure I.6 shows the

expected population distribution close to the center of the trap. We note that even at

zero field, optical pumping forces most of the population into the F=2, MF =

"stretched states," so called because all the spins are aligned and "stretched" out along

the quantization axis. Those atoms in the MF=2 state (and some in ME=1) will be

trapped by the magnetic field; all others will either be anti-trapped, or too weakly

bound to overcome their kinetic energy. Since virtually all of the atoms see a field

less than 1 gauss (with the light on), we estimate that roughly 35% of all the optically

trapped atoms will relax to the F=2, ME=2 ground state after excitation.

Data were taken by first trapping the atoms in the light trap and measuring their

initial fluorescent brightness. The trapping laser beams then were shut off for an
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adjustable amount of time by momentarily stopping the RF to one of the acousto-optic

modulators upstream. The light was then turned back on, and we again measured the

fluorescence from the trap to compare with the initial level.

Some of our results are shown in Figure III.7. At early times, the loss of atoms

is dominated by those atoms which are not confined by the magnet and therefore leave

the trapping region (nearly) ballistically. (Some are actually expelled by the magnet,

but the velocity gained from this is small compared to their initial velocity). We can

estimate the mean velocity V of the trapped atoms by noting that about half of the

untrapped atoms leave within -15 ms. If we assume a capture radius of -1 0.1 cm,

we obtain a V of 65 5 cm/s, corresponding to a temperature of 0.5-0.7 mK. This is

slightly greater than the theoretical minimum temperature of .5 mK for a two-level

system as calculated in 11.1.5 for our experimental conditions of low intensity and

8 = -10 MHz. The elevated temperature might be a consequence of optical pumping

which causes a moving atom to absorb some photons from the wrong (non-damping)

beam. For later times, it is evident that some of the atoms remain trapped by the

spherical quadrupole field exclusively. They display a time constant of -0.3s for both

currents shown, though more atoms appear to be confined when the magnet has less

current. This is probably an indication of the increased capture radius of the light trap

at lower field gradients.

The actual time constant for decay might be many times larger than this value,

however. If we simply blocked the laser beams with a card instead of chopping them
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by turning off the acousto-optics modulator, we would record significantly longer

lifetimes. Figure I.8 shows a reproduction of data taken by the latter method.

Because of the imprecise nature of chopping the beams manually, we were not able to

extract a value for the l/e time of decay in the magnetic trap; atoms were visible for a

manual chop time as long as 10 seconds, however, compared to less than 1 second for

the modulator chopped beam. A plausible explanation for the discrepancy is that some

of the light was leaking through the acousto-optic modulator even when the RF was

off. If we assume an extinction ratio of 108 (as quoted by the manufacturer, for two

modulators in series), then light which would get through would be too weak to

provide any confinement force, yet would still be able to induce 1 transition every few

seconds. Since this transition may take the atom from a trapped state to an untrapped

one, the apparent lifetime of the magnetically trapped atoms would be diminished.

Unfortunately, the timing of the collaboration prevented a more careful study of this

phenomena from being undertaken.
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PHYSICAL REVIEW LETTERS 7 DEcEMBER 1987

Trapping of Neutral Sodium Atoms with Radiation Pressure

E. L Raab,(aN M. Prentiss, Alex Cable, Steven Chu." and D. E. Pritchard(a)
A T& T Bell Labor.:oies. Holmded. New Jersey 07733

(Recesved 16 July 1987)

We report the confinement and cooling of an optically dense cloud of neutral sodium atoms by radia-
tion pressure. The trapping and damping forces were provided by three retroreflected laser beams prop.
agating along orthogonal axes, with a weak magnetic field used to distinguish between the beams. We
have trapped as many as 10' atoms for 2 mn at densities exceeding 10" atoms cm -'. The trap was
=0.4 K deep and the atoms, once trapped. were cooled to less than a millikelvin and compacted into a
region less than 0.5 mm in diameter.

PACS numbern 32.80.Pj

The ability to cool and trap neutral atoms has recently
been demonstrated by several groups. 1-3 Their traps uti-
lized the intrinsic atomic magnetic dipole moment or the
induced oscillating electric dipole moment to confine
sodium atoms about a local-field strength extremum.
We report the first optical trap which relies on near-
resonant radiation pressure (also called sponaneous
light force, in contrast to induced light forces'). to both
confine and cool the atoms. The trap has an effective
depth of about 0.4 K, about 10 times deeper than the
deepest traps previously reported. It is the first trap
which exploits an atom's internal structure to induce a
greater absorption probability for light moving toward
the center of confinement.''

The basic principle of the trap can be illustrated by
considering a hypothetical atom with a spin S -0 (m,
-0) ground state and a spin S-1 (Im, - - 1,0,+1) ex-
cited state. In a weak inhomogeneous magnetic field
B,(z) mbz, the energy levels are Zeeman split by an
amount AE -m,B bm,z [Fig. 1(a)]. Now il-
luminate the atom with weak, collimated a - light prop-
agating in the -i direction and c * light propagating
towards + i If the laser is tuned below the 5-0 reso-
nance frequency, the atom at z >0 will "6Umore a-
photons than a" photons (since the laser frequency is
closer to the am - - I transition frequency) and conse-
quently will feel a net time-averaged force toward the
origin. For an atom at z <0, the Zeeman shift is re-
versed, and the force will again be directed to z 0.
Tuning the low-intensity laser to the red of resonance
also provides damping, as in the "optical molasses"
demonstrated previously.'6

The scheme is readily extended to three dimensions by
adding counterpropagating beams along the x and y
axes, and a "spherical quadrupole" magnetic field as
shown in Fig. 1(b). The field is of the type used by Mig-
dall et al. to confine spin polarized atoms magnetically,'
though the field magnitudes in the light trap are about
100 times smaller and contribute negligibly to the con-
fining force. If the x and y axis beams are polarized as
shown, the conditions for confinement will be satisfied in-
denendently along each of the three axes.

The method can also work for atoms with a more com-
plicated hyperfine structure. In the case of the sodium
3Sin-3Pan transition, e.g., the ground states have total

(a) m~

0 400.0

,ENERGY

I 7-
~~1~~ S-O

FIG. 1. (a) Energy-level diagram of hypothetical atom hav-
ing spin S -0 ground state and spin S mI excited state, im-
mersed in a magnetic field B,(z)W bz. The frequency and po-
larization of the counterpropagating laser are chose. to pro-
duce damping and restoring forces for the atom's z-axis
motion. (b) Trapping scheme in three dimensions. The
..spherical quadrupole" field is generated by two coils of oppos-
ing current placed along the z axis approximately as shown.
The field along the axes, indicated by the light arrows, is paral-
lel to its respective axis. Laser light, indicated by the heavy ar-
rows, counterpropagates along x, y, and :. and is polarized as
shown with respect to the axis of propagation.

a 1987 The American Physical Society
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ar momentm F -2,1 and the excited states have generate the desired magnetic field. Each 5-cm-diam
1,2,.0. Figure 2 shows the results of a computer coil consisted of three turns of r- -in.-o.d. copper refri-i of the trap where the average force in one dimen. gerator tubing sheathed in fiberglass.ainsulation. Waterwas calculated for several magnetic field strengths was passed through the coils for cooliij.
tomic velocities. Two laser frequencies are used in Improvements were made in the remaining apparatusodel to avoid optically pumpig the atom into an to increase its reliability and repeatability. The ring dyessible ground hyperfine state. The results show the laser was actively locked to a crossover resonance of theice of both restoring and damping elements of the Na 3S,/ 2-3P3/2 transition in a saturated absorption cell.
If we consider small displacements and velocities, This allowed us to determine the laser frequency accu-

ay write F m - rx - at the model in this regime rately and to provide the frequency stability necessary to
rum(dB/dz)2.67 x 10 -i dynes cm- ~, and a observe atoms that remain in the trap for half an hour or7x 10 -i dynes/cm s~'. The equation of motion more. A 5-m single-mode optical fiber was used as aall oscillations about the origin is simply that of a spatial filter for the trapping beams; this also improved

d harmonic oscillator- x+20i+*4x -0, where their pointing stability (and day to day alignment) since
/nm, Oua/2m, and m is the mass of the atom. If spatial drift of the dye laser output could be compensat-
ume a nominal field gradient of 5 G/cm, we obtain ed by minor changes in the input coupling of the fiber.x 103 s -', ando go xlO'104s~'. Thus, the motion We used a larger I x I x 20-mm 3 LiTaO3 crystal as an
ngly overdamped; the relaxation to the origin (at electro-optic modulator to provide optical sidebands with
radient) is governed by a time constant r,.* a minimum of beam distortion. The crystal was driven
leia4 Ms. The model was also used to examine by a resonant circuit tuned to 856 MHz with Q =l00,
se when the atom ventures off from the principal allowing us to maximize the fraction of light in the two
where the additional complication of Am -0 transi- first-order sidebands (=70% total) with an rf drive
rises. It was found that the trap was indeed re- power of less than 0.5 W.
for small displacements in any direction.' The trap was loaded with atoms evaporated by a
spontaneous-light-force trap described above was pulsed yttrium-aluminum-garnet laser and cooled by a
strated in the same apparatus previously used to frequency-swept laser beam as previously described.'
te optical molasses,' with only a few modifica- Once slowed to velocities less than 2x 10' cm s ', the
Six antireffection-coated quarter wave plates were atoms drifted into the molasses region and were trapped.
adjacent to the six windows to generate circularly The combination of restoring and damping forces com-
ed light and to reverse the polarization of the pressed the trapped atoms into a small bright ball. Since
id beams. Also, a pair of coils with opposing the storage time of the atoms in the trap was consider-

was positioned within the vacuum chamber to ably longer than the 10-Hz rate of the pulsed atomic
beam, many (= 100) pulses of atoms could be injected
into the trap before an equilibrium density was achieved.

Trapping was observed over a wide range of condi-
tions. With a fixed 1712.4-MHz optical sideband split-

-s m s ting, the laser frequencies were tuned to the red of the
F2-- 3 and 1- 2 transitions or the F-2- 2 and

- " 7 m s a s -2 - 1-0 transitions. The former tuning produced a much
more compact ball of atoms than the latter. For a fixed

----.-.. ---.. --.-.-----.---.. ............ . .light intensity and a variety of laser detunings and mag-,
netic field strengths, the size of the atom cloud, mea-

S2 Sm/s .. sured with a video camera and video wave-form ana-
lyzer, is shown in Fig. 3. The resolution of the camera

6m - system was better than 200 ym. We found that the di-
1-13 mg =2-ameter of the trapped atom cloud varies inversely as the

square root of the current, consistent with our model of a
harmonic trap potential and an atomic temperature in-

Idalnetic o [CaussI dependent of the current. Using a independent measure
2. Result of computer model for the forces felt by a of the temperature (described below), we obtain a force

constant of 88'x 10 " dynes cm '; When 85'im5 Gatom along the z axis in the light trap. The lasers are co s implies . n 'x cilla'id n e u e '- 4 G
0 MHz to the red of the F-2 to 3 and I to 2 trans.- cm', this imples an oscillation frequency oo3.4x l03
the D2 line, with an intensity of 13 mW/cm. per side- s when trapping with the stronger transition. The re-

k - 2xA. r -16 ns is the natural lifetime for the sodium suIts are thus in accord with the predictions of the mod-
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FIG. 3. The trap sia (FWHM) as a function of the current
through the magnets, for various laser tunings. The circles
represent tuning$ MHz to the red of the F-2 to 3 and I to 2
transitions, with an intensity of 13 mW/cmI per sideband. The
squares and triangles represent tuning 8 and 20 MHz to the
red of the F-2 to 2 and I to 0 transitions, respectively, with
an intensity of 15 mW/cm 3 .

pushing the atoms from the center of the trap, then
releasing them and allowing them to reequilibrate. Their
relaxation to the origin was detected by placing an aper-
ture around the image of the trap at equilibrium. Light
passing through the aperture was detected by a pho-
tomultiplier tube; when the atoms were displaced from
equilibrium, the signal from the photomultiplier tube
would decrease. Two methods were used to displace the
atoms: Either a neutral density filter was placed in one of
the retroreflected beams (the trap was stable for a total
attenuation of 0.6), or a cw probe laser was introduced
(stability was destroyed for I> 0.1 /.). The maximum
displacement was =I mm. With a field gradient of 5 G
cm~', both measurements yielded a restoring force of
= 10~' dynes cm-' when I-10 mW/cm' per beam
(in each sideband) and 5= - 10 MHz, giving an oscilla-
tion frequency of o-l.5X 10' s-'. This is approxi-
mately 2 times larger than so obtained from the model
results at the higher intensity, which is fair agreement
considering the experimental uncertainty and theoretical
simplifications.

Once the trap was fully loaded, the yttrium-
aluminum-garnet laser and chirped laser pulses were
turned off, and the decay of the trap fluorescence was
recorded as shown in Fig. 4. The longest lifetimes (1/e
=2 min) were recorded at pressures of 5 x 10~" Torr,
achieved by cooling a cooper shroud inside the vacuum
chamber to liquid-nitrogen temperatures. For low densi-
ties or later times (> 5 s), the decay curve approached
a simple exponential whose time constant decreased with
increasing background pressure. This indicates that
atoms were being expelled from the trap by collisions
with the background gas. The initial decay for higher
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FIG. 4. Decay of atoms from the trap. The magnetic field
gradient was = 12 G cm -'. and the laser intensity was a20
mW/cmI per sideband. The pressure was =5x10-" Torr.
The line indicates an exponential decay having a tune constant
of 95 s, which we observed at lower densities.

densities was dominated by a loss which can be fitted to
the square of the density of the trapped atoms. A de-
tailed study of this loss mechanism will be presented in a
future publication.

By measuring the absorption of a weak, resonant
probe beam with the trapping light both on and off, we
determined the ratio of the average excited-state popula-
tion to the average ground-state population under vari-
ous experimental conditions. With a magnet current of
50 A (corresponding to 8'm510 g cm~' along :) and
tuning to the red of the stronger (F -2-- 3, 1- 2)
transitions, e.g., we found this ratio to be =3:4. Mea-
surements of the absolute fluorescence from the trapped
atoms with a calibrated photomultiplier tube and lens as-
sembly then implied that 3 x 10' atoms could be confined
to a region =320 ym in diameter (FWHM). Thus the
atomic density is 1.8 x 10"11 atoms cm- 3 . When the laser
was tuned to the red of the F-2- 2 transition, the
number of atoms trapped was = 1.2x 10' with a trap di-
ameter of 1 mm. giving a density of =2x 1010 atoms
cm '. The absorption of the probe beam was also used
as an independent measure of the density. The peak ab-
sorption observed was 80% through =300-pm path
which, with the assumption of a simple two-level atom,
corresponds to a density of roughly 5 x 1010 atoms cm-3.
It is important to note that the rapid nonexpone tial loss
mechanism seen at higher densities is responsils for
keeping the atomic densities below 1012 atoms cm'un-
der the present loading conditions. By adjustment of ex-
perimental parameters to limit the density of atoms
(misalignment of the trapping beams, the tuning to the
weaker transition, and the use of weak light intensities
and field gradients), up to 10$ atoms have been con-
tained.

The effective depth of the trap was measured by giving
the trapped atoms an impulse from an additional beam
while the trapping lasers were momentarily off. We find
that with an intensity per side band of 30 mW/cm2, a
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light pulse of Is us was necessary to eject =80% of the
atoms from the trap. Thus, atoms at the center of the
trap require a velocity of = 1600 cm s -' to escape, im-
plying a trap depth of =0.4 K.

We have also measured the fraction of atoms that
remain in the trap after the molasses beams have been
shut off for various times. At early times, the loss is
dominated by atoms that leave the trapping region bal-
listically before the light is turned back on. We can esti-
mate the mean atomic velocity 6 by observing that half
the atoms are lost in the first 15 ms of darkneis; if we as-
sume a capture radius of I cm, we obtain a i of 45 to 85
cm s , corresponding to a temperature of 300 to 1000
uK. Trapping with the 2- 2 transition produced a gas
2 orders of magnitude hotter than trapping on the 2-. 3
transition.

The trap is very robust and does not critically depend
on balanced light beams, purity of the circular polariza-
tion, or laser frequency (the trap worked over a 25-MHz
tuning range). Trapping was observed for peak magnet-
ic fields as low as 5 G and laser intensities ranging from
30 to 0.4 mW/cm 2. We were able to load the trap
without the use of the chirped slowing laser by capturing
atoms in the slow velocity tail of the pulsed atomic beam.
When the laser beams were slightly misaligned, the po-
tential well was no longer simply harmonic, causing the
atoms to swirl around in rings or form irregular shapes.
The atoms would sometimes settle into one of several lo-
cal potential minima, and could be made to oscillate be-
tween them.

To summarize, we have trapped over 107 neutral

atoms for over 2 min. We utilized a magnetic field to
tune the atomic resonance, enabling radiation pressure to
provide both cooling and damping forces. The con-
finement volume is several cubic centimeters and the
effective depth is 0.4 K. The density of atoms is
=2x l0'' atoms cm -3 at a temperature of =600mK.

We are extremely grateful to Jean Dalibard for giving
us the seminal idea for this trapping scheme. This work
was partially supported by the U.S. Office of Naval
Research, Grant No. N00014-83-K-0695.
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CHAPTER IV - THE M.I.T. APPARATUS

IV.1 Introduction

Following the success of the spontaneous force light trap at Bell Labs, we decid-

ed to build a similar but improved trap at M.I.T. The M.I.T. trap design has two fun-

damental differences from the design of the Bell trap. One, it is contained in a cryo-

genic dewar cooled to 4.2K with liquid helium. This allows us to use super-

conducting magnets for the trapping coils, which are capable of field gradients -200

times greater than the gradients achieved in the Bell device. This in theory would yield

a trap with -200 times the restoring force. The presence of liquid helium also guaran-

tees an excellent vacuum in the experimental region, due to the high-speed "cryopump-

ing" by the ultra-cold surfaces. The second difference of the M.I.T. design is that it

will load the atoms into the trap continuously, instead of the pulsed loading scheme

used at Bell. This has the potential to fill the trap -10 times faster, netting a

corresponding increase in the density of the trapped atoms, or in the rate of collisions

which limit the density.

In this chapter we will present the design of the M.I.T. apparatus. We will dis-

cuss the physical dimensions, theory of operation, and expected performance of each

component as appropriate.
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IV.2 Overview

IV.2 Overview

A schematic of the apparatus is shown in Figure IV.1. Its basic elements are,

from bottom to top: an atomic source, a differentially pumped connection region, a

LHe dewar, and horizontal and vertical optics tables.

The dewar is supported by a frame constructed mostly of 3"x5" cross-section

aluminum I-beams (Ryerson Corp.). The frame is isolated from the vibrations of the

floor by a 2" stack of rubber (Greene Rubber Co.) and wood. The distance from the

floor to the top of the upper optics table is about 11 feet.

The general experimental procedure is as follows: A thermal atomic beam is

created and collimated in the source region. The atoms enter the dewar through the

port on the bottom flange and are illuminated head-on by a focused, single-frequency

laser beam which shines through the window at the top. The atoms are shifted into

resonance with the laser by the superconducting magnets in the atom-slower region,

begin to absorb light, and slow down. As they slow, their resonance frequency is

tuned by the spatially varying magnetic field so that they remain resonant and continue

to scatter light and decelerate (PPM82). They will ultimately be brought to rest in the

trapping region.

The trapping region is illuminated by three pairs of counter-propagating laser

beams. One beam enters the dewar through the top window, passes through the trap

region, and comes to a focus just to the side of the source channel where it is
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IV.2 Overview

retroreflected by an adjustable mirror. The other two pairs enter the dewar through

horizontal windows in the plane of the trapping region. When the trapping magnets

are energized, these beams will create a radiation pressure trap for the stopped atoms.

The atoms can be viewed through the remaining three horizontal windows.

IV.3 The Cryogenic Dewar

IV.3.1 Physical Description

The cryogenic dewar, built by Andonian Cryogenics of Newton, Mass., is the

main component of the experiment. Andonian supplied the standard parts of the

dewar, and designed and constructed custom parts to our specifications. The guiding

principle in the design of this and most cryogenic systems is to minimize the boil-off

of expensive liquid helium while maximizing its flexibility within the scope of

intended experiments. We shall describe the dewar in rough detail, elaborating on the

techniques used to fulfill this principle.

A schematic of the dewar is shown in Figure IV.2. It consists of three distinct

regions: the vacuum region, the liquid nitrogen dewar, and the liquid helium dewar.

The design is unusual in that it allows optical access along five axes to helium-cooled

surfaces in roughly the center of the dewar. This is essential for our application

because that is the location of the spontaneous force trap.

The outermost tube is made of stainless steel, 8-5/8" O.D., -3/16" wall, 64.5"
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IV.3.1 Physical Description

length. There is a steel band on the inside just underneath the windows for

reinforcement, to prevent the tube from buckling under atmospheric pressure. The

centers of the windows are 40" from the bottom of the tube. The inside of the tube, as

are all the major surfaces in the vacuum, is plated with gold to reduce the radiative

emissivity. An intermediate heat shield between the LN2 and LHe dewars was omitted

because of Andonian's experience that they save very little LHe.

A diffusion pump (Varian HS-2) is connected to the chamber via an elbow

extending from the outer wall just beneath the windows. The pump is isolated from

the vacuum chamber by a water-cooled baffle (Varian 0332-F9453-302) and a

manually operated gate valve (Varian 1298-K9938-332). The pump is used when we

warm the liquid helium dewar from 4.2K to 77K but want to keep the liquid nitrogen

dewar filled. Without the pump, this process would allow the gasses which had been

condensed on the 4.2K walls, but now begin to evaporate, to significantly increase the

pressure of the vacuum chamber and cause undesirable thermal conduction between the

room-temperature and 77K surfaces, causing a large loss of liquid nitrogen. The

pumping speed for helium is -34011s, sufficient to keep the pressure at a desirable

level. The gate valve is normally kept closed to prevent the pump oil (Dow-Corning

DC704) from fouling the low-emissivity surfaces and the windows.

The liquid nitrogen dewar extends from the top of the dewar to just above the

trap region. It has a capacity of 5.51. Connected to the bottom of this dewar is an

aluminum heat shield, which extends almost to the bottom of the vacuum region. The
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shield has eight holes to permit observation of the trap region from the outside. If

unabated, the radiative load from the 300K windows to the liquid helium region would

be substantial; each window, approximately a blackbody in the infrared, emits -W.

To reduce this load, horizontal tubes are secured to the through holes, cutting down on

the solid angle of the windows and hence the total room temperature radiation visible

from the cold surface. Most of the heat, in fact, will radiate straight through to the

opposite window.

The liquid helium dewar is composed of upper and lower sections. The upper

section is primarily a storage reservoir for the LHe; it has a capacity of -71. The

outer seal of its lower flange is made with 50:50 Pb:Sn solder, so the outer and inner

parts of the upper section can be completely separated. This permits one to service the

magnet, switches, and other components in the reservoir. The top part of the upper

section has a smaller O.D. than the bottom part, and is connected to the LN2 dewar

with a high-conductivity aluminum flange -2" from the top. This reduced diameter

lessens the cross-section of conductive material between the 77K aluminum flange and

the LHe, thus minimizing LHe boil-off.

An insert composed of fiberglass-impregnated epoxy (G-10) fills the region of

reduced diameter; it has a thread helixing around the outside to serve as a heat

exchanger between cold helium vapor boiling up from the reservoir and current-

carrying wires running down to the superconducting magnets. The benefit of this

arrangement is two-fold: it increases the thermal path length of the wires, and
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decreases ohmic losses (since the copper wires are less resistive at low temperatures).

There are also several vertical holes in the insert for demountable current leads and the

LHe transfer line.

The lower section of the LHe dewar contains the slower and bias solenoids, and

is connected to the upper section by two 1/2"O.D.x.065"w stainless steel tubes. The

wires from the solenoids are fed to the upper section through the 1/2" tube designated

as the "vent." The other 1/2" tube is the "fill" tube; a separate thin-walled 3/16"O.D.

tube runs from the bottom of the lower section through the "fill" tube to a flange in the

upper section where it can mate with the LHe transfer line. The slower and bias

magnets are mounted to the bottom flange, which in turn is sealed to the lower LHe

section with pure indium solder (indium does not superconduct at 4.2K). Sufficient

room was left in this region for another magnet, such as a quadrupole magnet for

focusing the atomic beam.

A future trap design might entail placing superconducting magnets in the

vacuum region between the upper and lower sections of the LHe dewar. This would

allow us to create extremely large or otherwise extraordinary fields in the region of the

trapped atoms. These magnets would be heated primarily by radiation from the

windows, and cooled by thermal conduction to the 4.2K walls of the LHe dewar. In

order to provide a good thermal sink for these magnets, a disc-shaped area was

machined away from the stainless steel flanges facing the trap region, leaving only a

-1/8" thickness of the poorly conducting alloy (see detail, Figure IV.3). To retain the
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IV.3 The Cryogenic Dewar

mechanical strength of the flanges, a "split washer" of OFHC (oxygen-free high

conductivity) copper was indium soldered into each of the two thinned-out areas. A

bolt circle was tapped into each washer to allow the magnets to be securely fastened to

the LHe dewar; an indium gasket would be used to ensure good contact between the

metal surfaces between these washers and any future magnet assembly.

IV.3.2 Loss Rate of the Liquified Gases

Estimating the loss rate of LN2 and LHe from their respective containers is

basically a matter of accounting for all the sources and sinks of heat in the pertinent

system, and applying the conservation of energy. In general, there are two dominant

heat sources on a particular storage reservoir: radiation from higher temperature

surfaces, and thermal conduction down the neck supporting the reservoir from the top

of the dewar. There are three ways to remove heat: boiling the liquid (using the latent

heat of vaporization), warming the gas vapors as they rise out of the dewar (using the

enthalpy of the gas), and radiating to a colder surface.

The rate of heat transfer Q due to thermal conduction along a solid of cross-

sectional area A, length L, and thermal conductivity X(T) is given by

T2

=X(T)dT
L T,

where T, and T2 are the temperatures of the two ends of the material. We can write

this in the useful form Q = (A/L )(I(T 1) - I(T2)), where the integrals
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Tf

I (TO) f X(T)dT have been determined for a number of common materials (Table
To

IV. 1 (HAN87)). We note that of the metals, OFHC copper is the best and stainless

steel the worst thermal conductor in the temperature range of interest.

The radiative heat transfer between two surfaces with emissivities el, e 2,

temperatures T1 , T2 , and common surface area A is given by (AND81)

Q=aA (T 4 - T 4 )(2)
E1 + E2  2 1

where Q is the rate of heat transfer and a = 5.67x10- 12 W -cm-2-K-4 is the Stefan-

Boltzman constant. Table IV.2 (HAN87) lists the emissivities of some common

materials. The emissivity of a highly polished metallic surface will increase to 0.2-0.3

if it becomes coated with a light film of oil or frost. It is noteworthy that the intensity

of 300K radiation peaks in the infra-red, where common glass is opaque:

Xpek-hc/kT~300pm.

A common strategy to reduce the radiative heat flow between two surfaces is to

place -10-30 layers of "super-insulation" between them (distributor: King Seeley

Thermos Co., N.H.). This material consists of aluminized mylar, .00025" thick, and is

crinkled to reduce the thermal contact between successive layers. If we assume that

the thermal conduction is negligible, then N layers of super-insulation placed between

two surfaces of fixed temperature and similar emissivity will reduce the heat flow

between them by the factor N+1. An empirical formula which takes the conductivity
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Table of thermal conductivity integrals

Temp OFHC Cu 6063 Al Brass Stainless Manganese Nylon G-10 Glass
K watts/cm watts/cm watts/cm watts/cm watts/cm watts/cm watts/cm watts/cm

6 6.1 .85 .05 .0063 .00032 .002 .0021
8 14.5 2.05 .13 .0159 .0008 .004 .0044

10 25.2 3.60 .23 .0293 .0015 .005 .0068
15 61.4 9.00 .59 .0816 .0041 .011 .0131
20 110 16.5 1.12 .163 .0082 .018 .0200
25 168 25.8 1.81 .277 .275 .0139 .026 .0279
30 228 36.5 2.65 .424 .635 .0208 .035 .0368
35 285 48.8 3.63 .607 1.06 .0290 .044 .0471
40 338 62.0 4.76 .824 1.54 .0385 .053 .0586
50 426 89.5 7.36 1.35 2.58 .0604 .070 .0846
60 496 117 10.4 1.98 3.74 .0859 .086 .115
70 554 143 13.9 2.70 4.98 .113 .102 .151
77 586 158 16.2 3.17 5.76 .131 .112 .175
80 606 167 17.7 3.49 6.28 .142 .120 .194
90 654 190 22.0 4.36 7.61 .173 .150 .240

100 700 211 26.5 5.28 8.88 .204 .185 .292
120 788 253 36.5 7.26 11.8 .269 .250 .408
140 874 293 47.8 9.38 14.7 .320 .542
160 956 333 60.3 11.7 17.8 .405 .380 .694
180 1040 373 73.8 14.1 . ... 21,0 .475 .470 .858
200 1120 413 88.3 16.6 24.3 .545 .550 1.03
250 1320 513 128 . 23.4 33,9 .720 .780 1.50
300 1520 613. 172 30.6 43.8 .895 .995 1.99

Table IV.]
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APPARENT EMISSIVITIES 300K to 77K

Material Condition emissivity
Aluminum polished, heavy anodized 0.32
Aluminum polished, light anodized 0.21
Aluminum wire brushed, steel wool 0.06
Aluminum NRC-2 0.03
Aluminum polished Kaiser foil 0.02
Brass polished, clean 0.03
Brass highly oxidized 0.6
Copper polished, clean 0.02
Copper highly oxidized 0.6
Chrome plate 0.08
Gold foil or plate 0.02
Nickel polished 0.03
Silver plate 0.02
Stainless polished 0.06
G-10 cleaned 0.6
Glass paint, carbon, lacquer, tape 0.9

Table IV.2

into account (HAN87) is

= [6.5 x10-12x.(T24 - Tj4) + 6.7x10'D 1 .5 (T2 - T1) (3)

where Q is the heat flow in watts, A the area in cm2, and D is the number of layers

per centimeter (density) of super-insulation. We intend to add super-insulation to our

dewar only if the liquid boil-off without it proves too costly.

We can estimate the boil-off of LN2 using Eq. (2). We assume that the 300K

radiation from the outer vacuum jacket is the dominant heat source on the LN2 dewar,

and that radiation from the LN2 to the LHe dewar the primary heat sink. Using a

surface area of -11000 cm2 and an emissivity per surface of -.02, we obtain
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Q = aA (e/2)(3004- 2-774) = 5 W. Liquid nitrogen has a latent heat of 207 J/g and

density of .81 g/cm3 at 77K, so 1W corresponds to -20 cm3/hr; this implies us a

boil-off rate of -. 11/hr, for an LN2 hold time of -50 hr.

To estimate the loss rate of liquid helium, we must consider both radiative and

conductive heat loads. The radiative load is small; using Eq. (2), we find 6Q= 17mW.

The conduction load is from the 77K heat sink to the LHe reservoir via the walls of

the top part of the upper section to the LHe dewar. A large part of this heat will be

removed by the cold helium gas which is forced to rise along the outer wall of the

LHe reservoir by the G-10 insert. We can estimate the LHe boil-off by assuming that

the temperature of the walls decreases linearly from 77K to 4.2K. The heat load into

the LHe is then given by

dTQ =A X(T=4.2K)- . (4)
dx

The area A z .9 cm2, and the conductivity of stainless steel at 4K is -2.5 mW/cm-K;

the temperature gradient dT/dx- 7.3K/cm. The heat load is then 6 = 16 mW. Using

L=21.9 J/g and p=0.13g/cm3 for He at the boiling point, we obtain an acceptable loss

rate of -51/day.

It is be possible to reduce the helium loss by pumping on the liquid nitrogen

dewar; this will lower the vapor pressure of the nitrogen gas and consequently the

temperature of the boiling LN2 . A 15 CFM rotary vane pump should be sufficient to

get the pressure down to 10 torr, where the LN2 will be close to its freezing point of
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55K. We want to avoid actually freezing the liquid, however, because we would lose

thermal contact between the cold solid and the walls of the container. The conductive

loss rate for helium in this case would be reduced to -3.51/day.

IV.4 The Superconducting Magnets

IV.4.1 Philosophical Comment

With the recent discovery of new superconducting materials with critical

temperatures above the boiling point of nitrogen, those with a thorough technical

understanding of the "old" superconductors may eventually be treated with the same

mocking respect one gives to experts in vacuum tubes or manual typewriters. The

"old" superconducting technology, however, has proven its reliablity for many years

and is likely to prevail for many more years in research applications where high fields

are required. For archival purposes at least we shall describe the design of the

superconducting magnets in this apparatus. There are many good references on the

subject of superconducting magnet design; Wilson's book (WIL83) is by far the most

informative and practical.

The experiment can be divided into two regions with distinct requirements for

the magnetic field (Figure IV.2). One is the "slower" region, where the thermal atoms

effusing from the oven will be decelerated to a near stop; it is -90cm long. The

second region is the "trap" region, where the atoms are stopped and confined by the

radiation pressure trap; it is -5cm in length.
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IV.4.2 The Slower Region

The field profile for the slower region is designed to keep an atom in resonance

with the single frequency "slowing" laser over as great a distance as possible (PPM82).

We will assume that the laser is circularly polarized and that the atom has a cycling

transition (such as the F,MF = 2,2 - 3,3 transition in the sodium D2 manifold) so that

we are effectively dealing with a two-level system. An atom will enter the slower

region with an initial velocity vo and be subject to an approximately constant

acceleration a = 3m 6.2x107cm -s-1 for sodium when the laser is at saturation
3m1;

intensity (a z 3x1O8 cm s-1 for Li7 ). The velocity as a function of distance z is then

v(z) = v - 2az (PPM84). To keep the atom resonant as it slows, we must offset

the Doppler shift kv with a Zeeman shift pB. This resonance condition can be written

as

apparent laser frequency = atomic transition frequency

i.e. oL + k v = wo + (p/h)B

where oL is the laser frequency, o the atomic transition frequency in zero field, and

kv is taken to be positive. This gives us an equation for the field profile:

u(0L - 0 ) + 2k
BW()= -COO+ -v(z) (2a)

=Bb +Bo-1 -z/L , (2b)

where B 0 = lk vo/, L = v3/2a, and Bb is a bias field whose purpose will be revealed

shortly.
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The maximum velocity of atoms which we are able to slow is restricted by the

length of the slower magnet, which in our case is limited by the height of our ceiling

to 90cm. We therefore expect to slow no atoms with initial velocities greater than

-1300m/s. This will have implications with regard to the operation of the oven (cf.

Section IV.6.3), particularly when using lithium.

The slower magnet was wound on a 90cm long brass tube, 2-1/4" O.D.x.065"w.

Brass was selected for a number of reasons: it is easy to machine; it can be soldered

with indium; it has a relative thermal contraction from 300K to 4.2 K which is close to

that of copper (and hence the wires); it has a fairly low enthalpy (so less LHe is

required for cooling); and it has a relatively low electrical conductivity at 4.2K (so

eddy currents will not be induced when the magnets are being charged). The tube was

first painted with insulating epoxy (Miller-Stephenson Epon 815 resin and V-40 curing

agent, 1:1 mixture by weight) and then divided into 1 cm segments with a black

marking pen. The object was to wind a certain number of turns (accuracy: 1/10 turn)

in each segment to create the proper field.

The "winding profile" was designed with the help of a series of computer

programs. The first program designed the theoretical magnetic field by solving for

v(z) given actual experimental parameters; it accounted for the fact that the slowing

laser was focused, so that the acceleration was no longer constant but depended on z;

it also subtracted the anticipated field of the trapping magnets and the expected fall-off

of the bias field at the solenoid's ends. The field thus computed differed slightly from
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the one obtained assuming constant a and Bb. The second program computed how

many amp-turns to wind in each cm segment. This was done by inverting the matrix

equation B = -4.B* is a 90-component vector whose components B; specify the

field at the position i; the 90 components of t specify the number of amp-turns at each

position. U is a 90x90 matrix which adds the fields of all the current loops t; to give

B; at each point in the magnet. U- 1 therefore specifies the amp-turns given the field

profile; the inversion takes -1min on a DEC 11/34 microcomputer.

The solution for t thus obtained was not practical, however, because it called for

negative windings to be made at the ends of the solenoid. To correct for this we

averaged the number of amp-turns in each segment with those of the two segments on

either side. The result is shown in Figure IV.4. The final turns profile which we used

to wind the magnet is given in Table IV.3, for an assumed current of 70 amps.

The choice of superconducting wire for the slower and bias magnets was

straightforward. One generally is concerned with the maximum current a wire can

carry when immersed in a given field ("critical current"), the maximum temperature at

which a wire will still superconduct ("critical temperature"), and the ability of a wire

to protect itself in the event of a "quench" (when part of the wire suddenly goes

normal). The fields we expect to generate, however, are so low (<<1 tesla), and the

inductances so small (<<1 henry), that most type II superconductors would have been

adequate for our purposes. We used a popular 54 filament Nb-Ti wire, embedded in a

copper matrix (Supercon Inc., type 54S43). The ratio of copper to superconductor was
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IV.4 The Superconducting Magnets

z turns

0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

z turns

30 12.424.3
17.6
26.3

1.3
26.1

8.7
18.9
12.8
16.0
14.0
15.0
14.3
14.5
14.2
14.2
14.0
13.9
13.8
13.7
13.6
13.5
13.4
13.3
13.2
13.1
13.0
12.9
12.8
12.7
12.6

31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53

12.3
12.2
12.1
12.0
11.9
11.8
11.6
11.5
11.4
11.3
11.2
11.1
10.9
10.8
10.7
10.6
10.4
10.3
10.2
10.1
9.9
9.8
9.7

54 9.5
55
56
57
58
59

9.4
9.3
9.1
9.0
8.8

z turns

60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89

8.7
8.5
8.4
8.2
8.1
7.9
7.7
7.6
7.4
7.2
7.1
6.9
6.7
6.5
6.3
6.1
5.9
5.7
5.5
5.2
5.1
4.5
4.8
3.6
4.8
2.5
3.6
1.8
4.0
2.3

Table IV.3
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1.35:1. The bare wire was .020" in diameter (24 AWG), and was coated with .0005"

of formvar for electrical insulation. The critical current at low field is -150amps,

sufficient for our requirements.

The magnet was wound by mounting the tube on a lathe driven by a low speed

DC motor. An odometer was connected to the mandril to count the total number of

turns wound. We attempted to put the the required turns for each segment as close to

the center of the segment as possible, since that most nearly approximated the winding

configuration solved for by the program. After winding, a small current was passed

through the wire and the resulting magnetic field measured with a Hall probe

("Gaussmeter"). The measurement is shown in Figure IV.5.

Using these field measurements, we also calculated the critical product

(B- dB k dv k
dz [ dz

using Eq. (2a) and the chain rule. The requirement a <a. therefore puts an upper

limit on the quantity BB'; if BB' were to exceed this limit, the atom could not follow

the field slope and consequently would drift out of resonance with the laser and cease

to be slowed. A small glitch in the magnet winding profile might cause a spike in BB'

which would bring it above the limit. These spikes were tolerated if the difference in

pB between the two sides of the glitch was less than the power-broadened linewidth

of the atomic transition; the atom in this case will not drift completely out of

resonance, and will be recovered. A few windings had to be shifted slightly along the
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IV.4 The Superconducting Magnets

tube to ensure that this condition was met.

After the measurements and corrections were made, the magnet was potted in

the epoxy described above. It was allowed to cure for -24 hr at a temperature slightly

elevated by a bank of infra-red heat lamps.

A bias field Bb was superposed with the slowing field to ensure that the

relatively high-intensity slowing laser would not interfere with the trapped atoms as it

passed through the trap. The configuration of the optical system (see next section)

made it convenient to choose a bias which would induce a Zeeman shift of -856 MHz,

or about half the hyperfine separation of the ground state. We therefore used a bias

Bb z 611gauss, which corresponds to a current density of -490 amp-turns/cm. The

rate of transitions induced by the slower in the trap would then be a factor

~Q2/482z 3x10 5 less than that of the trapping lasers. The bias field was designed

using the same procedure as for the slowing magnet; the design minimized the roll-off

of the field towards the extrema of the bias magnet by piling on extra turns at the

ends. The magnet was then wound on a 1.375" O.D. brass tube and potted with

epoxy. The body of the magnet had a turns density of -17/cm, so we expect to need

-30amps to achieve the desired field. In running the experiment, the laser frequency is

determined (within the range of an A-O modulator - see Section IV.5) by the

requirements of the trap; the atoms in the slower will be brought into resonance with

the laser by gradually increasing the bias field until the signal from the slowed atoms

is maximized.
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Once the correct currents are found for the bias and slower magnets at the start

of an experimental run, they are not expected to change throughout the run. We

therefore close the magnets' circuits with "superconducting switches," a small segment

of superconducting wire which can be heated, causing it to "go normal." The wire then

has a resistance of -19; a pair of demountable leads can be connected across the

switch, and the magnet (which has no resistance) can be charged (Figure IV.6). After

the magnets are charged fully, the switch is cooled, allowing it to superconduct; the

leads can now be removed while current continues to flow through magnet. The bias

and slower magnets are then operating in "persistent mode;" the l/e time for current

decay depends on the quality of the superconducting junctions made (see below) and

can typically be months.

The construction of the superconducting switches is quite simple (Figure IV.7).

Manganin heater wire (.020" dia., California Fine Wire Co.) and superconducting

switch wire (Supercon) are wound onto a common brass spool and potted with the

usual epoxy. This whole assembly is then inserted into a piece of copper tube (-1"

O.D., 3" length) and filled with a thermally conductive epoxy (Stycast 2850FT plus

catalyst 24LV, Emerson and Cuming Co.). Fewer filaments are used in the switch

wire than in the magnet wire so that it is easier to make it go normal; one must

therefore take care not to place the switches in a region of high field, lest they quench.

We used 18 filament Nb-Ti embedded in a Cu-Ni matrix, with a diameter .015" plus

formvar insulation. A pair of diodes (MR754) is placed in parallel to each switch to
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protect it in the event of a quench; the diodes are capable of dissipating -100 amps

when they are immersed in LHe.

The maximum rate at which the magnets can be charged is determined by the

ability of the switches to dissipate heat during charging. We intend to limit this ohmic

heating in the switches to -1W while charging. Since the resistance of the wire when

normal is -1.50, we can have a maximum charging rate of -1 amp per second per

henry. The inductance of the bias magnet (assuming the field inside is uniform) is

4it2r2N2 ioF- 3mH, where r is the radius and L the length in cm, and N the
L

number of turns. We therefore can fully charge the bias magnet in -. 09 seconds, i.e.

as fast as we please.

The demountable leads used to charge the magnets are designed to carry

relatively high currents (as much as 150 amps) while generating as little heat as

possible in the process. We opted to avoid the standard vapor-cooled lead

(BFS75,BE183) because of its tendency to trap air in its many pores - the air can

then liquify, releasing its heat of vaporization and boiling away a lot of LHe. We

chose instead to construct our leads using many (-50) strands of fine (30 AWG)

copper wire inside a thin-walled stainless tube (for mechanical support). The tube was

vented at the top and bottom to permit the cold vapors to flow next to the wires.

Before inserting the lead, it is first purged of condensibles with helium gas, which is

retained in the tube by placing one's thumb over the upper vent hole. The connectors
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used (Huygin Industries series 6-X) are rated at 90 amps for continuous operation at

room temperature, but can be pulsed to many (>10) times that value.

Since the slower and bias magnets are coaxial, the mutual inductance between

them is significant. If one of the magnets is charged independently, an EMF will be

induced across the other and change its current. It is therefore important to charge both

of them at the same time and allow the currents to reach a steady state before closing

the superconducting switches.

IV.4.3 The Trap Region

The field profile for the trap region will initially be the same as in the Bell

experiment, albeit with the capacity to achieve much higher gradients. We have the

additional capability of adding more superconducting coils, cooled perhaps by

conduction, to create different fields and possibly different types of traps.

The trap magnet consists of "upper" and "lower" coils with opposing currents.

The lower trap coil was wound at the end of the tube for the bias magnet, in a 3/8"

space between a pair of brass flanges. The upper coil was wound on its own spool,

1-3/8" O.D.x3/8" long, and fastened to the lower flange of the upper section of the

LHe dewar. Both coils were "wet wound" with 250 turns of wire; we used 54 strand

NbTi in a copper matrix, with a Cu:NbTi ratio of 1.35:1. The wires had an O.D. of

.011" and were insulated with a .0005" layer of formvar. The critical current at low

field is 84 amps.
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The two coils are wired in series, with the leads spiraling out around the

perimeter of the G-10 insert as described above. The inductance of the system is

2(L -M), where L is the self inductance of 1 coil and M the mutual inductance

between the two. Since the coils are separated by more than a radius, M<L ; in any

case, by neglecting M we obtain a conservative (high) value for the total inductance.

For a single coil of radius a and N turns, we find (JAC75)

L - 4ix2a2N2 f 2

= 2 0dsJ1(sa)

where J1 is the first order Bessel function. By integrating this numerically, we find

that L = 7.2n 2N 2a x10~9H (with a in cm), which is about 8 mH for each of our trap

magnets.

The minimum field gradient with which we observed trapping in the Bell

experiment was -5 gauss/cm. For the present geometry, we expect to have a gradient

of 45 gauss/cm-amp, implying that a current of -. 1 amps will be sufficient to generate

this minimum gradient. The maximum gradient at the critical current for the

superconductor is -4000 gauss/cm, about 200 times the maximum at Bell.

Since there are many layers of wire in each coil, a quench which occurs near the

center of a coil's cross-section will induce a hot-spot which can propagate through the

rest of the coil. If this propagation velocity is faster than the characteristic time for

the magnet to conduct the heat away to the LHe, the entire coil will quench more or

less simultaneously. Care must be taken in the system's design to ensure that this
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does not lead to a catastrophic temperature rise in the superconductor causing it to

melt. The worst case scenario is of an infinite propagation velocity and no cooling;

for the dimensions of our trap coils, using the volumetric specific heat of the wire

C=2.5xlO 3 J/m 3 K, we find that the temperature rise during such a quench is 80K/J.

A current of 35 amps in the trap magnets would thus give a temperature of 400K after

the quench. By performing a more detailed analysis (WIL83) one can show for higher

currents as well that the coil dissipates the quench energy in the LHe before the

temperature rise proves catastrophic.

IV.5 The Optical System

IV.5.1 Overall System

A schematic diagram of the optical system used in the experiment is shown in

Figure IV.8. The setup downstream of the optical fiber is identical to that of the Bell

experiment (cf. Chapter III). The upstream setup differs slightly from the Bell

arrangement, though it utilizes many of the same components.

The upstream optics are located in a room separate from the dewar. About .5W

of 589 nm laser light (-1 MHz linewidth) is generated by a Coherent CR-699 ring dye

laser pumped by -6W from a Spectra-Physics 171 Ar+ laser. The light passes through

the first acousto-optic modulator (AOM) (Isomet 1205C-2) which splits off part of the

beam, giving it a positive frequency shift v1. The modulator is driven by a Leader

LSG-17 signal generator and an ENI 603L power amplifier (3W max output), and can
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IV.5 The Optical System

deflect up to -80% of the incident power into the first order sideband. The AOM is

positioned at the common focus of a pair of anti-reflection coated plano-convex lenses

(Melles-Griot 01-LPX-277/078-f=20cm) separated by 2f; this arrangement allows the

modulation frequency v to be varied over a -30 MHz bandwidth without noticeably

shifting the position of the modulated beam. The unshifted beam continues upstream to

the electro-optic modulator (EOM), while the beam at +v1 is directed to the second

AOM.

The second AOM is configured with two lenses identical to the first. It is driven

by a custom-built oscillator (see Section IV.5.2) and an ENI 603L power amplifier.

The unshifted beam from the second AOM is used for the slower; note that it has a net

positive frequency shift v, with respect to the ring laser. The deflected beam acquires

an additional negative frequency shift -V2, giving it a total shift of v1 -v 2. It is then

directed to the frequency reference (see Section IV.5.2).

It is possible with this configuration to tune the frequency of the laser while the

slower frequency remains constant. The reference beam is maintained at a fixed

absolute frequency with respect to an atomic resonance line or a stablized He-Ne laser.

The laser frequency, and hence the frequency of the trapping beams, will be detuned

by AvL = ~(V1 -V 2) from this reference; the slower, since it passes through the first

AOM, will be detuned by Avs = AvL +vj = v2 . Consequently, if we change the RF

frequency v, of the first AOM, the trapping frequency will change by an equal and

opposite amount, while the slower remains constant. The range of tuning is -30 MHz,
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the bandwidth of the AOM.

The trapping beam passes through an EOM constructed by T. Shirley, modeled

after the one at Bell. A lmmxlmmx25mm LiTaO3 crystal rests in a resonant LC

cavity formed by the crystal and flexible sheets of copper and beryllium-copper bent

into a loop (Figure IV.9). Treating this circuit as a parallel LC resonator, we find a

resonant frequency oo = (LC)~1/2; L is the inductance of the two loops (-grjir2/l for

each, where r is the radius and I the length) and C is the capacitance of the crystal

A E/d, where A is the area and e=43 is the dielectric constant at RF frequencies

(KAM74). The resonant frequency of the cavity is coarse adjusted by sliding the

copper clamp back and forth to change the size of the loop, and fine tuned by bending

the foil slightly with a toothpick or similar implement. The Q of the cavity is -50.

The crystal itself is attached to the copper base with a silver impregnated epoxy

(Ohmex-AG, Transene Corp.). This creates good thermal contact between the crystal

and the copper, preventing the crystal from warping during operation. To improve the

optical transmission through the crystal, a glass window was secured near either face,

and a drop of index-matching fluid (H-C oil series 27, HaloCarbon Products) placed in

the interstice. The outside face of each window is anti-reflection coated.

The light emerging from the EOM is frequency modulated at the RF frequency

co.. The relative power in the first order sidebands is given by (Ji(il))2 , where the

modulation index j= (com/ 2 c)1EmL; K is a constant describing the crystal, L is the
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length of the crystal, and Em is the amplitude of the applied electric field. The EOM

is driven (by a Fluke 6060a synthesizer and ENI 603L amplifier) at 0m = 856.2 MHz,

which is about half the separation of the ground state hyperfine levels. If the laser is

tuned halfway between the resonance frequencies of transitions from these two levels,

the first order sidebands of the modulated light will be exactly resonant with these

transitions. In practice, we tune -10 MHz to the red of resonance in order to form the

light trap. The modulated light is then coupled into the single-mode fiber and output

onto the horizontal optics table on the dewar in the next room (Figure IV.10).

Since we are concerned more with the power in the slower beam than its spatial

quality, it is sent directly to the dewar through a hole in the laser room wall. A mirror

on the horizontal optics table reflects the beam up to the vertical optics table, together

with the vertical trapping beam (Figure IV. 11). Since the two beams are to have the

same helicity, they share the same polarization optics. They are focused to slightly

different points, however, by two separate mirrors. The mirror for the vertical trapping

beam is placed at the waist of the intermediate focus of the slowing laser.

The vertical trapping beam is brought to a focus on a mirror just to the side of

the source channel. The mirror is mounted on a rod connected to a gimbal assembly

(Huntington VF-171-M) which can be adjusted exterior to the vacuum with micrometer

drives in order to perfectly retroreflect the beam. A zero-order quarter wave plate

suitable for the high intensity of the focused beam (Special Optics 8-8015-1/4-589) is

positioned just above the mirror to reverse the polarization of the retroreflected beam.
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IV.5 The Optical System

Once the vertical trapping beams are aligned, a small piece of a microscope slide

is inserted into the trap region by means of a linear feed-thru on one of the dewar's

horizontal view-ports. All six trapping beams are stopped down by means of iris

diaphragms and made to fall on exactly the same point as seen on the slide. The slide

is withdrawn and the beams expanded to -1cm diameter before operating the trap.

The diaphragms remain in place to facilitate re-positioning the the beams in the event

of misalignment.

IV.5.2 Locking the Laser to a Frequency Reference

We intend to lock the ring laser to one of two frequency references. One

reference is a stabilized He-Ne laser; the other is a crossover resonance (explained

below) in the atomic species of interest. The goal of the locking scheme using either

reference is to stabilize the laser against long-term (>10s) drift of the output frequency

of the ring laser.

Both schemes are based on the same principle. When that laser frequency drifts

from its desired location, an "error signal" is generated by the reference circuit. This

signal is then integrated, buffered, and fed back to the laser control box. The control

box then acts to reduce the error signal by moving the laser closer to the desired

frequency.

The scheme utilizing the stabilized He-Ne laser is diagramed in Figure IV.12a.

The red He-Ne light is sent through a Fabry-Perot etalon (FSR 300 MHz, finesse
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IV.5.2 Locking the Laser

-300), and its transmission detected by a "photop" (photodiode plus op amp - United

Detector Technology UDT-455) behind a red band-pass filter. The PZT on the F-P

mirror is used to sweep the cavity back and forth between two transmission peaks of

the He-Ne; the PZT voltages at the endpoints are thus "locked" to the He-Ne

frequency.

A beam from the ring laser is now passed through the F-P and detected by a

separate photop after being discriminated by the appropriate filter. The transmission

peak from this beam (the first peak if there are two) will fall somewhere between the

two He-Ne peaks; this point will correspond to a certain fraction of the voltage

difference on the PZT between the high and low parts of the sweep. By choosing this

fraction with a 10-turn potentiometer, the ring laser can be locked to any point desired.

An advantage to this scheme is that at least two lasers can be locked to the same

reference; the two must be distinguished after they pass through the F-P, perhaps by

their polarization. A disadvantage is that it does not provide an absolute frequency

reference; F-P transmission peaks occur every 300 MHz. An absolute reference is

provided, though, by a saturated absorption gas cell.

The scheme for using the gas cell as a frequency reference is shown in Figure

IV.12b. The cell (Quaracell Products type 137) is heated to -200*C by two resistive

"heater tapes"; the temperature is adjusted by changing the voltage across the heaters

with Variacs. The absorption path length is -20 mm; the beams enter the cell at an
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IV.5.2 Locking the Laser

oblique angle to the windows to keep spurious reflections away from the region of

interest. A polarizing beamsplitter (NRC 05-FC16PB.3) and quarter-wave plate are

used as an "optical diode" to prevent reflections back to the laser.

The cross-over resonance to which we lock occurs in species whose ground state

hyperfine levels are separated by less than the Doppler linewidth (LEV84, e.g.). For

most frequencies, one of the counter-propagating lasers (called the "pump" and

"probe," though they can be equivalent) will be absorbed by those atoms whose

velocities Doppler shift them into resonance. These velocities are in general different

for the two ground states, so the two lasers will probe two different groups of atoms.

The resonant atoms will consequently be optically pumped to the ground state which is

not resonant at that velocity, resulting in a decrease of absorption than one would

obtain in a two-level system. When the laser frequency is tuned halfway between the

ground state transition frequencies, however, both transitions are resonant in the same

velocity group, resulting in an increase in absorption. This increase is seen as a

symmetric "dip" in the probe intensity when its frequency is halfway between

resonances from the two levels. This serves as a convenient reference, because an

EOM will generate sidebands evenly split around this point; hence both sideband

frequencies can be placed near the appropriate transitions.

The error signal is generated by dithering the frequency of the reference beams

about the "trough" of the crossover. This is readily done by frequency modulating the

RF to the second AOM (see Fig. IV.8). We use a voltage-controlled-oscillator (a pair
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of Avantek VTO-9120 oscillators (1-2 GHz) and a Mini-Circuits ZFM-150 mixer) and

low-frequency signal generator to modulate -80 MHz at 200 Hz with a deviation of 1

MHz. The error signal is obtained by phase detecting the absorption signal at 200 Hz

with an Evans 4110/4114. If the laser is exactly at the center of the line, the

absorption signal will be at 400 Hz due to the symmetry of the line, and the error will

be zero. Any drift of the laser will result in a 200 Hz component of the signal; this

will generate an error signal whose sign depends on the relative phase of the driver

and detector signals, i.e. the direction of the drift. The circuit is sensitive to drifts of

several hundred kHz and should be able to lock the laser to -1 MHz.

IV.5.3 Detection

An essential part of any experiment is to collect and record the data it produces.

The data in this experiment will be the fluorescence from the cloud of trapped atoms.

Our goal is to efficiently collect as much of this fluorescence as possible, measure its

intensity, and analyze its spectrum.

The geometry for detection is illustrated in Figure IV.13. The light from the

trap is collected by a precision achromat (corrected for spherical aberration-Melles

Griot 01-LAO-059/078) and an aplanatic meniscus lens (to decrease focal length

without adding to the aberration of the achromat--01-LAM-059/078). This pair is

placed -. 75" from the center of the trap; it has f /1.67 and therefore will nominally

collect -3% of the light emanating from the atoms (a light-gathering mirror opposite
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IV.5 The Optical System

the lenses can theoretically double this efficiency). A complementary pair of lenses

identical to these is positioned just outside the vacuum chamber to complete the

collection system symmetrically and thus form the optimum image of the trap.

In the initial stages of running the experiment, we will primarily be interested in

the total fluorescence from the trap. This is most easily recorded by placing a PMT at

the image of the trap, taking care to shroud it from extraneous light. The PMT

efficiency is about 10%, more than sufficient considering the -10 1 4 photons/sec

collected by the optics.

In the later stages of experimentation, we will want to analyze the fluorescence

using a monochromator (SPEX). To optimize its performance, the geometry of the

input beam should match the grating geometry (-f /7) as closely as possible. This is

accomplished with a secondary focusing lens placed beyond the image formed by the

primary optics. The transmission of the monochromator is conservatively about 10-2.

if we include the collection and PMT efficiencies, reflective losses, and losses in the

monochrometer entrance slit, we expect to record -1 count per 10 5 photons emitted

from the trap. The double monochrometer will also provide a rejection ratio of ~108

between the uninteresting photons emitted by the trapped atomic species and

interesting ones produced by collisions, molecules, etc.
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IV.6 Atomic Source

IV.6.1 Source Chamber and Related Hardware

The source of alkali atoms is a central part of the apparatus. Its design must be

flexible enough to accommodate modification, maintenance, and the possibility of

different atomic species. It must fit in the limited vertical space available to it, yet be

sufficiently roomy to accommodate various accessories, pumps and gauges. The actual

atomic source is a radiatively heated oven; the oven sits in a larger region called the

"source chamber," which provides the required vacuum environment and the necessary

accessories.

A schematic of the source chamber is shown in Figures IV.14a,b. The main

enclosure for the oven is a 12" cube formed with 5/8-1" thick welded aluminum plates.

The enclosure is evacuated by a 1501/s turbo-molecular pump (Balzers TPH-170C,

corrosive series) protected from the high flux of corrosive alkali by a water-cooled

baffle (BFW-100M). The turbo is backed by an Alcatel ZM2008A rotary-vane

roughing pump.

The main chamber is separated from the rest of the apparatus by a stainless steel

channel directly above the oven nozzle (Figure IV.15). The channel has two purposes:

to collimate the atomic beam en route to the dewar, and to isolate the high vacuum of

the dewar region from the relatively high pressure of the source (it has a conductance

of -. 061/s). To keep it from becoming clogged with condensed alkali, it is heated
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IV.6. 1 Source Chamber

with a resistive wire (A.R.I. Industries) to several hundred degrees C.

A stainless steel bellows (MDC 150-X) connects the main chamber to a six-way

cross (MDC 150-6) which in turn attaches to the dewar via a gate valve (MDC GV-

1500V). The gate valve can be closed to completely isolate the dewar from the source

region, necessary during the initial fire-up of the oven heaters (see next section) and

for source maintenance while the dewar is cold. The cross has ports for an ionization

gauge (Varian 0563-K2466-302), the gimbal mount for the retroreflecting mirror (cf.

Section IV.5.1), a window (MDC VPH-150) for viewing the atomic beam, and a

second six-way. The flexible hose shown (Huntington VF-155) circumvents the

channel and allows the turbo to pump directly on the crosses and the dewar when the

butterfly valve (MDC AV-150M) is open. An electrical relay sits in the cross just

above the bellows; it controls a shutter which blocks the atomic beam when the relay

is energized.

IV.6.2 The Alkali Oven

The purpose of the alkali oven is to provide atoms for experiment. It has

sufficient temperature range to accommodate the various alkalis: lithium, sodium, etc.

The oven itself is little more than a reservoir for molten alkali; a nozzle at the top

allows some of the associated vapor to escape.

A cross-sectional view of the oven assembly is shown in Figure IV.16. The

oven reservoir itself is fashioned from type 310 stainless. The alkali is loaded into the
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IV.6 Atomic Source

reservoir in an inert environment (dry nitrogen); the reservoir is then bolted together,

with an iron gasket to provide a secure seal. The oven hangs from three stainless

support rods, which ensure that the nozzle heater remains centered in the hole at the

top of the shield. The nozzle (Figure IV. 17) is secured to the top flange of the oven

by a Swagelock connector.

The oven (MIG84) is radiatively heated by five Thermcraft resistance heaters:

one for the baseplate (PH2004-S-3D 38V/170W), two half cylinders wired in series

(with each other and the baseplate heater) for the body (RH251-S-1.62 38V/110W

each), and two half cylinders wired in series for the Swagelock connector (RL111-S-

1.62 57.5V/100W each). The nozzle is heated by a .035" tungsten wire secured to an

alumina tube and encased in Sauereisen cement. All the leads from the heaters are

insulated in ceramic "fish-spine" (Omega) and extracted from the shields through a

notch at the top. The leads are then connected to electrical feed-thrus, which consist

of Torr-Seal filled metal tubes with wires running through the inside, where they can

be attached to power supplies.

The power supplies for the heaters are isolated from ground to permit operation

in the event of a single short-circuit to ground. To reduce the chance of arcing in the

hot alkali gas, the AC is rectified and somewhat filtered, giving maximum power for a

given peak voltage.

The temperature of each oven component is monitored independently by several
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IV.6 Atomic Source

thermocouples. To prevent the nozzle from clogging, it is kept slightly hotter (-250 C)

than the Swagelock connector, which in turn is slightly hotter than the body of the

oven. To keep the demands on the heaters reasonable, the entire oven is enclosed in a

multi-layer radiation shield which fills the indicated region. About 20 layers of .003"

stainless shim stock is stacked above and below the oven, and a 20 layer spiral of the

shim is wound around the perimeter. The outer and lower covers are cooled by

circulating water through a copper refrigerator tube which is silver-soldered to these

covers.

The oven shield support plate is fastened to an x-y translator (two NRC 420-05

translation stages) which in turn is secured to the base of the source chamber. The

translator drives are connected to flexible cables which go to rotary feed-thrus on a

source chamber flange. The horizontal position of the oven can thus be adjusted from

the outside to maximize the flux of alkali into the dewar.

IV.6.3 Expected Performance

Having now provided a physical description of the apparatus, we can estimate

the flux of atoms that we expect to be able to load into the trap. This is an important

consideration, for it determines the ultimate density we can hope to achieve in the light

trap. We shall make our analysis general, and provide numerical estimates for sodium

and lithium. Table IV.4 lists some of the properties of sodium and lithium for

comparison and reference.
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Property

a

b

X (D2)

AEfs

AE hfs (grnd)

hk/M

tN

Melting pt.

vmax (L=90cm)

a max

Ny (Vmax ->0)

Vperp

I (V<Vmax) 1015 (@ 5000C) 2x10 14 (@ 7500 C)

Table IV.4
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Na2 3 Li7

103,300

units

137024

7.229

670.8

7.553

589.6

17.19

1772

2.9

nm

.34

803

8.4

-1
cm

MHz

cm/s

16

98

27

186

1300

ns

oc

1600

9.7x10

43000

m/s

6

1.6x108

19000

12

cm/s 2

m/s
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We shall assume that the oven is an effusive source of atoms of mass M and

absolute temperature T. This is a poor approximation in some respect, because we

will almost certainly operate in a regime where the mean free path of the atom X is

much less than the nozzle diameter w (for sodium at 300*C, X=.01 cm). The flow

from the nozzle will therefore be partially hydrodynamic; for an order of magnitude

estimate of the flux, however, this approximation will suffice.

The kinetic theory gives the flux dQ from a nozzle of area A into the element of

solid angle d Q as (RAM56)

dQ = A cos 0 (1)
dQ 4n

where V = 1.13V2kT IM is the mean atomic velocity inside the source, n the density,

and 0 the azimuthal angle. The total flux of the source into a cone defined by the

angle 0 is obtained by integrating this expression:

Q = n- A sin2 00. (2)
4

If we consider the gas to be ideal, then we may write

Q = 1.13P 2 A sin2 90  (3)
MkT

Since the gas in the oven is just the vapor above a molten metal, the pressure P

is the vapor pressure of the metal at the temperature T. This may be obtained

empirically from the relation (WEA75)
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.05223a +b
P(T) = 10 T torr. (4)

Values for the constants a and b are given in Table IV.4 for sodium and lithium.

The distribution of velocities in the oven is Maxwellian. The distribution in the

beam, however, is skewed by an additional factor of v since the faster atoms in the

oven have more chances to escape. If I(v)dv is the beam intensity for atoms with

velocities between v and v+ dv, then the normalized expression is (RAM56)

I(v) = 2Q 13 e (v2/a2) (5)

where a= 42kTIM . By integrating this we get the total number of atoms in the beam

with velocities less than vo:

I(v<vO) = Q e- 1 + e(-vO/a2) . (6)

Note that as we increase T, the total flux will increase due to the rise in vapor

pressure; the most probable velocity vp = 1.22a will increase as T1/2, indicating that

the entire atomic distribution will shift upward in velocity as we raise the source

temperature.

Recall (Section IV.4.2) that our slower of length L can stop atoms with a

maximum velocity vm = J2iam. There is therefore an optimum temperature to

which the oven should be heated to produce the greatest number of "stoppable" atoms.

In the regime in which we are able to operate, this number increases monotonically

with temperature, suggesting that we should run our oven as hot as possible. Aside
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from the increased consumption of alkali, other dis advantages to hot operation are

discussed below.

It is instructive to calculate how many atoms we expect to be able to load into

the trap. The azimuthal angle subtended by the trap is 0 = .5/120 = 4mrad. Taking

the slower length L = 90 cm, we get v~an~ 1300 m/s for sodium and 1600 M/s for

lithium 7. We find that -~1015 sodium atoms per second will be available for the trap.

It is unlikely that we will be able to slow this many atoms, however. We see

from Table IV.4 that an atom with velocity vma requires -43000 photons to be

stopped; since most of the stopped atoms will have initial velocities less than this,

however, we will assume an "average" -35000 photons per atom. With a laser power

of -100mW, we have -3x10 17 photons per second available for slowing, enough for

~1013 atoms/sec. We therefore have enough light for only -1% of all "stoppable"

atoms from the source. In practice we will probably be no more than 10% efficient,

however, so we expect to load atoms into the trap at a rate of -101 2 per second.

IV.6.4 Ultimate Limits

There are several factors which will serve to limit the ultimate performance of

our trap. One limiting process will be the collisions between unstopped atoms in the

atomic beam and stopped atoms in the trap, knocking the trapped atoms out. The rate

that an atom will be expelled by this process is
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R CrNa-NaR=Ieamx A (3)

where beam is the flux of atoms through the trap region, 0 Na-Na 200X2 is the

collision cross-section and A is the area of the trap. We find that the collision rate per

atom is -125/sec, implying a lifetime of -8 msec. This indicates that it may be

desirable to reduce the oven temperature and to chop the atomic beam for studying

long-time trap effects.

The ultimate densities which can be obtained in a radiation pressure trap may be

limited by the ideal gas law n = P /kT (PWR86). Once the trapped gas becomes

optically dense, the laser beams will form a "wall" for the trapped atoms, which will

feel a pressure P at most equal to the total radiation pressure. For lasers having an

intensity of 10 mW/cm2, we have P = 3x10-6 dyne/cm2, yielding a maximum density

at T = 240pK of n = 1014 cm ~3. A warning: one may have to reflect the trapping

lasers' retro beams at a slight angle to avoid casting a shadow on the trapped atoms

from their absorption of the incident beam.

One would like the loading rate of the slower to be as high as possible to

maximize the trap densities and the signal from collision processes. A high field-

gradient in the trap, which is conducive to high densities, tends to reduce the size of

the capture disc by Zeeman shifting atoms far from resonance when they are even a

small distance from the trap center, thereby reducing the loading rate. There are a

number of possible ways to increase the capture disc of the trap, however, yet still
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IV.6.4 Ultimate Limits

retain the high field gradient near the center. For example, one could create additional

frequency components in the trapping lasers which would be resonant with the atoms

at the higher field. The field could be "rolled-off," perhaps, by installing smaller coils

closer to the trap center, which would add to the field near the center but subtract from

it as you move away. Yet another possibility is to place a focusing magnet -

quadrupole or hexapole - to bend the off-axis atoms back to the center using their

magnetic moments. The conception of other ideas is left to the ingenuity of future

experimenters.
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CHAPTER V - CONCLUSION

The primary accomplishment reported in this thesis is the conception and

demonstration of the first spontaneous force light trap for neutral atoms. The key

breakthrough was the fundamental realization that the internal structure of an atom

could be utilized to circumvent the "optical Earnshaw theorem" (GOA82) and form a

stable trap (PWR86). Using Jean Dalibard's idea for a gradient field as a starting

point, we developed a scheme that would trap most paramagnetic atoms in three

dimensions. The trap for sodium was constructed by adding several components to S.

Chu's "optical molasses" setup at Bell Labs. We trapped a gas of sodium atoms for

longer times and at higher densities than in any trap previously reported (though our

records have since been broken (HKD87)). We measured some of the basic properties

of the trap such as its lifetime, size, and strength, and compared these measurements

with the predictions of a theoretical model. We also observed some evidence of

binary collisions amongst the trapped atoms.

The collaboration with Bell provided the most expeditious route to test our ideas

for the light trap. The experimenters were able to team up for only about a month,

however, before other factors interceded to force the author to return to M.I.T. and the

apparatus to depart with its owner S. Chu for Stanford University. Consequently, we

had to limit the time spent on any one measurement, and refrain altogether from

examining some potentially interesting phenomena. For example, it would have been

nice to do a more detailed study of the trap strength versus laser frequency to compare
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with the model's predictions. The velocity distribution of the trapped atoms should

have been accurately pinned down by devising a setup to quickly and simultaneously

shut off the laser beams and the magnet currents. A reliable way to positively chop

the lasers should have been implemented to remove the disagreement on the lifetime in

the magnetic trap alone. The effect of changing the separation between the laser

sidebands should have been tested, especially when the upper sideband was tuned to

the red of the F =2 -F'=2 transition. Et cetera.

The experiment conducted at Bell was only an appetizer, serving to whet our

appetite for the research we hope to perform in the new M.I.T. apparatus. Possible

entrees include:

o A detailed examination of loss rates under a number of laser and field

conditions at very high densities.

o Spectroscopy of the atoms undergoing non-linear decay to try to identify the

precise loss mechanism. We would be especially vigilant for detecting laser-induced

molecular formation (TWJ87), associative ionization (WEI80), and collisional heating

effects (GAP88). A grating monochromator could be supplemented by a channeltron to

detect any ions that are produced (GOU87).

o Resonant-collision spectroscopy. If two colliding atoms are in excited states

whose energies sum to that of a third excited state, the collision will be resonant. One

example of such a collision is Na(ns) + Na(ns) - Na(np) + Na((n-1)p), where an
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V. Conclusion

electric field is used to tune the levels so that the energy of the ns state is halfway

between the energies of the np and the (n-1)s states. A trap is a good environment to

study such collisions because the spectroscopic linewidths will not be broadened by the

atomic motion.

e Investigations of other types of spontaneous force traps and hybrid traps. Of

primary interest are light traps which spin-polarize the trapped atoms, simplifying the

collisional calculations and possibly reducing the recombination rate.

.7
* Slowing and trapping lithium. Lithium is available as either a Boson (Li ) or

as a Fermion (Li6 ); we could choose one or the other for our trap by a judicious

selection of the frequency for the laser sidebands. Lithium as a Boson is a better

candidate for Bose-Einstein condensation than sodium, since the critical temperature

T at a given density goes as the mass~ (BPK87); at densities which we realistically

hope to achieve, however, T, is still -2-3 orders of magnitude below the Doppler

cooling limit, so this difference is of marginal utility. Lithium as a Fermion, though,

can be interesting, because S-wave collisions are symmetry forbidden between two

atoms with parallel spin. Since the trapped atoms are cold enough to inhibit

collisional orders above S-wave (the maximum partial wave is given by

(lm + %)k= 21b, where X is the deBroglie wavelength and b the semi-classical

impact parameter (PR185, p.XI-B-4.1)), the total collision cross-section should vanish

at low temperatures (though above the Doppler limit). This might allow the trap

density to increase far beyond what we have thus far seen, perhaps to the point where
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the atoms form a degenerate Fermi sea.

The apparatus was intentionally designed to be versatile in order to

accommodate these and other experiments which we conceive. Anything unexpected

which we discover in the course of experimentation will simply be icing on the dessert

cake.
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