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Introduction.
Let $s$ denote the Schwartz space of rapidly decreasing $C^{\infty}$ functions on $\mathbb{R}$. Let $(U(t) f)(x)=f(x+t)$ and $(V(t) f)(x)=\exp (i t x) \cdot f(x)$ for $f \in L^{2}(\mathbb{R})$ and $t \in \mathbb{R}$. It is well known that the system $\{U(s), V(t) \mid s, t \in \mathbb{R}\}$ is irreducible in $L^{2}(\mathbb{R})$ and that the two unitary groups leave $\&$ invariant. Using some distribution theory one can prove the following result:

## If $\beta(\cdot, \cdot)$ is a continuous sesquilinear form on $\mathcal{E}$

 which is invariant under the groups:$$
\beta(\varphi, \psi)=\beta(U(t) \varphi, U(t) \psi)=\beta(V(t) \varphi, V(t) \psi)
$$

for all $\varphi, \psi \in \mathbb{S}, t \in \mathbb{R}$, then $\beta$ has to be a multiple of scalar product

$$
\beta(\varphi, \psi)=\text { const } \cdot \int \varphi(x) \overline{\psi(x)} d x \text { for } \varphi, \psi \in S .
$$

On the other hand, assuming that the scalar product is essentially the only continuous invariant sesquilinear form on $\mathbb{S}$, it is easy to show that the system $\{U(s), V(t) \mid s, t \in \mathbb{R}\}$ is irreducible in $L^{2}(\mathbb{R})$.

Now, the unitary groups $U(\cdot)$ and $V(\cdot)$ form restrictions of a certain continuous unitary representation
of the Heisenberg group [23, Ch. 2, §1] and $\mathbb{S}$ is exactly the space of $C^{\infty}$ vectors for this representation. The theorem then has an interpretation as a result about the irreducibility of the group representation.

In the following we shall adopt this viewpoint. It turns out that the corresponding result holds for any strongly continuous unitary representation of a Lie group (83, Theorem 3.1). In fact, we show that all the usual irreducibility criteria for the representation in the Hilbert space remain valid if the representation is restricted to the (Fréchet) space of $C^{\infty}$ vectors.

In $[29,83]$ Segal proved an analogous result for the action of a quantum process on the space of smooth vectors for the energy operator. The result of Theorem 3.1 was conjectured by Segal [29] on the basis of the many similarities between quantum field theory and the theory of group representations.

The result of Theorem 3.1 is derived from much more general results on sesquilinear forms established in $\S 2$. Here we study pairs ( $V, U$ ) of representations of a Lie group. $V$ is a representation in a Banach space and $U$ is a unitary representation in a Hilbert space. We give a complete characterization of continuous sesquilinear intertwining forms on the spaces of $C^{\infty}$-vectors in terms
of certain closed densely defined intertwining operators of the representations. (A more detailed description is given in the introduction of §2). This is done by means of a regularity method which is familiar from the Hilbert space theory of partial differential operators.

In $\S 4$ we study families of Banach space representations having a common space of $C^{\infty}$ vectors. In case the family contains an irreducible unitary representation we get some additional information about various types of irreducibility and equivalence of all representations in the family.
§5 contains some examples. First we consider various Banach space representations of the Heisenberg group to illustrate the theory developed in §4. We characterize the space of $C^{\infty}$-vectors for the regular representations of a Lie group $G$ in $I^{p}(G)$. In this connection we prove a "Sobolev inequality" (\$5, Lemma 5.1) which is of some independent interest.

Using elliptic operators Blattner [2] proved that a $C^{\infty}$-vector for an induced representation $U^{L}$ (of a Lie group) is a continuous function in case the representation L of the subgroup is finite dimensional.

In 85 we use our "Sobolev inequality" to give a complete characterization of the space of $C^{\infty}$-vectors of
an arbitrary induced representation. In particular we prove that a $C^{\infty}$-vector is actually an infinitely differentiable function, and an analytic vector is an analytic function. Also we establish the fact that point evaluation always defines a continuous linear mapping on the (Fréchet) space of $C^{\infty}$-vectors. As a consequence we get a general version of Blattner's intertwining number theorem - applicable to the case where $L$ is not necessarily finite dimensional.

In $\S 6$ we introduce $C^{\infty}$-systems of imprimitivity for a unitary representation $U$ of a Lie group. Roughly speaking, the conventional projection valued measure is replaced by a "measure" whose values are (possibly unbounded) positive operators. Using $C^{\infty}$-theory we show that such a system gives rise to an induced representation $U^{L}$. Moreover a $C^{\infty}$-system of imprimitivity $P$ for $U$ canonically determines a "renormalized" system $P_{o}$ such that the pair $\left(U, P_{0}\right)$ is equivalent to the restriction of the induced pair $\left(U^{L}, P^{L}\right)$ to a $U^{L}(G)$-invariant subspace. Our methods are inspired by but different from those of Bruhat [6].

A system of imprimitivity in the sense of Mackey [18] naturally gives rise to a $C^{\infty}$-system of imprimitivity, and as a special case of the main theorem we get a new proof of Mackey's imprimitivity theorem (for the case of Lie groups).

## §1. General results on $C^{\infty}$ vectors.

In order to establish the notation it is convenient to recall some results on representation theory [6], [13], [22], [26].

Let $G$ be a Lie group with Lie algebra of and let $g \rightarrow V(g)$ be a strongly continuous representation of $G$ in a Banach space B. A vector $x \in \underline{B}$ is called a $C^{\infty}$ vector for $V$ if the mapping $g \rightarrow V(g) x$ is $C^{\infty}$ from $G$ to $\underline{B}$ or equivalently if the function $g \rightarrow\langle V(\mathrm{~g}) \mathrm{x}, \mathrm{f}\rangle$ is $C^{\infty}$ on $G$ for each continuous linear functional $f \in \underline{B}^{*}$. The set of $C^{\infty}$ vectors is clearly a linear subspace of $\underline{B}$ which we will denote by $\underline{D}_{\infty}$ or $\underline{D}_{-\infty}(V)$. on $\underline{D}_{\infty}$ we have a representation $v$ of $g$ defined by

$$
v(X) x=\left.\frac{d}{d t} V(\exp (t X)) x\right|_{t=0} \text { for } x \in g, x \in D_{-\infty}
$$

The mapping $X \rightarrow v(X)$ is a representation of $g$ as a Lie algebra of operators having $\underline{-}_{\infty}$ as a common invariant dense domain, and $v$ has a unique extension to a representation, also denoted by $v$, of the universal enveloping algebra $U(g)$.

Let $\left\{\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{d}}\right\}$ be a basis for $g$, and let $v_{1}\left(X_{k}\right)$ denote the infinitesimal generator of the
 characterized in the following way [13, Th. I.I]

$$
D_{\infty}=\bigcap_{k=1}^{d} \bigcap_{n=1}^{\infty} \underline{D}_{v_{1}}\left(X_{k}\right)^{n},
$$

where $\underline{D}_{V_{1}}\left(X_{k}\right)^{n}$ denotes the domain of $V_{1}\left(X_{k}\right)^{n}$. In particular $\underline{D}_{\infty}$ coincides with "the maximal domain for V' employed by Segal [27], [28].

Following Goodman [13] we topologize $\underline{D}_{\infty}$ by the following family of semi-norms $\rho_{n}$ :

$$
\rho_{n}(x)=\sum_{1 \leq i_{k} \leq d}\left\|v\left(x_{i_{1}} \ldots x_{i_{n}}\right) x\right\|
$$

for $n=0,1,2, \ldots$ (with the interpretation $\rho_{0}(x)=\|x\|$ ). Then $D_{-\infty}$ is a Fréchet space [13], and for $g \in G$ the restriction $V_{\infty}(g)$ of $V(g)$ to $\underline{D}_{\infty}$ is a continuous linear operator on $\underline{D}_{\infty}$. Using the relation $g \cdot \exp (t X) \cdot g^{-1}=\exp (A d(g) \cdot t X)$ this can be seen directly, but it is also an immediate consequence of the closed graph theorem.

In $\S 2$ we shall find it convenient to use a different description of the topology on $\underline{D}_{-\infty}$. The following result is due to Goodman (unpublished).

Lemma 1.1: Let $L \in U(G)$ be an elliptic element and
let $A=\overline{V(L)}$ (cf. Corollary 1.1). Then

$$
D_{\infty}=\bigcap_{n=0}^{\infty} \underline{D}_{A} n
$$

Furthermore, the topology on $\underline{D}_{\infty}$ defined by the seminorms $x \rightarrow\left\|A^{n} x\right\| n=0,1,2, \ldots$ is identical with the topology defined by the family $\left\{p_{n} \mid n=0,1, \ldots\right\}$.

Proof: The nontrivial inclusion follows from the regularity theorem for elliptic differential operators on the group. The proof is similar to the proof of Theorem l.I in [13]. To prove the last part we note that each semi-norm $\|\cdot\|_{n}$ is continuous in the topology defined by the family $\left\{p_{n}\right\}$, and since $\underline{D}_{\infty}$ is a Fréchet space in both topologies they must coincide (the closed graph theorem).

Langland [17] proved that $A=\overline{v(L)}$ is the infinitesimal generator of a strongly continuous semi group in $B$ (if $L$ is suitably normalized). We shall need this result only for the elliptic element $\Delta=\sum_{k=1}^{d} X_{k}^{2}$, and we remark that for uniformly bounded representations there is a much simpler proof of this case [22].

Proposition 1.1: For each $x \in \underline{D}_{\infty}$, the mapping $g \rightarrow V_{\infty}(g) x$ is $C^{\infty}$ from $G$ to $D_{\infty}$.

Proof: Let $x \in D_{-\infty}$ and let $L=x_{1}^{\alpha} \ldots x_{d}^{\alpha}{ }^{\alpha} \in U(g)$ where $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d}\right)$ is a set of non-negative integers. It suffices to show that the mapping $g \rightarrow V(L) V(g) x$ from $G$ to $\underline{B}$ is $C^{\infty}$ in a neighborhood of the identity $e$ in $G$. Let $g(t)=\exp \left(t_{1} X_{1}\right) \ldots$ $\exp \left(t_{d} X_{d}\right)$ for $t=\left(t_{1}, t_{2}, \ldots, t_{d}\right) \in \mathbb{R}^{d}$. Then the mapping $g(t) \rightarrow t$ is an analytic coordinate system in a neighborhood of $e$ in $G$ [14, Ch. II]. Therefore the mapping $(s, t) \rightarrow V(g(s) \cdot g(t)) x$ from $\mathbb{R}^{2 d}$ to $\underline{B}$ is $C^{\infty}$ in a neighborhood of $(0,0)$, but since

$$
v(L) V(g(t)) x=\left.\left(\frac{\partial}{\partial S_{1}}\right)^{\alpha_{1}} \ldots\left(\frac{\partial}{\partial S_{d}}\right)^{\alpha} V(g(s) \cdot g(t)) x\right|_{S=0}
$$

this completes the proof.
The following result is a generalization of Lemma 2.5 in [29].

Proposition 1.2: Let $\underline{D}$ be any dense linear subspace of B which is contained in $\underline{D}_{\infty}$ and invariant under the $V(g), g \in G$. Then $\underline{D}$ is dense in $\underline{D}_{\infty}$ (i.e. in the $\mathrm{D}_{\infty}$-topology).

Proof: Since each $V_{\infty}(g)$ is continuous on $\underline{D}_{\infty}$ we can assume that $\underline{D}$ is a closed subspace of $\underline{D}_{\infty}$, and hence that $\underline{D}$ is complete in the $\underline{D}_{\infty}$-topology. Then for
$x \in \underline{D}$ and $\varphi \in C_{o}^{\infty}(G)$ we have $\int \varphi(g) V(g) x d g \in \underline{D}[5$, Ch. III, 83], and we want to show that each vector in $D_{\infty}$ is a limit of a sequence of vectors of this form. For $x \in \underline{B}$ and $\varphi \in C_{o}^{\infty}(G)$ we use the notation $V(\varphi) \mathrm{x}=\int \varphi(\mathrm{g}) \mathrm{V}(\mathrm{g}) \mathrm{x} \mathrm{dg} . \quad$ (dg denotes some left-invariant Haar measure on $G$, and $C_{o}^{\infty}(G)$ denotes the space of all infinitely differentiable functions of compact support on G).

If $x \in \underline{B}$ there exists a sequence $\left\{x_{n}\right\}$ in $\underline{D}$ such that $x_{n} \rightarrow x$ in B. Then for $L \in U(O)$ we have

$$
v(L) V(\varphi) x_{n}=V(L \varphi) x_{n} \rightarrow V(L \varphi) x=v(L) V(\varphi) x
$$

in B, but this means exactly that $V(\varphi) x_{n} \rightarrow V(\varphi) x$ in the $\underline{D}_{\infty}$-topology. Since $\underline{D}$ is closed we get $V(\varphi) x \in \underline{D}$ for all $x \in \underline{B}$ and $\varphi \in C_{o}^{\infty}(G)$.

Now let $x \in \underline{D}_{-\infty}$. Each $v(L)$ is a continuous linear operator, on $D_{-\infty}$, so

$$
v(L) V(\varphi) x=\int \varphi(g) v(L) V(g) x d g
$$

Therefore, if $\left\{\varphi_{n}\right\} \subseteq C_{o}^{\infty}(G)$ with $\varphi_{n} \geq 0, \int \varphi_{n}(g) d g=1$ and $\operatorname{supp} \varphi_{n} \downarrow\{e\}$ [26], we have

$$
v(L) V\left(\varphi_{n}\right) x=\int \varphi_{n}(g) v(L) V(g) x d g \rightarrow v(L) V(e) x
$$

in $\underline{B}$ for all $L \in U(O)$. Since we always assume $V(e)=1$ this shows that $V\left(\varphi_{n}\right) x \rightarrow x$ in $\underline{D}_{\infty}$.

Corollary 1.I: Let $\underline{D}$ be a dense subspace of $\underline{B}$ which
 $g \in G$. Then for each $L \in U(g), v(L)$ has a closure $\overline{v(L)}$ in $\underline{B}$ and $\overline{v(L)}=\overline{\left.v(L)\right|_{\underline{D}}}$.

Proof: Let $\hat{V}$ denote the contragredient representation of $V$ is the sense of Bruhat [6, p. 113], the corresponding infinitisimal representation is denoted by $\hat{v}$. For $x \in \underline{D}_{-\infty}(V)$ and $f \in \underline{D}_{-\infty}(\hat{V})$ we have

$$
\langle v(L) x, f\rangle=\left\langle x, \hat{v}\left(L^{*}\right) f\right\rangle \text { for all } L \in U(O),
$$

where $L \rightarrow L^{*}$ is the usual *-operation in $U(g)$. Hence $v(L) * \supseteq \hat{v}\left(L^{*}\right)$, and since $D_{-\infty}(\hat{v})$ is $w^{*}$-dense in $\underline{B}^{*}$ [6] it follows that $v(L)$ has a closure. The last part of the statement is immediate from Proposition 1.2 since $v(L)$ is continuous on $\underline{D}_{\infty}$. Q.E.D. This result is a generalization of Theorem 1 in [28].

Remark: Proposition 1.2 has a natural analogue in case
$t \rightarrow V(t)$ is a strongly continuous semi group in a Banach space. A simple modification of the proof gives the following useful result (which is well known in the case of a one-parameter unitary group in a Hilbert space.)

Corollary 1.2: Let $t \rightarrow V(t)$ be a strongly continuous semi group in a Banach space $\underline{B}$ and let $A$ be the infinitesimal generator. Let $\underline{D}$ be a dense subspace of B which is contained in $\underline{D}_{A} n$ (the domain of $A^{n}$ ) for some $n \in \mathbb{N}$ and such that $V(t) \underline{D} \subseteq \underline{D}$ for $t \in(0, \infty)$. Then $\underline{D}$ is a core for $A^{n}$, i.e.

$$
A^{n}=\overline{\left.A^{n}\right|_{\underline{D}}}
$$

Proof: $\underline{D}_{A} n$ is a Banach space in the graph norm and $\underline{D}$ is dense in this space. Q.E.D.

Remark: Here (and several times in the following) we implicitely made use of the fact that $A^{n}$ is again a closed densely defined operator. This is known to be true for every closed densely defined linear operator (in a Banach space) with a non-void resolvent set. (See e.g. p. 602 and $p .648$ of [11]).
$G$ in a Banach space B.
$A$ vector $x \in \underline{B}$ is called an analytic vector for $V$ if the mapping $g \rightarrow V(g) x$ is analytic on $G$ or equivalently if the function $g \rightarrow\langle V(g) x, f\rangle$ is analytic on $G$ for each $f \in \underline{B}^{*}$. The subspace of analytic vectors is clearly contained in ${\underset{-\infty}{-\infty}}^{\text {, and Nelson [21, Lemma 7.1] }}$ showed that a $C^{\infty}$ vector $x$ is analytic for $V$ iff

$$
\sum_{n=0}^{\infty} \frac{s^{n}}{n!} \rho_{n}(x)<+\infty \text { for some } s>0
$$

In §3 we shall need the following result [13, Prop. 2.2].
Lemma 1.2: Let $x$ be an analytic vector for $V$. Then for some s > 0

$$
V\left(\exp \left(t X_{k}\right)\right) x=\sum_{n=0}^{\infty} \frac{t^{n}}{n T} v\left(X_{k}\right) x \text { for }|t|<s, k=1,2, \ldots, d,
$$

and the series converges absolutely in $D_{-\infty}$.
Finally we shall need the fact that the set of analytic vectors for $V$ is dense in $\underline{B}$ [21].
§2. Sesquilinear Forms.
In this section we consider a continuous unitary representation $U$ of a Lie group $G$ in a Hilbert space H. The corresponding infinitesimal representation of $u(g)$ on $D_{-\infty}(U)$ is denoted by $u(\cdot)$. Now let $V$ be a continuous representation of $G$ in a Banach space $B$ and let $\beta(\cdot, \cdot)$ be a (separately) continuous sesquilinear form on $\underline{D}_{-\infty}(V) \times \underline{D}_{-\infty}(U)$, which is group invariant:

$$
\begin{aligned}
& \beta(V(g) x, U(g) y)=\beta(x, y) \text { for all } \\
& \qquad(x, y) \in \underline{D}_{-\infty}(V) x \underline{-}_{-\infty}(U), g \in G
\end{aligned}
$$

The importance of the study of such intertwining forms was established by Bruhat [6], and in the present section we shall study the structure of $\beta$ from a different point of view. As observed by Bruhat there exists a unique continuous linear mapping $T: \underline{D}_{\infty}(V) \rightarrow \underline{D}_{\infty}(U) *$ (the antidual) such that $\beta(x, y)=\langle T x, y\rangle$, and we have $T V_{\infty}(g)=U_{\infty}(-g) * T$ for all $g \in G$. (This is true for any pair of representations in much more general spaces).

Now, because $\underline{H}$ is a Hilbert space we have natural injections

$$
\underline{D}_{-\infty}(U) \subseteq \underline{H} \subseteq \underline{D}_{-\infty}(U) *,
$$

and it is of interest to know when $T$ actually maps $\underline{D}_{\infty}(\mathrm{V})$ into $\underline{H}$.

We prove that this is always the case and in fact $T$ maps $\underline{D}_{\infty}(V)$ into $\underline{D}_{\infty}(U)$ continuously. As the main result we establish a l-l correspondance between group invariant sesquilinear forms $\beta$ and certain closed densely defined intertwining operators from $\underline{B}$ to $\underline{H}$. The method is based on regularity properties of the resolvent of the "elliptic" operator $u(\Delta)$ - a technique which is well known in the theory of partial differential operators.

First we give a method of producing sesquilinear forms of this type.

Proposition 2.1: Let $V$ and $V^{\prime}$ be continuous representations of a Lie group $G$ in Banach spaces $\underline{B}$ and $B^{\prime}$ respectively. Let $T$ be a closable linear operator from B to $\underline{B}^{\prime}$ such that

1) $\underline{D}_{T} \geq \underline{D}_{\infty}(V)$
2) $T V(g) \supseteq V^{\prime}(g) T$ for all $g \in G$.

Then $T$ maps $\underline{D}_{\infty}(V)$ into $\underline{D}_{\infty}\left(V^{\prime}\right)$ continuously.
Proof: Since the closure of $T$ also satisfies 1) and 2)
we may assume $T$ is closed. If we know $T$ maps $\underline{D}_{\infty}(V)$ into $\underline{D}_{-\infty}\left(V^{\prime}\right)$ the closed graph theorem shows that $T$ is automatically continuous in the Fréchet topologies of these spaces. In any event we can consider the restriction $T_{\infty}: \underline{D}_{\infty}(V) \rightarrow \underline{B}^{\prime}$ which by the same argument is a continuous operator from the Fréchet space $D_{-\infty}(V)$ to the Banach space $\underline{B}^{\prime}$. Then for $x \in \underline{D}_{\infty}(V)$ the mapping $g \rightarrow T_{\infty} V_{\infty}(g) x$ is $C^{\infty}$ from $G$ to $\underline{B}^{\prime}$ by Proposition l.l. On the other hand $V^{\prime}(g) T_{\infty} x=T_{\infty} V_{\infty}(g) x$, so $T_{\infty} x$ is a $C^{\infty}$-vector for $V^{\prime}$. Q.E.D.

In case $V^{\prime}$ is a unitary representation in a Hilbert space $B^{\prime}$ we see that

$$
\beta(x, y)=\langle T x, y\rangle
$$

defines a continuous sesquilinear intertwining form on $\underline{D}_{\infty}(V) \times \underline{D}_{\infty}\left(V^{\prime}\right)$.

Proposition 2.2: Let $V$ and $V^{\prime}$ be as in Proposition 2.I, and suppose $S$ is a continuous linear mapping of $D_{\infty}(V)$ into $D_{\infty}\left(V^{\prime}\right)$ such that $S V_{\infty}(g)=V_{\infty}^{\prime}(g) S$ for all $g \in G$. Then $S$ is closable.

Proof: In order to see that the closure of the graph of $S$ in $\underline{B} \times \underline{B}^{\prime}$ is the graph of a linear operator we
assume $\left\{x_{n}\right\} \subseteq D_{-\infty}(V), \quad x_{n} \rightarrow 0$ in $\underline{B}$ and $S x_{n} \rightarrow y$ in B'. Then we have to show $y=0$. For each $\varphi \in C_{o}^{\infty}(G)$ we have (cf. proof of Prop. 1.2) $V(\varphi) x_{n} \rightarrow 0$ in $D_{-\infty}(V)$, so $S V(\varphi) x_{n}=V^{\prime}(\varphi) S x_{n} \rightarrow 0$ in $D_{-\infty}\left(V^{\prime}\right)$. Hence $V^{\prime}(\varphi) y=0$ for all $\varphi \in C_{o}^{\infty}(G)$, so $y=0$. Q.E.D.

This observation could be used to give a more selfcontained proof of the following theorem. On the other hand, the proof presented seems to give more detailed information about the structure of $T$.

Now let $U$ be a continuous unitary representation of $G$ in a Hilbert space $\underline{H}$ and $V$ a continuous representation of $G$ in a Banach space $B$.

Theorem 2.1: Let $\beta(\cdot, \cdot)$ be a continuous sesquilinear form on $\underline{-}_{-\infty}(V) \times \underline{D}_{\infty}(U)$ which is $G$-invariant:

$$
\begin{aligned}
& \beta(V(g) x, U(g) y)=\beta(x, y) \text { for all } \\
& \qquad(x, y) \in \underline{D}_{-\infty}(V) \times \underline{D}_{-\infty}(U), g \in G .
\end{aligned}
$$

Then there exists a closed linear operator $T$ from $\underline{B}$ to $\underline{H}$ with $\underline{D}_{T} \geq \underline{D}_{\infty}(V)$ and such that

1) $T$ maps $\underline{D}_{\infty}(V)$ into $\underline{D}_{\infty}(U)$ continuously
2) $\beta(x, y)=\langle T x, y\rangle$ for all $(x, y) \in \underline{D}_{\infty}(V) \times \underline{D}_{\infty}(U)$
3) $\operatorname{TV}(g)=U(g) T$ for all $g \in G$.

If $T$ is required to be the closure of its restriction to $\underline{D}_{\infty}(V), T$ is unique.

Proof: Let $\left\{X_{1}, \ldots, X_{d}\right\}$ be a basis for the Lie algebra of and let $\Delta=\sum_{k=1} x_{k}^{2}$. Then the operators $\overline{u(\Delta)}$ and $\overline{v(\Delta)}$ are infinitesimal generators of strongly continuous semigroups in $\underline{H}$ and $\underline{B}$ respectively. Actually we know that $\overline{u(\Delta)}$ is a self adjoint operator in $\underline{H}$ [22], and $\overline{u(\Delta)} \leq 0$. Since the spectrum of an infinitesimal generator is contained in a left half-plane we can choose a real number $\lambda>0$ such that the operator

$$
C=\overline{v(\lambda I-\Delta)}=\lambda I-\overline{v(\Delta)}
$$

has a bounded inverse in $\underline{B}$.
This has the advantage that $x \rightarrow\left\|C^{n} x\right\|$ is a norm on $D_{-\infty}(V)$ for $n=0,1,2, \ldots$, and we have $\|x\| \leq\left\|c^{-1}\right\| \cdot\|c x\| \leq\left\|c^{-1}\right\|^{2}\left\|c^{2} x\right\| \leq \cdots$ for all $x \in \underline{D}_{\infty}(V)$. By Lemma leI this family defines the topology on $\underline{D}_{\infty}(V)$. We note that $\underline{D}_{C}$ is a Banach space in the norm $\|x\|_{n}=\left\|C^{n} x\right\|$ and by Corollary 1.2. $D_{\infty}(V)$ is dense in this space. The operator

$$
A=\overline{u(\lambda I-\Delta)}=\lambda I-\overline{u(\Delta)}
$$

is self adjoint and $A \geq \lambda I$. We note that $\underline{D}_{A} n$ is a

Hilbert space in the scalar product

$$
\langle x, y\rangle_{n}=\left\langle A^{n} x, A^{n} y\right\rangle, \quad x, y \in \underline{D}_{A} n
$$

and

$$
\underline{D}_{\infty}(U) \text { is dense in this space. (This is also clear }
$$ from spectral theory).

A has a bounded inverse (since $\lambda>0$ ) and the norms $y \rightarrow\left\|A^{n} y\right\| n=0,1,2, \ldots$ define the topology on $\underline{D}_{\infty}(U)$.

Since $\beta(\cdot, \cdot)$ is separately continuous it is
automatically continuous because we work with Fréchet spaces (see e.g. [12, p. 17] or [25, p. 88]). Hence for some integers $m$ and $n$

$$
|\beta(x, y)| \leq \text { const. }\left\|C^{m} x\right\| \cdot\left\|A^{n} y\right\|
$$

for all $(x, y) \in \underline{D}_{\infty}(V) \times \underline{D}_{\infty}(U)$. By the properties of the norms we can take $m=n$.

It follows that there exists a uniaue continuous linear operator $S$ from the Banach space $\left(\underline{D}_{C},\|\cdot\|_{n}\right)$ into the Hilbert space $\left(\underline{D}_{A} n,\|\cdot\|_{n}\right)$ such that

$$
\beta(x, y)=\langle S x, y\rangle_{n}
$$

for all $(x, y) \in \underline{D}_{\infty}(V) \times \underline{D}_{\infty}(U)$. This means

$$
\beta(x, y)=\left\langle A^{n} S x, A^{n} y\right\rangle,
$$

and we use the same notation for $S$ as an operator from $\underline{B}$ to $\underline{H}$ (S is then a possibly unbounded operator with $\underline{D}_{S}=\underline{D}_{A} n$ )

Now we show that $S$ has a "nice" restriction to
$\underline{D}_{\infty}(V)$. For $(x, y) \in \underline{D}_{\infty}(V) \times \underline{D}_{\infty}(U)$ and $X \in O$ the mapping $t \rightarrow \beta(V(\exp (t X)) x, y)=\beta(x, U(\exp (-t X)) y)$
is a $C^{\infty}$ function on $\mathbb{R}$ (by Proposition 1.l). By differentiation and use of the invariance of $\beta(\cdot, \cdot)$ we get $\beta\left(C^{m} x, y\right)=\beta\left(x, A^{m} y\right)$ for $m=1,2,3, \ldots$

For $m=n$ this gives

$$
\left\langle S^{n} x, A^{2 n} y\right\rangle=\left\langle A^{n} S x, A^{2 n} y\right\rangle
$$

where we have used the fact that $A$ is symmetric. (This is precisely the step where the unitarity of $U$ comes in). Since A has a bounded inverse it is obvious that A maps $\underline{D}_{-\infty}(U)$ onto itself, and because this space is dense in $\underline{H}$ we get

$$
S C^{n} x=A^{n} S x \text { for } x \in \underline{D}_{-\infty}(V)
$$

Since $C^{n} x \in D_{\infty}(V)$ the left hand side of this equation is an element in ${\underset{D}{A}}^{n}$, hence $S x \in \underline{D}_{A} 2 n$ whenever $x \in \underline{D}_{-\infty}(V)$.

Repeating the argument we find that $S$ maps $\underline{D}_{-\infty}(V)$ into $\underline{D}_{\infty}(U)=\bigcap_{n=1}^{\infty} \underline{D}_{A} n$.

By the continuity of $S$ in the $\|\cdot\|_{n}$-norms we have

$$
\left\|S C^{n} x\right\|=\left\|A^{n} S x\right\| \leq \text { const. }\left\|C^{n} x\right\| \text { for } x \in \underline{D}_{\infty}(V)
$$

Because $C$ has a bounded inverse, $C$ maps $\underline{D}_{\infty}(V)$ onto itself, hence it follows that $S$ has a unique extension to a continuous linear operator, also denoted by $S$, of B into $\underline{H}$.

Let $T_{0}=\left.A^{2 n} S\right|_{D_{\infty}(V)}$. Since $S$ is continuous the operator $A^{2 n} S$ is closed, so $T_{o}$ has a closure $T$. It is easily checked that $T$ has the desired properties. Q.E.D.

Corollary 2.1: The operator $T$ of Theorem 2.1 can be chosen to have the form $T=A^{2 n} S$, where $S$ is a bounded linear mapping of $\underline{B}$ into $\underline{H}$ which maps $\underline{D}_{\infty}(V)$ into $D_{-\infty}(U)$ continuously.

If $U=V$ we can get more information about $T$. We state the result for the case $\beta$ is Hermitian.

Corollary 2.2: Let $U$ be a continuous unitary representation of $G$ in a Hilbert space $H$ and let $\beta$ be a continuous Hermitian sesquilinear form on $D_{-\infty}$ which is invariant under the $U(g), g \in G$. Then there exists a unique self adjoint operator $T$ in $\underline{H}$ such that

$$
\beta(x, y)=\langle T x, y\rangle \text { for all } x, y \in \underline{D}_{\infty} .
$$

This operator has the following properties:
i) $T$ leaves $D_{\infty}$ invariant, and the restriction $\left.T\right|_{D_{\infty}}$ is a continuous linear operator on $\underline{D}_{\infty}$
ii) $T$ is essentially self adjoint on $D_{-\infty}$
iii) $T U(g)=U(g) T$ for all $g \in G$.

Proof: Even if $\beta$ is not Hermitian we can get a limit
on the possibilities of $T$. Since $S$ is bounded (cf. proof of theorem 2.1 ) and $S A^{2 n} \subseteq A^{2 n} S$ we get $S A \subseteq A S$ (because $A$ is a function of $A^{2 n}$ ). Using the fact that $A^{2 n}$ is essentially self adjoint on $\underline{D}_{\infty}$ (clear from spectral theory) a standard calculation shows

$$
\overline{\left(S A^{2 n}\right)}=T \subseteq A^{2 n} S
$$

In case $\beta$ is Hermitian it follows from the construction of $S$ that $S$ is self adjoint, and because $S$ commutes with $A$ we get that $S A^{2 n}$ is essentially self adjoint. Therefore we must have

$$
\overline{\left(S A^{2 n}\right)}=T=A^{2 n} S
$$

so $T$ is essentially self adjoint on $\underline{D}_{\infty}$.
If $\mathrm{T}_{1}$ is any self adjoint operator in $\underline{H}$ such that $\beta(x, y)=\left\langle T_{1} x, y\right\rangle$ for all $x, y \in \underline{D}_{\infty}$ we have $T_{\infty} \subseteq T_{1}$. It follows that $T \subseteq T_{1}$ and hence that $T=T_{1}$. Q.E.D.
§3. Irreducibility and equivalence.
Recall that two representations $V$ and $U$ are called weakly equivalent (in the sense of Naimark) [20] in case they have a closed densely defined injective "intertwining operator" $T$ with a dense range. This notion is unsatisfactory in general, and one could try to restrict it by requiring $T$ to have $\underline{D}_{-\infty}(V)$ in its domain. By the results of §2 (Prop. 2.1, 2.2) this makes the relation transitive, but apparently it loses symmetry. (Of course we could furthermore require $T$ to have $D_{-\infty}(U)$ in its range. Then $V$ and $U$ would be equivalent if and only if $V_{\infty}$ and $U_{\infty}$ are equivalent).

As we have seen in $\delta 2$, a representation $V$ in a Banach space is "equivalent to" a unitary representation $U$ in a Hilbert space if and only if there exists a nondegenerate continuous sesquilinear intertwining form on $\underline{D}_{\infty}(V) \times \underline{D}_{\infty}(U)$. This notion seems very reasonable for certain types of representations. On the other hand it is not strong enough to identify certain representations of the Heisenberg group which ought to be identified. Therefore we shall not discuss the problem any further.

Now we apply Theorem 2.1 to prove some results on irreducibility of a unitary representation.

Let $\mathrm{g} \rightarrow \mathrm{U}(\mathrm{g})$ be a strongly continuous unitary
representation of a Lie group $G$ in a Hilbert space $\underline{H}$. We recall that $U$ is called irreducible if it satisfies any one of the following equivalent conditions (suppose $\underline{H} \neq\{0\})$
i) There is no closed subspace of $\underline{H}$ which is invariant under the $U(g), g \in G$, other than $\{0\}$ and $\underline{H}$.
ii) If $T$ is a continuous linear operator on $\underline{H}$ such that $\operatorname{TU}(g)=U(g) T$ for $g \in G$, then $T=\lambda \cdot 1$ for some $\quad \lambda \in C$.
iii) Each non-zero vector $x$ in $\underline{H}$ is cyclic for $U$ i.e. $\operatorname{span}\{U(g) x \mid g \in G\}$ is dense in $\underline{H}$.

We will not be concerned with the notion of algebraic irreducibility (there is no invariant subspace of $\underline{H}$ other than $\{0\}$ and $\underline{H}$ ) for the following reason. If $U$ is algebraically irreducible we have $\underline{D}_{-\infty}(U)=\underline{H}$ and in particular, the one-parameter groups $t \rightarrow U\left(\exp \left(t X_{k}\right)\right)$ are uniformly continuous. Then it follows that $g \rightarrow U(g)$ is uniformly continuous, and if $G$ is a connected Lie group this implies, that $\underline{H}$ is finite-dimensional [30]. The following results show that all the criteria for irreducibility of $U$ remain valid for the restriction $U_{\infty}$ of $U$ to $\underline{D}_{\infty}$.

Theorem 3.1: Let $G$ be a Lie group and let $g \rightarrow U(g)$ be
a continuous unitary representation of $G$ in a Hilbert space $\underline{H}$. Then the following statements are equivalent.

1) $U$ is irreducible in $\underline{H}$
2) There is no closed invariant subspace of $\underline{D}_{\infty}$ other than $\{0\}$ and $D_{-\infty}$.
3) Each non-zero vector $x$ in $\underline{D}_{\infty}$ is cyclic for $U_{\infty}$.
4) If $T$ is a continuous linear operator on $\underline{D}_{\infty}$ such that $\mathrm{TU}_{\infty}(\mathrm{g})=\mathrm{U}_{\infty}(\mathrm{g}) \mathrm{T}$ for all $\mathrm{g} \in \mathrm{G}$, then $T=\lambda I$ for some $\lambda \in C$.
5) If $\beta(\cdot, \cdot)$ is a continuous invariant sesquilinear form on $\underline{D}_{-\infty}$, then $\beta(x, y)=\lambda \cdot\langle x, y\rangle$ for all $x, y \in \underline{D}_{-\infty}$, and some $\lambda \in C$.

Remark: It follows from the proof that conditions 1), 2), and 3) are equivalent if $U$ is any strongly continuous representation in a Banach space. This fact has been proved earlier by Bruhat [6, Proposition 2.6] in the case where $G$ is generated by a compact neighborhood of $e$ (and even for more general representations.) In this case our topology on $\underline{D}_{\infty}$ coincides with the topology used by Bruhat.

Proof: 1) $\Rightarrow$ 2): Let $\underline{D}$ be a closed invariant subspace of $D_{\infty}$ and suppose $\underline{D}$ contains a non-zero vector $x$. Since $x$ is cyclic for $U, \underline{D}$ is dense in $\underline{H}$, and by

Proposition 1.2 $\quad \underline{D}=\underline{D}_{\infty}$.
2) $\Rightarrow$ 3): If $x \in D_{\infty}$ is any non-zero vector,
$\underline{D}=\overline{\operatorname{span}}\left\{U_{\infty}(g) x \mid g \in G\right\}$ is a closed non-zero invariant subspace of $\underline{D}_{-\infty}$. Hence $\quad \underline{D}=\underline{D}_{-\infty}$.
3) $\Rightarrow$ 1): Let $\underline{K} \subseteq \underline{H}$ be a closed invariant subspace containing a non-zero vector $x$. Choose $\varphi \in C_{o}^{\infty}(G)$ such that $y=U(\varphi) x \neq 0$. Then the subspace $\operatorname{span}\{U(g) y \mid g \in G\}$ is contained in $K$ and dense in $\underline{D}_{-\infty}$. Since $\underline{-}_{\infty}$ is dense in $\underline{H}$ we get $\underline{K}=\underline{H}$.

1) $\Rightarrow$ 5): Let $\beta(\cdot, \cdot)$ be a continuous invariant sesquilinear form on $\underline{D}_{-\infty}$. By Theorem 2.1 there exists a closed linear operator $T$ in $\underline{H}$ such that $B(x, y)=\langle T x, y\rangle$ and $U(g) T=T U(g)$ for $g \in G$. Let $T=V|T|$ be the polar decomposition of $T$. By uniqueness of this decomposition $V$ and the spectral projections of $|T|$ likewise commute with all the $U(g), g \in G$. Hence $T=\lambda I$ for some $\lambda \in C$, and $\beta(x, y)=\lambda\langle x, y\rangle$ for all $x, y \in D_{-\infty}$.
2) $\Rightarrow$ 1): Let $T$ be a continuous linear operator in $\underline{H}$ and suppose $T U(g)=U(g) T$ for $g \in G$. Then $\beta(x, y)=\langle T x, y\rangle$ is an invariant continuous sesquilinear form on $\underline{D}_{-\infty}$. It follows that $T=\lambda I$ for some $\lambda \in C$. The same argument shows the implication: 5) => 4).
3) $\Rightarrow$ 5): Let $\beta(\cdot, \cdot)$ be a continuous invariant
sesquilinear form on $\underline{D}_{\infty}$. By Theorem 2.1 $\beta(x, y)=\langle T x, y\rangle$ for some continuous linear operator $T$ on $D_{-\infty}$, and $T$ commutes with the $U_{\infty}(g), g \in G$. Therefore $\beta(x, y)=\lambda\langle x, y\rangle$ for some $\lambda \in C$.

Corollary 3.1: If $G$ is a connected Lie group the following statements are equivalent:
a) $U$ is irreducible
b) If $T$ is a continuous linear operator on $\underline{D}_{\infty}$ such that $T u\left(X_{k}\right)=u\left(X_{k}\right) T$ for $k=1,2, \ldots, d$, then $T=\lambda I$ for some $\lambda \in C$.

Proof: This follows from Theorem 3.1 and the following result

Proposition 3.1: Let $G$ be a connected Lie group and let $V$ be a continuous representation of $G$ in a Banach space B. Let $T$ be a continuous linear operator on $\underline{D}_{-\infty}(V)$ such that $T v\left(X_{k}\right)=v\left(X_{k}\right) T$ for $k=1,2, \ldots, d$. Then $V(g) T=T V(g)$ for a.ll $g \in G$.

Proof: Let $x$ be an analytic vector for $V$ and let $V(t)=V\left(\exp \left(t X_{k}\right)\right)$ for $t \in \mathbb{R}$. By Lemma 1.2 $V(t) x=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} v\left(X_{k}\right)^{n} x$ for $|t|<t_{o}$ (for some $t_{o}>0$ ) and the series converges in $D_{\infty}$. Since $T$ is continuous we have

$$
T V(t) x=\lim _{\mathbb{N} \rightarrow \infty} \sum_{0}^{N} \frac{t^{n}}{n!} v\left(x_{k}\right)^{n_{T X}} \text { for }|t|<t_{0}
$$

In particular the series $\sum_{n} \frac{t^{n}}{n!} v\left(X_{k}\right)^{n} T x$ converges in $\underline{B}$ and from the Taylor expansion of $V(t)$ it is clear that the limit must be $V(t) T x$. Hence $V(t) T x=T V(t) x$ for $|t|<t_{0}$.

Let $I=\{t \in \mathbb{R} \mid V(t) T x=T V(t) x\}$ and let $\rho_{0} \in I$. Then $V\left(p_{o}\right) x$ is again an analytic vector, so (for some $\varepsilon>0) V(t) T V\left(\rho_{0}\right) x=\operatorname{TV}(t) V\left(\rho_{0}\right) x$ for $|t|<\varepsilon$. This shows that $I$ is open and since $I$ is also closed we have $I=\mathbb{R}$.

By Proposition 1.2 the set of analytic vectors is dense in $D_{-\infty}$, so $T V(t) x=V(t) T x$ for all $t \in \mathbb{R}$ and $x \in \underline{D}_{-\infty}$. Using the coordinate system $g(t) \rightarrow t$ for the proof of Proposition 1.I we get $\operatorname{TV}(\mathrm{g}) \mathrm{x}=\mathrm{V}(\mathrm{g}) \mathrm{Tx}$ for all $x \in D_{\infty}$ and all $g$ in a neighborhood of $e$ in $G$. Since $G$ is generated by any such neighborhood this relation holds for all $g$ in G. Q.E.D. In particular we get the following (well known) result

Corollary 3.2: Let $G$ be a connected Lie group and let $\mathrm{g} \rightarrow \mathrm{V}(\mathrm{g})$ be a continuous representation in a Banach space B. For each element $Z$ in the center of $U(O)$ we have

$$
v(Z) V(g)=V(g) v(Z) \text { for all } g \in G \text {. }
$$

84. Some special Banach space representations.

In this section we study families of Banach space representations having a common space of $C^{\infty}$ vectors. If the family contains an irreducible unitary representation, the results in $\S 2$ give some additional information about irreducibility of all representations in the family.

Theorem 4.1: Let $g \rightarrow V(g)$ be a continuous representation of a Lie group $G$ in a Banach space $B$. Let $\|\cdot\|$ be a continuous norm on $\underline{D}_{\infty}(V)$ (i.e. in the $\underline{D}_{-\infty}-$ topology) and suppose there exists a non-negative real valued function $c(\cdot)$ on $G$ which is bounded on some neighborhood of $e \in G$ and such that

$$
\left\|V_{\infty}(g) x\right\| ' \leq c(g)\|x\|^{\prime} \text { for all } g \in G, x \in \underline{D}_{\infty} .
$$

Let $\underline{B}^{\prime}$ denote the completion of $\underline{D}_{\infty}$ in the norm $\|\cdot\|^{\prime}$, and let $V^{\prime}(g)$ be the extension to $\underline{B}^{\prime}$ of $V_{\infty}(g)$ for $g \in G$. Then $g \rightarrow V^{\prime}(g)$ is a continuous representation of $G$ in $\underline{B}^{\prime}$, and $D_{-\infty}\left(V^{\prime}\right) \supseteq \underline{D}_{\infty}(V)$.

Proof: For each $g \in G, V_{\infty}(g)$ has a unique extension to a continuous linear operator $V^{\prime}(g)$ on the Banach space $\underline{B}^{\prime}$, and $\left\|V^{\prime}(\mathrm{g})\right\|^{\prime} \leq \mathrm{c}(\mathrm{g})$ for $\mathrm{g} \in \mathrm{G}$. In particular, $\left\|\mathrm{V}^{\prime}(\mathrm{g})\right\|^{\prime} \leq$ const. for all g in a neighborhood of $e$ in G. It is easily seen that $V^{\prime}$ has the group property $V^{\prime}\left(g_{1} g_{2}\right)=V^{\prime}\left(g_{1}\right) V^{\prime}\left(g_{2}\right)$, so in order to prove the
continuity it suffices to show that the mapping $g \rightarrow V^{\prime}(g) x$ is continuous at $e \in G$ for each $x \in \underline{D}_{\infty}$. By the continuity of $\|\cdot\|^{\prime}$ there exists a $k>0$ such that (for some $n>0$ )

$$
\|x\|^{\prime} \leq k \sum_{m=0}^{n} \rho_{m}(x) \text { for all } x \in \underline{D}_{-\infty} .
$$

Here $P_{m}$ denotes the semi-norm determined by $V$ as defined in §l. For each $x \in D_{-\infty} V^{\prime}(g) x=V_{\infty}(g) x$, so the continuity is clear from Proposition l.l. In fact the mapping $g \rightarrow V^{\prime}(g) x$ is $C^{\infty}$ from $G$ to $\underline{B}^{\prime}$. Therefore $\underline{D}_{-\infty}\left(V^{\prime}\right) \geq \underline{D}_{\infty}$, and if $V^{\prime}$ denotes the infinitesimal representation on $\underline{D}_{-\infty}\left(V^{\prime}\right)$ it is easily seen that

$$
v^{\prime}(L) x=v(L) x \text { for } x \in D_{-\infty}(V) \text { and } L \in U(O) \text {. }
$$

Corollary 4.1: Let $V$ be an irreducible representation, and let $\|\cdot\|^{\prime}$ be a norm on $\underline{D}_{\infty}$ which satisfies the hypothesis of Theorem 4.1. Suppose that the topology on $D_{-\infty}$ defined by the semi-norms $x \rightarrow\|v(L) x\|^{\prime}, L \in U(O)$ is equivalent to the original one. Then $\mathrm{V}^{\prime}$ is an irreducible representation in $\underline{B}^{\prime}$ and $\underline{D}_{\infty}\left(V^{\prime}\right)=\underline{D}_{\infty}(V)$. Proof: The original topology on $\underline{D}_{\infty}$ is defined by the semi-norms $x \rightarrow\|v(L) x\|, L \in U(g)$. In the proof of Theorem 4.1 we noticed that $v(L) x=v^{\prime}(L) x$ for $x \in \underline{D}_{-\infty}$, hence it follows that $\underline{D}_{\infty}$ is a closed subspace of
$D_{\infty}\left(V^{\prime}\right)$. On the other hand Proposition 1.2 shows that $\underline{D}_{\infty}$ is dense in $\underline{D}_{\infty}\left(V^{\prime}\right)$, so they must coincide. Since $V$ is irreducible it follows from Theorem 3.1 (see the remark after the theorem) that $V^{\prime}$ is irreducible. Q.E.D. Now we recall some definitions. Let $V_{1}$ and $V_{2}$ be strongly continuous representations of $G$ in Banach spaces $\underline{B}_{1}$ and $\underline{B}_{2}$ respectively. A (separately) continuous sesquilinear form $\beta$ on $\underline{B}_{\infty} \times \underline{B}_{2}$ is called an intertwining form for $V_{1}$ and $V_{2}$ if

$$
\beta\left(V_{1}(g) x, V_{2}(g) y\right)=\beta(x, y) \text { for all }(x, y) \in \underline{B}_{1} \times \underline{B}_{2}, g \in G \text {. }
$$

A continuous linear mapping $T$ of $\underline{B}_{1}$ into $\underline{B}_{2}$ is called an intertwining operator for $V_{1}$ and $V_{2}$ if

$$
T V_{1}(g)=V_{2}(g) T \text { for all } g \in G
$$

Let $g \rightarrow U(g)$ be a continuous irreducible unitary representation of $G$ in a Hilbert space $\underline{H}$. Let $\|\cdot\|_{I}$ and $\|\cdot\|_{2}$ be two (not necessarily distinct) norms on $D_{\infty}(U)$ each of which satisfies the conditions in Corollary 4.1. Let $V_{1}$ and $V_{2}$ denote the corresponding irreducible representations in $\underline{B}_{1}$ and $\underline{B}_{2}$ respectively. With this notation we have the following result:

Corollary 4.2:
a) The vector space of intertwining sesquilinear forms for $V_{1}$ and $V_{2}$ is at most one dimensional.
b) If $V_{1}$ and $V_{2}$ has a non-zero intertwining operator

T, then $\underline{B}_{1} \subseteq \underline{B}_{2}$ and there exists a $\lambda \neq 0$ such that $T x=\lambda x$ for all $x \in \underline{B}_{1}$.

Proof: Let $\beta$ be an intertwining sesquilinear form for
 continuous and it is invariant under the $U_{\infty}(g), g \in G$. By Theorem 3.1

$$
\beta(x, y)=\lambda\langle x, y\rangle \text { for all } x, y \in \underline{D}_{-\infty} .
$$

Since $\beta$ is uniquely determined by its values on $\underline{D}_{\infty}$ this proves a).

Suppose $T: \underline{B}_{1} \rightarrow \underline{B}_{2}$ is an intertwining operator
for $V_{1}$ and $V_{2} \cdot\|T x\|_{2} \leq c\|x\|_{1}$ for all $x \in \underline{B}_{1}$. Then by Proposition 2.1 $T$ leaves $\underline{D}_{\infty}$ invariant, and the restriction of $T$ to ${\underset{D}{\infty}}^{\text {is a continuous linear operator }}$ on this space. By Theorem 3.1 there exists a $\lambda \in C$ such that $T x=\lambda x$ for $x \in \underline{D}_{\infty}$. Hence $|\lambda|\|x\|_{2} \leq c\|x\|_{I}$ on $D_{-\infty}$, and if $T \neq 0$ we have $\lambda \neq 0$.
Therefore $\underline{B}_{1} \subseteq \underline{B}_{2}$ and the inclusion map is continuous. Clearly $T x=\lambda x$ for $x \in \underline{B}_{1}$.

Note that if $T$ maps $\underline{B}_{1}$ onto $\underline{B}_{2}$ the spaces coincide and the two norms are equivalent.
85. Examples.

It is known that many of the spaces used in the theory of partial differential operators have a natural connection with group representations. As an illustration of the theory in $\delta 4$ we choose some of these spaces as examples.

Example 1: Let $G$ be the Heisenberg group, i.e. the group of all real $3 \times 3$-matrices of the form

$$
g=\left(\begin{array}{lll}
1 & a & c \\
0 & 1 & b \\
0 & 0 & 1
\end{array}\right)
$$

The Lie algebra is generated by elements $X, Y$ and $Z$ satisfying the commutation relations

$$
[\mathrm{X}, \mathrm{Y}]=\mathrm{Z}, \quad[\mathrm{X}, \mathrm{Z}]=[\mathrm{Y}, \mathrm{Z}]=0 .
$$

The standard representation (or Schrödinger representation) of $G$ is realized in $I^{2}(\mathbb{R})$ in the following way:

$$
(U(g) f)(x)=e^{i c} e^{i b x_{f}}(x+a), f \in L^{2}(\mathbb{R})
$$

Using Goodman's theorem (cf. §1) it is easily seen that the space of $C^{\infty}$ vectors for the representation $g \rightarrow U(g)$ is exactly the Schwartz space $\mathbb{S}$. On $\mathcal{S}$ the infinitesimal representation $u$ is given by

$$
u(X) \equiv i P=\frac{d}{d x}, u(Y) \equiv i Q=i x, u(Z)=i l
$$

where we have introduced the conventional operators $P$ and Q, and the topology on $s$ can be defined by the seminorms

$$
\varphi \rightarrow\left\|Q_{1}^{n_{p}^{m}} \varphi\right\|_{2}, \quad n, m=0,1,2, \ldots
$$

The following discussion is easily modified to include the case $p=+\infty$, but for simplicity we will assume $1 \leq p<\infty$.

It is well known that the $L^{p}$-norm $\|\cdot\|_{p}$ is continuous on $\mathbb{S}$, and using a Sobolev lemma it is easily seen that the topology on $\mathbb{\&}$ can be defined by the semi-norms

$$
\varphi \rightarrow\left\|Q^{n_{p}}{ }_{\varphi}^{m}\right\|_{p}, \quad n, m=0,1,2, \ldots
$$

By Theorem 4.1 and Corollary 4.1 the representation $U_{\infty}$ in $\mathcal{G}$ has an extension to a strongly continuous irreducible representation $V_{p}$ in $I^{p}(\mathbb{R})$ and $\mathrm{D}_{-\infty}\left(\mathrm{V}_{\mathrm{p}}\right)=\mathrm{g}$.

If $\beta$ is a non-zero intertwining sesquilinear form for $V_{p}$ and $V_{q}$ we get from Corollary 4.2 that $\beta(\varphi, \psi)=\lambda \cdot \int \varphi(x) \overline{\psi(x)} d x$ for all $\varphi, \psi \in \mathcal{S}$.
This is possible if and only if $\frac{l}{p}+\frac{l}{q}=l$.
If $T$ is an intertwining operator for $V_{p}$ and $V_{q}$ it follows from Corollary 4.2 that $T=0$ or $p=q$ in which case $T=\lambda l$ for some $\lambda \in C$.

So although the representations all have the same space of $C^{\infty}$ vectors they are far from being equivalent in the classical sense. The example could be generalized by introducing a tempered weight function in the definition
of the $L^{p}-n o r m$. Instead of doing this we consider a slightly different situation.

Let $k$ be a tempered weight function on $\mathbb{R}$ in the sense of Hörmander [15, pp. 34-37], i.e. $k$ is a positive real function and there exist constants $C$ and $N$ such that

$$
k(x+y) \leq(1+C|x|)^{N_{k}(y)} \text { for } x, y \in \mathbb{R}
$$

For $I \leq p<\infty$ we let $B_{p, k}$ denote the space of all tempered distributions $f$ such that the Fourier transformed $\hat{f}$ is a function and

$$
\|f\|_{p, k} \equiv\left\{\int|k(x) \hat{f}(x)|^{p} d x\right\}^{1 / p}<\infty
$$

Then $B_{p, k}$ is a Banach space with the norm $\|\cdot\|_{p, k}$, and $\mathfrak{s}$ is dense in this space. The norm $\|\cdot\|_{p, k}$ is continuous on $s$ and in fact the topology on \& can be defined by the semi-norms:

$$
\varphi \rightarrow\left\|Q^{n} P^{m} \varphi\right\|_{p, k}, \quad n, m=0,1,2, \ldots
$$

For $\varphi \in \mathcal{S}$ we have $\left\|U_{\infty}(g) \varphi\right\|_{p, k} \leq(1+C|b|)^{N}\|\varphi\|_{p, k}$
It follows from Theorem 4.1 and Corollary 4.1 that the representation in $\mathscr{S}$ has an extension to a strongly continuous irreducible representation $V$ in $B_{p, k}$ and $D_{-\infty}(V)=S$.

Again one can compare the different representations. Properties of the spaces $B_{p, k}$ can be found in [15].

The same results hold for all the different
irreducible representations of $G$ [23], and they remain valid for any (finite) number of degrees of freedom. For other examples of a similar nature see [10].

Example 2: Let $G=\mathbb{R}^{d}$ and let $V_{p}$ denote the regular representation of $G$ in $L^{p}\left(\mathbb{R}^{d}\right), \quad I \leq p<\infty$.

$$
\left(V_{p}(t) f\right)(x)=f(x+t), \quad f \in \mathbb{I}^{p} .
$$

Then it is easily seen that

$$
\underline{D}_{\infty}\left(V_{p}\right)=\left\{f \in C^{\infty}\left(\mathbb{R}^{\alpha}\right) \mid D^{\alpha} f \in I^{p} \text { for all } \alpha\right\} ;
$$

here $D^{\alpha}=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \ldots\left(\frac{\partial}{\partial x_{d}}\right)^{\alpha}$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ is any set of non-negative integers.

For $q \geq p\|\cdot\|_{q}$ is a continuous norm on $D_{-\infty}\left(V_{p}\right)$. The representation given in Theorem 4.I is just $V_{q}$, and we have $\underline{D}_{\infty}\left(V_{p}\right) \subseteq \underline{D}_{\infty}\left(V_{q}\right)$ and the inclusion map is continuous.
 details we refer to Schwartz [24, p. 199].

This example can be generalized to arbitrary Lie groups. The description of $\underline{D}_{\infty}$ remains valid but the analogy is complete only if $G$ is unimodular. (Proposition 5.1).

Let $G$ be a Lie group and let $1 \leq p<\infty$. We form $L^{p}(G)$ for some right invariant Haar measure on $G$. The (right-) regular representation $V_{p}$ in $L^{p}(G)$ is
defined by $\left(V_{p}(g) f\right)(x)=f(x \cdot g)$ for $g \in G, f \in I^{p}(G)$. Then $\left\|V_{p}(g) f\right\|_{p}=\|f\|_{p}$, and $g \rightarrow V_{p}(g)$ is a strongly continuous representation of $G$ in $I^{p}(G)$.

Each $X$ in $O$ defines a left invariant differential operator $\tilde{X}$ on $G$ in the usual way

$$
(\tilde{X} f)(x)=\left.\frac{d}{d t} f(x \cdot \exp (t X))\right|_{t=0}
$$

if $f$ is a differentiable function on $G$. Let $\left\{X_{1}, \ldots, X_{d}\right\}$ be a basis in of . We use the multi-index notation $\tilde{\mathrm{X}}^{\alpha}=\tilde{\mathrm{X}}_{1}^{\alpha} \ldots \tilde{\mathrm{X}}_{\mathrm{d}}^{\alpha}$ if $\alpha=\left(\alpha_{1}, \ldots, \alpha_{\alpha}\right)$ is a set of non negative integers. As usual
$|\alpha|=\alpha_{1}+\alpha_{2}+\ldots+\alpha_{d}$. We let $\Delta$ denote the modular function on G. Specifically, $\Delta$ is defined by the equation:

$$
\int_{G} \varphi(g \cdot x) d x=\Delta(g)^{-1} \int_{G} \varphi(x) d x
$$

for $g \in G$ and $\varphi \in C_{0}(G)$. (Here $C_{0}(G)$ denotes the space of continuous functions with compact support). Then we have the following Sobolev inequality.

Lemma 5.1: For $1 \leq \mathrm{p}<\infty$ there exists a constant $\mathrm{C}>0$ such that

$$
\left\|f \cdot \Delta^{\frac{1}{\mathrm{p}}}\right\|_{\infty} \leq c \cdot \sum_{|\alpha| \leq \mathrm{d}}^{\Sigma}\left\|\tilde{\mathrm{x}}^{\alpha_{f}}\right\|_{\mathrm{p}} .
$$

for all differentiable functions $f$ for which the right hand side is finite.

Proof: Suppose we had the following inequality:

$$
|f(e)| \leq c \cdot \quad \sum_{|\alpha| \leq d}\left\|\tilde{X}^{\alpha} f\right\|
$$

Then by left invariance of the operators $\tilde{\mathrm{x}}^{\alpha}$

$$
|f(g)| \leq c \sum_{|\alpha|^{\prime}}\left\{\int_{G}\left|\tilde{x}^{\alpha} f(g \cdot x)\right|^{p} d x\right\}^{1 / p}=\Delta(g)^{-\frac{1}{\bar{p}}} C \sum_{|\alpha| \leq d}^{\sum}\left\|\tilde{x}^{\alpha_{f}}\right\|_{p}
$$

for all $g \in G$.
Hence it suffices to study the situation in a neighborhood of $e$ in $G$.

Let $(U, \varphi)$ be a local coordinate system in a neighborhood of $e$ in $G$

$$
\varphi(g)=\left(x_{1}(g), \ldots, x_{d}(g)\right) \in \mathbb{R}^{d}
$$

Using the notation $f^{*}=f \circ \varphi^{-1}$ we have [14, p. 10]

$$
\left(\tilde{X}_{i} f\right)(g)=\sum_{j=1}^{d}\left(\tilde{X}_{i} x_{j}\right)(g)\left(\frac{\partial f^{*}}{\partial x_{j}}\right) \varphi(g)
$$

The vector fields $\left\{\tilde{X}_{1}, \ldots, \tilde{X}_{d}\right\}$ induce a basis in the tangent space att each point of $G$. In particular, the matrix $\left\{\left(\tilde{X}_{i} X_{j}\right)(g)\right\}$ is non-singular for each $g \in U$. Now, define

$$
Y_{i}=\sum_{j=1}^{d}\left(\tilde{X}_{i} x_{j}\right) *(x) \frac{\partial}{\partial x_{j}} \text { on } \varphi(U)
$$

Then $Y_{i}$ is an analytic vector field, and the set $\left\{Y_{1}, \ldots, Y_{d}\right\}$ is linearly independent at each point $x$ in $\varphi(U)$. We have $Y_{i} f^{*}=\left(\tilde{X}_{i} f^{*}\right)^{*}$, so $\left(\tilde{X}^{\alpha}{ }_{f}\right) *=Y_{1}^{\alpha} \ldots Y_{d}^{\alpha_{f}}{ }^{\alpha_{1}}$ for a.11 $\alpha$.

Let $x=\varphi(e)$ and let $K \subseteq U$ be a compact set such that $\varphi(K)=\left\{y \in \mathbb{R}^{d}| | x-y \mid \leq r\right\}$ for some $r>0$. Then

$$
\int_{K}\left|\tilde{X}^{\alpha} f(g)\right|^{p} d g=\int_{\varphi(K)} \mid Y_{1}^{\alpha} 1 . . Y_{d}^{\left.\alpha_{f} *(y)\right|^{p}}{ }^{d_{f}(y) d y}
$$

where the density $F$ is a positive non-vanishing $C^{\infty}$ function [ 14, Ch. X].

Therefore it suffices to prove the following inequality:

$$
\left|f^{*}(x)\right| \leq C \quad \sum_{|\alpha| \leq d}\left\{\int_{\varphi(K)}\left|Y_{1}^{\alpha} \ldots Y_{d}^{\alpha} d_{f *}(y)\right|^{\left.p_{F}(y) d y\right\}^{1 / p}}\right.
$$

By changing the constant $C$ the function $F$ can be neglected, so the following lemma completes the proof.

Lemma 5.2: Let $V \subseteq \mathbb{R}^{d}$ be an open set and let $x \in V$. Suppose $Y_{1}, \ldots, Y_{d}$ are $C^{\infty}$ vector fields on $V$ which are linearly independent at each point of $V$. Then for $I \leq p<\infty$ and $r>0$ with $K(x, r)=\{y| | x-y \mid \leq r\} \subseteq V$ there exists a constant $C>0$ such that

$$
|f(x)| \leq C \cdot \sum_{|\alpha| \leq d}^{\sum}\left\{\int_{K(x, r)}\left|Y_{1}^{\alpha} 1 \ldots Y_{d}^{\alpha} d_{f(y)}\right|^{p} d y\right\}^{1 / p}
$$

for all $f \in C^{d}(V)$.
Proof: Let $Y_{i}=\sum_{j=1}^{d} a_{i j}(y) \frac{\partial}{\partial y_{j}}$ where $\operatorname{det}\left\{a_{i j}(y)\right\} \neq 0$ for all $y \in V$.
Let $\left\{b_{i, j}(y)\right\}=\left\{a_{i, j}(y)\right\}^{-1}$. Then the $b_{i, j}$ are $c^{\infty}$ functions on $V$ and

$$
\frac{\partial}{\partial y_{i}}=\sum_{j=1}^{d} b_{i j}(y) y_{j}
$$

Let $f \in C^{d}(V)$. Choose $g \in C_{o}^{\infty}(V)$ with supp $g \subseteq K(x, r)$ and such that $g(y)=1$ in a neighborhood of $x$. Then $h=f \cdot g \in C_{o}^{d}(V)$ and supp $h \subseteq K(x, r)$, so

$$
f(x)=h(x)=\int_{-\infty}^{x_{1}} \cdots \int_{-\infty}^{x_{d}} \frac{\partial^{d}}{\partial y_{工} \cdots \partial y_{d}} h(y) d y
$$

Therefore

$$
\begin{aligned}
|f(x)| \leq \int_{K(x, r)} & \left|\frac{\partial^{d}}{\partial y_{1} \cdots \partial y_{d}} h(y)\right| d y \\
& \leq C \cdot \int_{|\alpha| \leq d K(x, r)}^{\sum}\left|Y_{1} \alpha_{1} \ldots Y_{d}^{\alpha} d_{f(y)}\right| d y,
\end{aligned}
$$

where $C$ depends only on the behavior of derivatives of $g$ and the $b_{i, j} i, j=1,2, \ldots, d$. Then Hölder's inequality completes the proof. Q.E.D.

Now we are ready to characterize the space of $C^{\infty}$ vectors for the regular representation in $L^{p}(G)$.

Proposition 5.1: Let $V_{p}$ denote the regular representatron of $G$ in $L^{p}(G)$ for $1 \leq p<\infty$. Then

$$
\underline{D}_{-\infty}\left(V_{p}\right)=\left\{f \in C^{\infty}(G) \mid \tilde{X}^{\alpha} f \in L^{p}(G) \text { for all } \alpha\right\}
$$

and $C_{o}^{\infty}(G)$ is dense in $D_{\infty}\left(V_{p}\right)$.
If $G$ is unimodular we have $D_{-\infty}\left(V_{p}\right) \subseteq D_{-\infty}\left(V_{q}\right)$ for $q \geq p$
and the inclusion map is continuous.

Proof: Since the proof of the first part is similar to the proof of Theorem 5.1 (below) we omit the details. The second part follows from Lemma 5.1 and the Riesz convexity theorem [II].

Example 3: The space of smooth vectors of an induced representation of a Lie group.

In [2] Blattner developed the basic theory of induced representations of not necessarily separable groups. The theory was applied to study the intertwining number of two representations of a Lie group. Blattner's methods are based on properties of the space of $C^{\infty}$ vectors of the induced representation, and in this section we give a complete characterization of this space (Theorem 5.1).

Since we use some definitions and results from Blattner's paper, it is convenient to follow Blattner's notation [2].

Let $G$ be a Lie group and let $H$ be a closed subgroup. We choose some right invariant Haar measures on $G$ and $H$ and we let $\Delta$ and $\delta$ denote the respective modular functions. Let $M=G / H$ denote the right coset space and let $\pi$ be the projection of $G$ onto $M$.

Suppose $L$ is a continuous unitary representation of $H$ in a Hilbert space $\underline{\underline{v}}$, and let $\mathrm{F}^{*}$ be the set of
functions $f$ from $G$ to $\underline{s}$ satisfying the following conditions:
i) $f(\cdot)$ is measurable
ii) $f(\xi \cdot x)=\Delta(\xi)^{-\frac{1}{2}} g(\xi)^{\frac{1}{2}} L(\xi) f(x)$ for $\xi \in H$ and $x \in G$.
iii) $\|f(\cdot)\|^{2}$ is locally integrable

Each such function $f$ defines a Radon measure $\mu_{f}$ on M via the equation

$$
\int_{G}\|f(x)\|^{2} \varphi(x) d x=\int_{M}(T \varphi)(p) d \mu_{f}(p)
$$

where $\varphi \in C_{0}(G)$ and $(T \varphi)(\pi(x))=\int_{H} \varphi(\xi \cdot x) d \xi$. We set $\|f\|=\mu_{r}(M)^{1 / 2}$ and $F=\left\{f \in F^{*} \mid\|f\|<\infty\right\}$. If we identify functions in $F$ which are equal locally almost everywhere (I.a.e.) we get a Hilbert space $\underline{H}^{I}$, and the representation $U^{L}$ of $G$ is defined in the following way:

$$
\left(U^{L}(g) f\right)(x)=f(x \cdot g) \text { for } f \in \underline{H}^{L} \text {. }
$$

Let $C^{\infty}(G, \underline{v})$ denote the space of infinitely differentiable functions from $G$ to $\underline{v}$. Then we have the following result:

Theorem 5.1:

$$
\underline{D}_{\infty}\left(U^{L}\right)=\left\{f \in C^{\infty}(G, \underline{v}) \mid \tilde{X}^{\alpha} \in \underline{H}^{L} \text { for all } \alpha\right\}
$$

Proof: Let $f \in C^{\infty}(G, \underline{y})$ and $X \in \mathcal{G}$ and suppose
$f \in \underline{H}^{L}$ and $\tilde{X} f \in \underline{H}^{L}$. Then for $t \neq 0$

$$
\frac{1}{t}[f(y \cdot \exp (t x))-f(y)]=\frac{1}{t} \int_{0}^{t} \tilde{X} f(y \cdot \exp (s X)) d s
$$

Hence by Hölder's inequality (suppose $t>0$ ):

$$
\begin{aligned}
& \left\|\frac{1}{t}[f(y \cdot \exp (t x))-f(y)]-\tilde{X} f(y)\right\|^{2} \\
& \leq \frac{1}{t} \int_{0}^{t}\|\tilde{X} f(y \cdot \exp (s X))-\tilde{X} f(y)\|^{2} d s .
\end{aligned}
$$

If $\varphi \in C_{o}^{+}(G)$ we get

$$
\begin{aligned}
& \int_{G}\left\|\frac{1}{t}[f(y \cdot \exp (t X))-f(y)]-\tilde{X} f(y)\right\|^{2} \varphi(y) d y \\
& \leq \int_{G} \frac{1}{t} \int_{0}^{t}\|\tilde{X} f(y \cdot \exp (s x))-\tilde{X} f(y)\|^{2} d s \varphi(y) d y \\
& =\frac{1}{t} \int_{0}^{t}\|\tilde{X} f(y \cdot \exp (s x))-\tilde{X} f(y)\|^{2} \varphi(y) d y \text { ds }
\end{aligned}
$$

By definition of the norm in $\underline{H}^{\text {L }}$ this gives

$$
\begin{gathered}
\left\|\frac{1}{t}\left[U^{L}(\exp (t X)) f-f\right]-\tilde{X}_{\mathrm{X}}\right\|^{2} \\
\leq \frac{1}{t} \int_{0}^{t}\left\|U^{L}(\exp (s X)) \tilde{X} f-\tilde{X}_{f}\right\|^{2} d s \rightarrow 0 \text { as } t \rightarrow 0,
\end{gathered}
$$

since the integrand is a continuous function of $s$.
In other words, $\tilde{X} f$ is in the domain of the infinitesimal generator $u_{1}(X)$ of the one parameter group $t \rightarrow U^{L}(\exp (t X))$ and $u_{1}(X) f=\tilde{X}_{f}$. If $\tilde{X}^{\alpha} f \in \underline{H}^{L}$ for all $\alpha$, it follows that $f$ is in the domain of all powers of the operators $u_{1}(x), x \in \mathcal{O}$. Then by Goodman's theorem we have $f \in \underline{D}_{\infty}$ and $u(D) f=\tilde{D} f$ for all $D \in U(O)$ (For $D \in U(G)$ we let $\tilde{D}$ denote the corresponding left invariant
differential operator on G).
In order to prove the other inclusion we introduce the functions $\varepsilon(\varphi, v), \varphi \in C_{o}^{\infty}(G)$ and $v \in \underline{v}[2, p .82]$ defined as follows:

$$
\varepsilon(\varphi, v)(x)=\int_{H} \varphi(\xi \cdot x) s(\xi)^{-\frac{1}{2}} \Delta(\xi)^{\frac{1}{2}} L\left(\xi^{-1}\right) v d \xi,
$$

and we let $\underline{D}=\operatorname{span}\left\{\varepsilon(\varphi, v) \mid \varphi \in C_{o}^{\infty}(G), v \in \underline{v}\right\}$.
Then $\underline{D} \subseteq \underline{D}_{\infty}[2$, Lemma 6] and clearly $\underline{D}$ is invariant under the $U^{L}(g), g \in G$. On the other hand $\underline{D}$ is dense in $\underline{H}^{L} \quad[2$, Lemma 2], so by Proposition 1.2 we get that $\underline{D}$ is dense in $\underline{D}_{\infty}$.

It is easy to see that $\varepsilon(\varphi, v) \in C^{\infty}(G, \underline{v})$ for all $\varphi \in C_{o}^{\infty}(G)$ and $v \in \underline{v}$, so all functions in $\underline{D}$ are infinitely differentiable. To complete the proof we need the following result:

Lemma 5.3: There exists a constant $C>0$ such that

$$
\left\|\Delta(x)^{1 / 2} \cdot f(x)\right\| \leq c \cdot \sum_{|\alpha| \leq \alpha}\left\|\tilde{\mathrm{x}}^{\alpha} f\right\|
$$

for all $x \in G, f \in \underline{D}$.
The proof will be given later.
Let $f \in \underline{D}_{\infty}\left(U^{L}\right)$. Then there exists a sequence $\left\{f_{n}\right\} \subseteq \underline{D}$ such that for all $D \in U(o g):$

$$
\left\|\tilde{D}_{n}-u(D) f\right\| \rightarrow 0 \text { as } n \rightarrow \infty .
$$

It follows from the proof of Proposition 1 in [2] that for each $D \in U(O)$ there exists a subsequence $\left\{f_{n_{k}}\right\}$
(depending on $D$ ) such that $\tilde{D} f_{n_{k}} \rightarrow u(D) f$ l.a.e.
Let $\mathcal{E}(G, \underline{v})$ denote $C^{\infty}(G, \underline{v})$ as a topological vector space (with the usual topology). By Lemma $5.3\left\{f_{n}\right\}$ is a Cauchy sequence in $\mathscr{E}(G, \underline{V})$, so there exists a unique function $f_{o} \in \mathscr{B}(G, \underline{V})$ such that $f_{n} \rightarrow f_{o} ;$ i.e. $\tilde{D}_{n} \rightarrow \tilde{D} f^{f}$ uniformly on compact sets for all $D \in \mathcal{U}(\mathcal{O})$. Then $\tilde{D f}_{o}=u(D) f$ l.a.e., so we may assume $f=f_{o}$. Hence $f$ is infinitely differentiable and $\widetilde{D} f=u(D) f$ for all $D \in U(g)$.

Proof of Lemma 5.3: By the proof of Lemma 5.1 there exists a compact neighborhood $K$ of $e$ in $G$ and a constant $C_{K}>0$ such that:

$$
\|f(e)\| \leq C_{K} \sum_{|\alpha| \leq d}\left\{\int_{K}\left\|\tilde{X}^{\alpha} f(y)\right\|^{2} d y\right\}^{1 / 2}
$$

for all differentiable functions from $G$ to $\underline{v}$. Let $\varphi_{0} \in C_{o}^{+}(G)$ such that $\varphi_{0}=1$ on $K$. Taking $C=C_{K}\left\|T \varphi_{0}\right\|_{\infty}^{-\frac{1}{2}}$ and $\varphi=\left\|T \varphi_{0}\right\|_{\infty}^{-1} \varphi_{0}$ we have $0 \leq T \varphi \leq 1$ and

$$
\|f(e)\| \leq c \sum_{|\alpha| \leq d}\left\{\int_{G}\left\|\tilde{x}^{\alpha} f(y)\right\|^{2} \varphi(y) d y\right\}^{1 / 2}
$$

By the left invariance of $\tilde{X}^{\alpha}$ we get

$$
\begin{aligned}
\|f(x)\| & \leq C \sum_{|\alpha| \leq d}^{\sum}\left\{\int\left\|\tilde{X}^{\alpha} f(x \cdot y)\right\|^{2} \varphi(y) d y\right\}^{1 / 2} \\
& =\Delta(x)^{-\frac{1}{2}} C \sum_{|\alpha| \leq d}^{\sum}\left\{\int_{G}\left\|\tilde{X}^{\alpha} f^{\prime}(y)\right\|^{2} \varphi\left(x^{-1} y\right) d y\right\}^{-1 / 2}
\end{aligned}
$$

If $\tilde{X}^{\alpha} f \in \underline{H}^{L}$ for all $\alpha$ with $|\alpha| \leq d$ this gives

$$
\|f(x)\| \Delta(x)^{1 / 2} \leq C \sum_{|\alpha| \leq d}\left\|\tilde{X}^{\alpha}\right\| \text { for all } x \in G
$$

Q.E.D.


In particular, for each fixed $x \in G, f \rightarrow f(x)$ is a


Corollary 5.2: If $f$ is an analytic vector for $U^{L}$, then $f$ is an analytic function from $G$ to $\underline{v}$.

Proof: By Nelson's characterization of the analytic vectors (cf. §I) there exists a constant $C>O$ such that

$$
\left\|\tilde{X}_{i_{1}} \ldots \tilde{X}_{i_{n}} f\right\| \leq c^{n} \cdot n!\text { for all } n
$$

Let $K \subseteq G$ be any compact set. By Corollary 5.1 we have (we can neglect $\Delta$ on $K$ )

$$
\begin{aligned}
& \sup _{x \in K}\left\|\tilde{X}^{\alpha} f(x)\right\| \leq \text { constr. } \quad \sum_{|\beta| \leq \alpha}\left\|\tilde{X}^{\beta} \tilde{X}^{\alpha} f\right\| \\
& \leq \text { canst. }|\beta| \leq \alpha \\
& \sum^{|\alpha+\beta|}|\alpha+\beta|!\text { for all } \alpha
\end{aligned}
$$

Therefore there exists a constant $C_{K}>0$ such that

$$
\sup _{x \in K}\left\|X^{\alpha} f(x)\right\| \leq C_{K}^{|\alpha|}|\alpha|!\text { for all } \alpha
$$

This completes the proof (see e.g. [1] or [21, Th. 2]).

Remark: The "converse" is not true. There exists an analytic function $f$ on $\mathbb{R}$ such that $f^{(n)} \in L^{2}(\mathbb{R})$ for $n=0,1,2, \ldots$, but $f$ is not an analytic vector for the regular representation. (For example one can show that the function $F$ given in [16, p. 177] has these properties).

Blattner's intertwining number theorem:
As an application of our Sobolev lemma we get a
version of Blattner's intertwining number theorem. We have the following situation $[2, \$ 5, T h .3]:$

For $i=1,2 H_{i}$ is a closed subgroup of $G$ with modular function $\delta_{i} . L_{i}$ is a unitary representation of $H_{i}$ in a Hilbert space $\underline{v}_{i}$, and $U^{L_{i}}$ denotes the corresponding induced representation of $G$. Let Q $\left(U^{L_{1}}, U^{L_{2}}\right)$ denote the space of intertwining operators of $U^{L_{1}}$ and $U^{L_{2}}$ and let $I\left(U^{L_{1}}, U^{L_{2}}\right)=\operatorname{dim} R\left(U^{L_{1}}, U^{L_{2}}\right)$. For each $T \in \Omega\left(U^{L_{1}}, U^{L_{2}}\right)$ we define a linear mapping $F_{T}$ from $C_{0}^{\infty}(G)$ into $2\left(\underline{v}_{1}, \underline{v}_{2}\right)$ as follows:
$\mathrm{F}_{\mathrm{T}}(\varphi) \mathrm{v}=(\mathrm{T} \quad \epsilon(\varphi, \mathrm{v}))(\mathrm{e})$ for $\mathrm{v} \in \underline{v}_{1}$ and $\varphi \in \mathrm{C}_{\mathrm{O}}^{\infty}(\mathrm{G})$ If $f$ is any function on $G$ and $\left(\xi_{1}, \xi_{2}\right) \in H_{1} \times H_{2}$ we let

$$
\left(\rho_{\xi_{1}}, \xi_{2}^{f}\right)(x)=f\left(\xi_{1}^{-1} \times \xi_{2}\right) \text { for } x \in G
$$

For each relatively compact open set $0 \subseteq G$ we
give $C_{0}^{\infty}(0)$ the topology induced by the norm $\varphi \rightarrow \sum_{|\alpha| \leq \mathrm{d}}^{\sum}\left\|\tilde{X}^{\alpha}{ }_{\varphi}\right\|_{\infty}$, and we give $C_{o}^{\infty}(G)$ the corresponding inductive limit topology.

Theorem 5.2: Let Ne denote the subspace of maps $F \in \mathscr{L}\left(C_{o}^{\infty}(G), \mathscr{L}\left(\underline{v}_{1}, \underline{v}_{2}\right)\right)$ such that

$$
F\left(\rho_{\xi_{1}}, \xi_{2} \varphi\right)=\delta_{1}\left(\xi_{1}\right)^{\frac{1}{2}} \delta_{2}\left(\xi_{2}\right)^{\frac{1}{2}} \Delta\left(\xi_{1} \xi_{2}^{-1}\right)^{\frac{1}{2}} I_{2}\left(\xi_{2}\right) F(\varphi) I_{1}\left(\xi_{1}^{-1}\right)
$$

for all $\left(\xi_{1}, \bar{\xi}_{2}\right) \in H_{1} \times H_{2}$ and all $\varphi \in C_{o}^{\infty}(G)$. Then the map $T \rightarrow \mathrm{~F}_{\mathrm{T}}$ is a faithful linear map of $R\left(U_{L_{1}}^{L_{1}}, U_{L_{2}}^{L_{2}}\right)$ into MY. In particular we have $I\left(U^{L_{I}}, U^{L_{2}}\right) \leq \operatorname{dimJM}$.

Proof: Blattner's proof applies word for word, using the inequality from Corollary 5.l instead of the elliptic inequality used by Blattner. Q.E.D.
§6. $C^{\infty}$-systems of imprimitivity.
In [18] Mackey introduced "systems of imprimitivity" for unitary representations of locally compact groups, and it is well known that Mackey's imprimitivity theorem gives a rather complete analysis of certain important types of group representations. Mackey proved the theorem in the separable case using measure theoretic arguments, and the theorem was later proved in general by Loomis and Blattner [4].

In this section we introduce $C^{\infty}$-systems of imprimitivity for unitary representations of Lie groups, and we show that such a system gives rise to an induced representation. Roughly speaking the conventional projection valued measure is replaced by a "measure" whose values are (possibly unbounded) positive operators. Similar systems have been introduced by Davies [7] who has also given a discussion of the possible physical applications of the theory (see also [8]).

A system of imprimitivity in the sense of Mackey naturally gives rise to a $C^{\infty}$-system of imprimitivity, and as a special case of the main theorem of this section we get a new proof of Mackey's imprimitivity theorem (for the case of Lie groups). First we recall Mackey's definition of a system of imprimitivity for a given group representation.

Let $G$ be a Lie group and let $M=G / H$ where $H \subseteq G$ is a closed subgroup. As usual $C_{0}(M)$ denotes the space of complex valued continuous functions with compact support on $M$, and $C_{O}^{\infty}(M)$ denotes the subspace of infinitely differentiable functions. Here $M$ is given the usual analytic structure [14, Ch. II], and $G$ acts (on the right) as a Lie transformation group of $M$. We let $g \rightarrow R(g)$ denote the corresponding representation of $G$ in $C_{o}(M)$, i.e.

$$
(R(g) \psi)(\pi(a))=\psi(\pi(a \cdot g)) \text { for } g \in G, \psi \in C_{0}(M)
$$

Assume $g \rightarrow U(g)$ is a continuous unitary representation of $G$ in a Hilbert space $\underline{K}$.

Definition 6.1: A system of imprimitivity for $U$ based on $M$ is a *-homomorphism $P(\cdot)$ of the *-algebra $C_{0}(M)$ (under the pointwise operations) into the *-algebra $\mathcal{L}(\underline{K})$ of all continuous linear operators on $\underline{K}$ such that i) $P\left(C_{0}(M)\right) \underline{K}$ is dense in $\underline{K}$ ii) $U(g) P(\psi) U(g)^{-1}=P(R(g) \psi)$ for $\psi \in C_{o}(M), \quad g \in G$. As an example, let $L$ be a continuous unitary representation of $H$ and let $U^{L}$ be the corresponding induced representation of $G$ in $\underline{H}^{L}$ (cf. §5, Ex. 3). For $\psi \in C_{o}(M)$ we define $P^{L}(\psi)$ on $\underline{H}^{L}$ by setting

$$
\left(P^{L}(\psi) f\right)(a)=\psi(\pi(a)) \cdot f(a)
$$

Then $P^{L}(\psi)$ is well-defined, and it is easily seen that $\mathrm{P}^{\mathrm{L}}(\cdot)$ is a system of imprimitivity for $\mathrm{U}^{\mathrm{L}}$. We note some important properties of the pair $\left(U^{L}, P^{L}\right)$.

If $\varphi \in C_{0}(G)$ and $f_{1}, f_{2} \in \underline{H}^{L}$ it follows from the definition of the scalar product in $\underline{H}^{\text {L }}$ that

$$
\left\langle\mathrm{P}^{\mathrm{L}}(\tau \varphi) f_{1}, f_{2}\right\rangle=\int_{G} \varphi(a)<f_{1}(a), f_{2}(a)>d a
$$

Here $\tau$ is the mapping of $C_{0}(G)$ onto $C_{0}(M)$ defined in 85, Example 3, and we remark that $\tau$ also maps $C_{0}^{\infty}(G)$ onto $C_{0}^{\infty}(M)$ [6].

By Corollary 5.1 $\beta\left(f_{1}, f_{2}\right)=\left\langle f_{1}(e), f_{2}(e)\right\rangle$ defines a continuous sesquilinear form on $\underline{D}_{\infty}\left(U^{L}\right)$, and $\left\langle f_{1}(a), f_{2}(a)\right\rangle=\beta\left(U^{L}(a) f_{1}, U^{L}(a) f_{2}\right)$ for all $a \in G$, $f_{1}, f_{2} \in \underline{D}_{\infty}$. Finally if $\psi \in C_{o}^{\infty}(M)$ it follows from Theorem 5.1 that $P^{L}(\psi)$ leaves $\underline{D}_{\infty}$ invariant and hence defines a continuous linear operator on this space. The following definition as well as the proof of Theorem 6.1 grew out of these observations.

Now let $U$ be any continuous unitary representation of $G$ in a Hilbert space $K$. We let $2\left(\underline{D}_{\infty}\right)$ denote the space of all continuous linear operators on $\underline{D}_{\infty}=\underline{D}_{\infty}(U)$. Definition 6.2: A $C^{\infty}$-system of imprimitivity for $U$ based on $M$ is a linear mapping $P(\cdot)$ from $C_{o}^{\infty}(M)$ into $\mathscr{L}\left(\underline{D}_{\infty}\right)$ such that

1) $P\left(C_{o}^{\infty}(M)\right) D_{-\infty}$ is dense in $K$
2) $U(g) P(\psi) U\left(g^{-1}\right)=P(R(g) \psi)$ for all $g \in G, \quad \psi \in C_{o}^{\infty}(M)$
3) For each $x \in \underline{D}_{\infty}$ and $\psi \geq 0$ we have

$$
\left.\langle P(\psi) x, x\rangle \geq 0, \quad \text { and } \sup _{0 \leq \psi \leq 1}<P(\psi) x, x\right\rangle<\infty \text {. }
$$

$P$ is called normalized in case

$$
\sup _{0 \leq \psi \leq 1}\langle P(\psi) x, x\rangle=\|x\|^{2} \quad \text { for all } \quad x \in \underline{D}_{-\infty}
$$

First we show that this is a generalization of the usual notion.

Lemma 6.1: Let $P(\cdot)$ be a system of imprimitivity for $U$ based on $M$. Then for $\psi \in C_{o}^{\infty}(M)$ the operator $P(\psi)$ leaves $\underline{D}_{\infty}$ invariant, and the map $\left.\psi \rightarrow P(\psi)\right|_{D_{\infty}}$ is a normalized $C^{\infty}$-system of imprimitivity for $U$.

Proof: Since $P(\cdot)$ is a *-homomorphism it is clear that $P(\cdot)$ is positivity preserving, and it is well known that $\|P(\psi)\| \leq\|\psi\|_{\infty}$ for all $\psi \in C_{0}(M) \quad[9]$. From ii) we see that the kernel of $P(\cdot)$ is invariant under the $R(g), g \in G$. Since $P(\cdot)$ is nontrivial, an application of the Stone-Weierstrass theorem shows that $P(\cdot)$ is injective, so we get $\|P(\psi)\|=\|\psi\|_{\infty}$ [9]. Let $E=\sup \left\{P(\psi) \mid \psi \in C_{0}^{\infty}(M), 0 \leq \psi \leq I\right\}$. Then it is easily seen that $E$ is a projection. If $E x=0$ we get $P(\psi) x=0$ for all $\psi \in C_{0}^{\infty}(M)$. Then by i) $x=0$, so $E=I$.

For $X \in O$ we let $\hat{X}$ denote the corresponding vector field on $M$. Then for $\psi \in C_{o}^{\infty}(M)$ we have

$$
\frac{1}{t}[R(\exp (t X)) \psi-\psi] \rightarrow \widehat{X} \psi
$$

uniformly on $M$ as $t \rightarrow 0$. Now let $x \in \underline{D}_{\infty}$ and
$\psi \in C_{o}^{\infty}(M)$. Then

$$
U(\exp (t X)) P(\psi) x=P(R(\exp (t X)) \psi) U(\exp (t X)) x
$$

and since the right hand side is differentiable at $t=0$ it follows that $P(\psi) x$ is in the domain of $u_{1}(X)$, and

$$
u_{1}(X) P(\psi) x=P(\hat{X} \psi) x+P(\psi) u(X) x
$$

Then (by induction) it follows from Goodman's theorem that $P(\psi) x$ is a $C^{\infty}$-vector for $U$. Thus $P(\psi)$ leaves $\underline{D}_{\infty}$ invariant, and by the closed graph theorem $P(\psi)$ is continuous on $\underline{D}_{-\infty}$ Q.E.D.

Remark: Suppose $P$ is a system of imprimitivity for $U$ in the sense of Davies [7], i.e. $P$ is a positivity preserving linear map from $C_{0}(M)$ into $\mathscr{L}(\underline{K})$ satisfying 2) (or rather ii) of Def. 6.1). Then $P$ is automatically continuous from the inductive limit topology on $C_{0}(M)$ to the norm topology on $\approx(\underline{K})$. Therefore, for $\psi \in C_{o}^{\infty}(M)$, the proof of Lemma 6.1 shows that $P(\psi)$ leaves $D_{\infty}$ invariant and $\left.P(\psi)\right|_{D_{\infty}}$ is a continuous linear operator on $\mathrm{D}_{-\infty}$.

In such cases we shall not distinguish between the operator $P(\psi)$ and its restriction to $D_{\infty}$. Also we call $P$ a $C^{\infty}$-system of imprimitivity for $U$ in case the restrictions give such a system.

If $P(\cdot)$ is a $C^{\infty}$-system of imprimitivity for $U$ the $P(\psi)$ can be unbounded operators in $K$, and

$$
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examples show that it is no longer true that $U$ is equivalent to an induced representation. Therefore the natural question arises: "What is the structure of the pair (U,P)". We shall now describe a method of produceing $C^{\infty}$-systems of imprimitivity which will turn out to be the most general one.

Example 6.1: Let $I$ be a continuous unitary representation of the subgroup $H$ and let $U^{L}$ be the corresponding induced representation of $G$. If $U^{L}$ is reducible we obtain a new pair $\left(U_{I}, P_{I}\right)$ by restricting $\left(U^{L}, P^{L}\right)$ to a $U^{L}(G)$-invariant subspace $\underline{H}$ of $\underline{H}^{I}$, ie. we let

$$
\begin{aligned}
& U_{I}(g)=\left.U^{L}(g)\right|_{\underline{H}} \text { for } g \in G \\
& P_{I}(\psi)=\left.E P^{L}(\psi)\right|_{\underline{H}} \text { for } \psi \in C_{0}^{\infty}(M)
\end{aligned}
$$

where $E$ is the projection of $\underline{H}^{L}$ onto $\underline{H}$. Then $P_{I}$ is a normalized $C^{\infty}$-system of imprimitivity for the subrepresentation $U_{1}$, and if $E$ does not commute with the $P^{L}(\psi) \quad P_{1}$ is not an algebra homomorphism. (Lemma 6.2). Now suppose $T$ is a continuous linear operator on $\underline{D}_{\infty}\left(U_{1}\right)$ which commutes with the $U_{1}(g)$, $g \in G$ and let

$$
P_{2}(\psi)=T P_{1}(\psi) T \text { for } \psi \in C_{0}^{\infty}(M)
$$

Then if $T$ is symmetric in $\underline{H}$ and $O$ is not an eigenvalue for $T^{*}$ it can be verified that $P_{2}$ is a
$C^{\infty}$-system of imprimitivity for $U_{1}$, and the operators $P_{2}(\psi)$ are possibly unbounded.

Before we state the main theorem of this section we recall that two pairs $\left(U_{1}, P_{1}\right)$ and $\left(U_{2}, P_{2}\right)$ are called unitarily equivalent if there exists a unitary operator W such that

$$
W P_{1}(\psi) W^{-1}=P_{2}(\psi) \text { for all } \psi \in C_{0}^{\infty}(M)
$$

and

$$
W U_{1}(g) W^{-1}=U_{2}(g) \text { for all } g \in G
$$

Now let $U$ be a continuous unitary representation of $G$ in a Hilbert space $\underline{K}$ and let $M=G / H$ where $H$ is a closed subgroup of $G$.

Theorem 6.1: Let $P$ be a $C^{\infty}$-system of imprimitivity for $U$ based on $M$. Then there exists a normalized $C^{\infty}$ system of imprimitivity $P_{o}$ for $U$ and a continuous unitary representation $L$ of $H$ such that the pair ( $U, P_{0}$ ) is unitarily equivalent to the restriction of $\left(U^{L}, P^{L}\right)$ to a $U^{L}(G)$-invariant subspace $\underline{H}$ of $\underline{H}^{L}$. Moreover $P_{o}$ can be chosen in such a way that $P(\psi)=T P_{O}(\psi) T$ for all $\psi \in C_{o}^{\infty}(M)$,
where $T$ is a continuous linear operator on ${\underset{D}{\infty}}$ which is essentially self adjoint in $\underline{K}, T^{*}$ is l-l and $T U(g)=U(g) T$ for all $g \in G$.

Proof: For each $x \in \underline{D}_{\infty}$ the map $\varphi \rightarrow\langle P(\tau \varphi) x, x\rangle$ is a
positive linear functional on $C_{o}^{\infty}(G)$. By a well known result [5] it extends uniquely to a non-negative measure $\mu_{x, x}$ on $G$. Therefore (by polarization) there exists a family $\left\{\mu_{x, y} \mid x, y \in \underline{D}_{-\infty}\right\}$ of Radon measures on $G$ such that

$$
\langle P(T \varphi) x, y\rangle=\int_{G} \varphi(a) d \mu_{x, y}(a) \text { for } \varphi \in C_{o}^{\infty}(G)
$$

For $g \in G$ we have

$$
\int_{G} \varphi(a \cdot g) d \mu_{x}, y(a)=\left\langle P(T \varphi) U\left(g^{-1}\right) x, U\left(g^{-1}\right) y\right\rangle
$$

For $x \in$ of this gives

$$
\begin{aligned}
\int_{G}(\tilde{X} \varphi) d \mu_{x, y} & =-\langle P(T \varphi) u(x) x, y\rangle-\langle P(\tau \varphi) x, u(X) y\rangle \\
& =-\int_{G} \varphi d \mu_{u}(X) x, y-\int_{G} \varphi d \mu_{x, u}, u(X) y .
\end{aligned}
$$

Therefore, if $\tilde{D}$ is any left-invariant differential operator on $G$ it follows that there exists a Radon measure $\mu$ on $G$ (depending on $x, y$ and $\tilde{D}$ ) such that

$$
\int \tilde{D} \varphi d \mu_{x, y}=\int \varphi d \mu \text { for all } \varphi \in C_{o}^{\infty}(M)
$$

Thus all distribution derivatives of $\mu_{x, y}$ are measures, so by a result due to Schwartz [24, p. 191] $\mu_{x, y}$ is an infinitely differentiable function on $G$. In other words, there exist $C^{\infty}$-functions $h_{x, y}$ on $G$ such that

$$
d \mu_{x, y}(a)=h_{x, y}(a) d a \text { for } x, y \in \underline{D}_{-\infty} .
$$

Here da denotes some right invariant Haar measure.

Now let $\beta(x, y)=h_{x, y}(e)$ for $x, y \in D_{\infty}$. Then $\beta(\cdot, \cdot)$ is a sesquilinear form on $D_{\infty}$ and

$$
\beta(U(g) x, U(g) y)=h_{x, y}(g) \text { for all } g \in G \text {. }
$$

This gives the following fundamental formula:

$$
\langle P(\tau \varphi) x, y\rangle=\int_{G} \varphi(a) \beta(U(a) x, U(a) y) d a
$$

for all $x, y \in \underline{D}_{\infty}$ and $\varphi \in C_{o}^{\infty}(G)$.
Let $\left\{\varphi_{n}\right\} \subseteq C_{o}^{\infty}(G)$ be the usual $\delta$-sequence. Then $\left\langle P\left(T \varphi_{n}\right) x, y\right\rangle \rightarrow \beta(x, y)$ for all $x, y \in \underline{D}_{\infty}$, and by the principle of uniform boundedness $\beta$ is a continuous sesquilinear form on $D_{-\infty}$. Also note that $\beta(x, x) \geq 0$ for all $x \in \underline{D}_{\infty}$.

Pick a right invariant Haar measure on $H$ and let $\delta$ be the modular function. $\Delta$ denotes the modular function on $G$, and we let $\rho(\xi)=\delta(\xi) \Delta\left(\xi^{-1}\right)$ for all $\xi \in \mathrm{H}$. By the definition of $T$ (see §5, Ex. 3) we have $\tau \varphi=\tau\left(\delta\left(\xi^{-1}\right) \varphi\left(\xi^{-1} \cdot\right)\right)$ for all $\xi \in H$ and $\varphi \in C_{o}^{\infty}(G)$. Thus

$$
\begin{aligned}
& \int_{G} \varphi(a) \beta(U(a) x, U(a) y) d a=\int_{G} \varphi\left(\xi^{-1} a\right) \delta\left(\xi^{-1}\right) \beta(U(a) x, U(a) y) d a \\
& \quad=\int_{G} \varphi(a) \delta(\xi)^{-1} \Delta(\xi) \beta(U(\xi \cdot a) x, U(\xi \cdot a) y) d a
\end{aligned}
$$

Using a $\delta$-sequence $\left\{\varphi_{n}\right\} \subseteq C_{o}^{\infty}(G)$ we get the relation

$$
\text { (*) } \beta(U(\xi) x, U(\xi) y)=\rho(\xi) \beta(x, y)
$$

for $\xi \in H, \quad x, y \in \underline{D}_{\infty}$.
As already noted $\beta$ is a continuous pseudo scalar product on $\underline{D}_{-\infty}$, so $\operatorname{ker} \beta=\left\{x \in \underline{D}_{\infty} \mid \beta(x, x)=0\right\}$ is a
closed linear subspace of $\underline{D}_{\infty}$. Then $\underline{v}_{0}=\underline{D}_{\infty} / \operatorname{ker} \beta$ is a Fréchet space and for $x \in D_{-\infty}$ we let $[x]=x+$ ker $\beta$ denote the corresponding equivalence class. Also $\underline{v}_{0}$ is a pre-Hilbert space with the scalar product

$$
\langle[x],[y]\rangle=\beta(x, y)
$$

and we let $\underline{v}$ denote the Hilbert space completion of $\underline{v}_{0}$ in the corresponding norm.

It is obvious from the relation (*) that ker $\beta$ is invariant under the $U(\xi), \xi \in H$, and we let

$$
L_{0}(\xi)[x]=\left[\rho(\xi)^{-1 / 2} U(\xi) x\right] \text { for } \xi \in H, x \in \underline{D}_{-\infty} \text {. }
$$

Then $L_{0}(\xi)$ is a well defined isometric linear operator on $\underline{L}_{0}$ and $L_{0}\left(\xi_{1}\right) L_{0}\left(\xi_{2}\right)=L_{0}\left(\xi_{1} \xi_{2}\right)$. Take $L(\xi)=\overline{I_{0}(\xi)}$ for $\xi \in \mathrm{H}$. Then $\xi \rightarrow \mathrm{L}(\xi)$ is a unitary representation of $H$ in $\underline{V}$, and since

$$
\langle L(\xi)[x],[y]\rangle=\rho(\xi)^{-1 / 2} \beta(U(\xi) x, y)
$$

for all $x, y \in \underline{D}_{\infty}$, it follows that $L$ is continuous.
For each $x \in D_{-\infty}$ we define a function $f_{x}$ from $G$ to $\underline{v}$ as follows: $f_{x}(a)=[U(a) x]$ for $a \in G$. Then $f_{x}(a \cdot g)=f_{U(g)}(a)$ for $a, g \in G$, and $f_{x}$ has the properties:
i) $f_{x}$ is infinitely differentiable from $G$ to $\underline{U}$ ii) $f_{x}(\xi \cdot a)=\rho(\xi)^{1 / 2} L(\xi) f_{x}(a)$ for $\xi \in H, \quad$ a $\in G$ iii) $\left\|f_{x}(\cdot)\right\|^{2}=\beta(U(\cdot) x, U(\cdot) x)$ is locally integrable.

Therefore the mapping $C: x \rightarrow f_{x}$ is a linear mapping of $D_{-\infty}$ into $F^{*}$ (cf. §5, Ex. 3). Actually $C$ maps $\underline{D}_{\infty}$ into $\underline{H}^{L}$, and by definition of the norm in $\underline{H}^{L}$ we have

$$
\|C x\|^{2}=\sup _{0 \leq \tau \varphi \leq 1} \int \varphi(a)\left\|f_{x}(a)\right\|^{2} d a=\sup _{0 \leq \tau \varphi \leq 1}\langle P(\tau \varphi) x, x\rangle
$$

for all $x \in \underline{D}_{\infty}$. Furthermore

$$
\langle P(T \varphi) x, y\rangle=\left\langle P^{L}(T \varphi) C x, C y\right\rangle \text { for } x, y \in \underline{D}_{\infty}, \varphi \in C_{0}^{\infty}(G)
$$

Let $\underline{H}$ denote the closure of $C \underline{D}_{\infty}$ in $\underline{H}^{L}$. It follows that $C$ has a closure as a mapping from $\underline{K}$ into $\underset{H}{ }$. Therefore $C$ has a closure $\bar{C}$ as a mapping from $\underline{K}$ into $\underline{H}^{I}$. If $\bar{C} y=0$ we have $y \perp P\left(C_{0}^{\infty}(M)\right) \underline{D}_{\infty}$, hence $\mathrm{y}=0$.

Now the rest of the proof is standard. Let $\overline{\mathrm{C}}=W T$ be the polar decomposition. Then $T$ is a positive self adjoint operator in $K$ such that $T U(g)=U(g) T$ for $g \in G$, and $W$ is an isometry of $\underline{K}$ into $\underline{H}^{L}$ such that $W^{*} W=I$ and $W_{W}{ }^{*}=E$ where $E$ is the projection of $\underline{H}^{\mathrm{L}}$ onto $\underline{H}$. By the definition of $C$ we have $C U(g)=U^{L}(g) C$ for all $g \in G$,
and the same is true for $\bar{C}$. Therefore $\underline{H}$ is invariant under the $U^{L}(g), g \in G$, and because $W$ has the same intertwining property as $\overline{\mathrm{C}}$ we have

$$
W U(g) W^{-1}=\left.U^{L}(g)\right|_{\underline{H}} \text { for all } g \in G
$$

Here we consider $W$ as a unitary mapping of $\underline{K}$ onto $\underline{H}$.

Since $\underline{D}_{T} \geq \underline{D}_{\infty}$ we know (cf. §2) that $T$ leaves $\underline{D}_{\infty}$ invariant and $\left.T\right|_{D_{\infty}}$ is a continuous linear operator on $\underline{D}_{-\infty}$. Also $T$ is essentially self adjoint on $\underline{D}_{-\infty}$. Now let

$$
P_{I}(\psi)=\left.E P^{L}(\psi)\right|_{\underline{H}} \text { for } \psi \in C_{o}^{\infty}(M)
$$

If we let $P_{0}(\psi)=W^{-1} P_{1}(\psi) W$ it is clear that $P_{0}$ is a normalized $C^{\infty}$-system of imprimitivity for $U$ and since $P(\psi)=C * P^{L}(\psi) C$ it is easily verified that $P(\psi)=T P_{0}(\psi) T$ on $\underline{D}_{-\infty}$ Q.E.D.

For the sake of completeness we include a discussion of the uniqueness of such representations, leaving out some of the computational details.

First we note that $P_{0}$ is canonical in the following sense. If $P_{o}^{\prime}$ is any other normalized $C^{\infty}$-system for $U$ such that $P(\psi)=T^{\prime} P_{0}^{\prime}(\psi) T$ for all $\psi \in C_{o}^{\infty}(M)$, Where $T^{\prime}$ is an operator having the same properties as $T$ (in Theorem 6.1), then the pair ( $U, P_{0}^{\prime}$ ) is unitarily equivalent to the pair ( $\mathrm{U}, \mathrm{P}_{\mathrm{O}}$ ). In fact, the operator $T^{\prime} T^{-1}$ extends uniquely to a unitary operator.

Now suppose the pair ( $U, P_{0}$ ) (of Theorem 6.1) is unitarily equivalent to two restrictions ( $\mathrm{U}_{\mathrm{i}}, \mathrm{P}_{\mathrm{i}}$ ) of $\left(U^{L_{i}}, P^{L_{i}}\right)$ to closed group invariant subspaces $\underline{H}_{i}$ of $\underline{H}^{L_{i}}$, where $\left\{f_{i}(e) \mid f_{i} \in \underline{H}_{i} \cap \underline{D}\left(U^{L_{i}}\right)\right\}$ is dense in the representation space $\underline{U}_{i}$ of $L_{i}$ for $i=1,2$.

Then $L_{1}$ and $L_{2}$ are unitarily equivalent.
In order to see this let $V$ be a unitary mapping of $\underline{H}_{1}$ onto $\underline{H}_{2}$ which maps $\left(U_{1}, P_{1}\right)$ into $\left(U_{2}, P_{2}\right)$. Since $U_{i}$ is a subrepresentation of $U^{i}$ we have $D_{-\infty}\left(U_{i}\right)=\underline{H}_{i} \cap \underline{D}_{\infty}\left(U^{L_{i}}\right) \quad i=I, 2$, and $V \operatorname{maps} \underline{D}_{\infty}\left(U_{1}\right)$ onto $\underline{D}_{\infty}\left(U_{2}\right)$. Let $f_{i} \in \underline{D}_{\infty}\left(U_{i}\right) \quad i=1,2$. Then for $\varphi \in C_{o}^{\infty}(G)$ we have

$$
\begin{aligned}
& \left.\left\langle\mathrm{P}^{\mathrm{I}_{2}}(\tau \varphi) V \mathrm{f}_{I}, f_{2}\right\rangle=\int \varphi(a)<\left(\mathrm{Vf}_{1}\right)(a), f_{2}(a)\right\rangle \mathrm{da} \\
& \left.=\left\langle\mathrm{P}^{L_{1}}(\tau \varphi) \mathrm{f}_{I}, \mathrm{~V}^{*} f_{2}\right\rangle=\int \varphi(a)<f_{1}(a),\left(V^{*} f_{2}\right)(a)\right\rangle \mathrm{da}
\end{aligned}
$$

Using an approximate identity we get

$$
\left\langle\left(\mathrm{Vf}_{1}\right)(e), f_{2}(e)\right\rangle=\left\langle f_{1}(e),\left(V^{*} f_{2}\right)(e)\right\rangle
$$

Therefore $V_{0}: f_{I}(e) \rightarrow\left(V f_{1}\right)(e)$ is a well defined closable and invertible linear mapping from a dense subspace of $\underline{v}_{1}$ onto a dense subspace of $\underline{v}_{2}$. Using the relations ( $i=1,2$ )

$$
\left(U^{L_{i}}(\xi) f_{i}\right)(e)=f_{i}(\xi)=p(\xi)^{\frac{1}{2}} L_{i}(\xi) f_{i}(e) \text { for } \quad \xi \in H
$$ it is easy to see that

$$
V_{0} I_{1}(\xi) f_{1}(e)=L_{2}(\xi) V_{0} f_{1}(e) \text { for all } \xi \in H
$$

Using the polar decomposition it follows that $I_{1}$ and $L_{2}$ are unitarily equivalent. This completes the discussion. Before we turn to the usual case we prove the following simple result.

Lemma 6.2: Let $O$ be a *-algebra of bounded linear operators in a Hilbert space $\underline{B}$ and let $E$ be a
projection in $B$ such that the mapping $A \rightarrow E A E$ is a *-homomorphism of $\mathcal{O}$ into $\mathcal{L}(E B)$. Then $E \in \mathcal{O}^{\prime}$.

Proof: If we represent operators in $\underline{B}$ as $2 \times 2$ matrices relative to the decomposition $\underline{B}=E B \oplus(I-E) \underline{B}$ it is easy to see that $\Omega$ must be represented by diagonal matrices. Hence $E A(I-E)=(I-E) A E$ for all $A \in O$. Q.E.D.

In case $P$ is an ordinary system of imprimitivity for $U$ we get a much stronger result, known as Mackey's imprimitivity theorem [4], [18].

Corollary 6.1: Let $U$ be a continuous unitary representation of $G$ in a Hilbert space $\underline{K}$ and let $P$ be a system of imprimitivity for $U$ based on $M=G / H$. Then there exists a continuous unitary representation $L$ of $H$ (unique up to equivalence) such that the pair ( $U, P$ ) is unitarily equivalent to the pair $\left(U^{L}, P^{L}\right)$.

Proof: By Lemma 6.1 $P$ defines a normalized $C^{\infty}$-system of imprimitivity for $U$ (also denoted by $P$ ), so we already know $L$ exists. In the following we use the notation from the proof of Theorem 6.1.

The mapping $C: x \rightarrow f_{x}$ is now isometric and $\bar{C}=\mathbb{W}$. Therefore we have

$$
W P(\psi) W^{-1}=\left.P^{L}(\psi)\right|_{\underline{H}} \text { for all } \psi \in C_{o}^{\infty}(M) \text {. }
$$

Because $P$ is a *-homomorphism Lemma 6.2 shows $E P^{L}(\psi)=P^{L}(\psi) E$ for all $\psi \in C_{o}^{\infty}(M)$. We know already $E$ commutes with the $U^{L}(g), g \in G$, thus $E$ is induced from a bounded operator in $\underline{v}$ [3]. In fact there exists a unique projection $E_{o}$ in $\underline{1}$ such that

$$
(E f)(a)=E_{0} f(a) \text { for } f \in \underline{H}^{L}
$$

On the other hand $\left(E f_{x}\right)(e)=f_{x}(e)$ for $x \in \underline{D}_{-\infty}$, and we have constructed $\underline{v}$ as the completion of such vectors. Hence $E=I$ and $W$ is the desired unitary mapping. The uniqueness of $L$ is clear from our general discussion.
Q.E.D.

Remark: It is not necessary to appeal to Blattner [3] in order to get the projection $E_{0}$. We have already seen that we can define a mapping $E_{o}$ as follows

$$
E_{0} f(e)=(E f)(e), \quad f \in \underline{D}_{-\infty}\left(U^{L}\right)
$$

Using the relation

$$
\left\|P^{L}(T \varphi) E f\right\|^{2} \leq\|E\|^{2}\left\|P^{L}(T \varphi) f\right\| \quad \varphi \in C_{0}^{\infty}(G)
$$

it is easily seen that

$$
\left\|E_{0} f(e)\right\| \leq\|E\| \cdot\|f(e)\| \text { for all } f \in D_{-\infty}\left(U^{L}\right)
$$

Therefore $E_{o}$ extends uniquely to a bounded linear operator in $\underline{\underline{V}}$, and it is clear that this extension is a projection.
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