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Abstract

The focus of this research is on architectures for all optical networks (AON’s) us-
ing wavelength division multiplexing (WDM). AON’s, by using fiber as the transport
medium, can provide higher throughput than electronic networks. Unfortunately, it is
currently economically unattractive to route traffic in units smaller than wavelength
- bands. Most of today’s applications are not suitable for AON’s because they are too
small to fill up one wavelength channel. One solution to this problem is to aggregate
the small users together using electronic local networks so the aggregated traffic can

fill up wavelength channels. Therefore, we propose a hierarchical network structure - -

where the local networks aggregate traffic from the end users, and the AON acts as a
backbone interconnecting these local networks. We design the backbone architecture
under various traffic assumptions, and analyze the network performance. In one case,
we design the minimum cost network under the constraint of a performance measure.
In the future, users with bit rates equivalent to one wavelength will emerge and ag-
gregation of such users will not be required. We also propose two novel constructions
in building networks that support these large rate users.

Thesis Supervisor: Robert G. Gallager
Title: Fujitsu Professor of EECS
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Chapter 1

Introduction

Advances in optical technology have made optical networks a reality. Optical net-
works have many attractive attributes. Optical fiber is an ideal transport medium
because it has large bandwidth and low loss. Wavelength routers, along with tun-
able transmitters and receivers, provide the network a simple and convenient way of
routing large bandwidth sessions. Multicasting and multiple connections are simple
using the broadcast abilities of the optics. These qualities make optical networks
ideal backbones for high volume traffic, and good competitors to electronic networks
- for high rate point to point connections.

As technology matures, traffic patterns will change depending both on the avail-
able bandwidth provided by the network and on newly emerging applications. A net-
work architect must design a network structure that will accommodate these changes.
The network should support not only a large number of users, but also a large variety
of data rates.

There are two extreme cases in the user data rate: low rate and high rate. Elec-
tronic mail and conventional data transfer are examples of low rate users. Remote
medical imaging and movies on demand are examples of high rate users. The division
between the two categories is gray. Usually, a low rate user occupies a small fraction
of a wavelength channel, while a high rate user occupies one or more channels.

This thesis considers an all optical network (AON) for a wide area network. AON’s

are networks such that the signal is all optical from the origin to the destination.
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Electrically controlled optical switches are allowed. The states of the switches, wave-
lengths of the signals, and the topology of the network determine the path a signal
takes in an AON. All paths in the network can be shared by different sessions using
wavelength division multiplexing (WDM) or time division multiplexing (TDM). We
focus on WDM, and TDM within WDM channels, although many of the results also
apply to pure TDM. We do not allow time slot interchange, optical buffers, or optical

packet switching in the backbone because these are areas of research still in their.... .

infant stages.

Smaller rate users are aggregated electronically before they are injected into the
AON. In this case, the AON acts as a backbone providing bit pipes that transport the
aggregated data to the desired destinations. The data is de-aggregated upon exiting
the backbone.

The optical network sets up circuits for high rate point to point connections. A
combination of transmitter/receiver tuning and switch reconfiguration allows build
up and tear down of the circuits.

Present day applications are dominated by small users, and therefore most of this

thesis concentrates on how an AON can be utilized as a backbone for aggregated small

traffic is close to static, and the required AON can be passive. Furthermore, if the
traffic is uniform, then the aggregated traffic can be approximated as uniform all to
all traffic. We design and analyze a passive AON sufficient to support such a traffic
pattern. We also discuss methods of dealing with static but non-uniform traffic, and
slowly varying traflic.

The last chapter of the thesis deals with network design for point to point large
rate users. In this case, the AON acts as a network providing circuits for large rate
users. The AON builds up and tears down circuits as the traffic demand changes.
This problem has been analyzed before, e.g., [Bar 93] [Pan 92]. We extend their

analysis with some novel constructions.
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Chapter 2

Network and Traffic Model for
Aggregated Traffic

All optical networks (AON’s) utilize routers, optical switches, and other optical de-
vices that operate on wavelength channels. Unfortunately, the capacity of a wave-
length channel is too large for most present day applications. One way to solve this
problem is to simply assume the future emergence of large rate users and focus on
user connectivity problems. We do this in chapter 4. Alternatively, one can view local
area networks as single users with large volumes of traffic to each of the other local
area networks. This thesis emphasizes the latter approach, where the AON acts as
an optical backbone interconnecting local networks. The size of the local network is a
design parameter, and the backbone traffic depends on the size of the local network.

This chapter motivates the readers why we are looking at aggregated traffic from
small rate users. This chapter also develops the network and traffic models for the
aggregated traffic. These traffic models are developed from the local networks’ point
of view. In later chapters, we design backbone topologies that can support each of
the traffic models defined in this chapter. Then, we develop a more realistic traffic
model from the end users’ point of view, and calculate the blocking probability of the
network. We also discuss the trade off between blocking probability and network cost.
The results from these chapters will be beneficial for creating a hierarchical network

structure, connecting a large number of users over a large geographical area.
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The word network is used for both the optical backbone and the connecting local
network. Where it is unclear in context, the word backbone will be used for the
underlying optical network, and the phrase local network will be used for a local

network utilizing the backbone.

2.1 Motivation for Aggregated Traffic

~ In order to utilize the fiber bandwidth, one must either find high data rate applica-

tions or aggregate a large number of low data rate applications. In most cases, even
the aggregated data rate is small compared with the fiber capacity. A possible solu-
tion is wavelength division multiplexing (WDM) where the fiber capacity is divided

into many wavelength channels. However, even under such a scheme, the channel

. rate for each wavelength channel is still large in comparison with many present day. ...

applications. For example, the AON consortium of AT&T, DEC, and MIT [Al+ 93] is

building a WDM system with a wavelength channel rate of a few gigabits per second, -

while present day local area networks run at 100 megabits per second.

One can further divide a wavelength channel using time division multiplexing

~ (TDM) or sub-band frequency division multiplexing (SFDM). However, it is currently. - .-

impossible to independently route sub-band frequency divided channels in an AON.
TDM channels can be routed independently, but timing issues become problematic
for long distance mesh networks, (see discussion in section 2.2). Therefore, TDM can
only be used in limited cases where timing problems can be solved, and in most cases
of present, the practical channel size is one wavelength.

In the near future, comparatively low rate applications are expected to dominate
the information space in terms of number and importance, if not cumulative rate.
Therefore, aggregation is required to utilize the fiber bandwidth. Even when high
rate applications become more popular, aggregation is still needed to accommodate
commonplace low rate applications like small file transfer, email, and voice.

For the major part of the thesis, we envision local area networks attached to an

AON backbone. Local data stays within the local area networks, while long distance
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- data traverse through the backbone. The local area networks are responsible for
aggregating long distance data in order to utilize the high capacity channels of the

AON backbone.

2.1.1 Aggregation method

TDM and SFDM are valid methods for aggregating small rate users before their data
bits are injected into the backbone. These methods require scheduling mechanisms
assigning the sub-channels to each session. Another method is packet switching like
Asynchronous Transfer Mode (ATM). ATM provides a flexible and standardized ar-
chitecture in aggregating low rate connections.

~...Today, signals that are traditionally analog, like voice, are being digitized, and
packet switching has become more popular in place of traditional circuit switching.
Therefore, ATM switches will be emphasized as the method for aggregation. However,

the backbone designed in this thesis can by applied to any aggregation method.

2.1.2 Advantage of aggregation

Aggregation not only allows the network to use the fibers more efficiently, but also
simplifies the backbone because the resulting traffic appears static. The static nature
is the result of statistical multiplexing. As we increase the amount of aggregation,
the total bit rate of an aggregated group goes up linearly with the number of sessions
while the standard deviation goes up as the square root of the number of sessions.
Therefore, the percent deviation from the mean of the combined bit rate of an aggre-
gated group decreases with increased aggregation. This implies that we can design a
static backbone to support the traffic. The backbone will block incoming traffic only
when the bit rate of an aggregated group deviates and increases beyond the allotted
capacity. The probability of such blocking decreases with higher aggregation.

The probability of blocking can also be reduced by changing the static backbone
to a more complicated flexible backbone that adjusts its state according to the back-

bone traffic. As the amount of aggregation increases, the backbone traffic appears
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more static, and a simpler backbone can be used for the same blocking probability.
However, higher aggregation implies larger and more complicated local electronic net-
works. The trade off between the complexity of the backbone and the complexity of
the local networks is an important and previously overlooked issue.

We can lower the probability of network blocking with a more costly overall net-
work. At some point, when the probability of blocking is low enough, a more costly
network is not desirable. For example, if the probability of encountering a busy end
user is significantly higher than the network blocking probability, then it is not cost
effective to further reduce the probability of network blocking. Also, when the prob-
ability of blocking is small enough, traffic modeling error becomes important. The
precision of the failure probability depends on the accuracy of our traffic model.

The issues of how much to aggregate, the complexity of the backbone, and the

~~ trade off between the two, will be investigated as we consider blocking probabilities- -

of these networks.

2.2 TDM in a long distance AON

As alluded to previously, TDM in an AON, where each time slot channel can be routed . ...

nvados

independently, is difficult. To achieve full TDM, the AON needs switching nodes
that can switch at high speeds (small fractions of a time slot duration) and time slot
alignment between connecting nodes. Time slot alignment is difficult because long
distance fiber suffers length contractions and expansions from temperature variations,
and optical buffers do not exist. Applying TDM on top of WDM is even more difficult
because the effective length of a fiber is dependent on the wavelength (dispersion).
Even if one is able to control the effective length of a fiber, there are also a variety
of alignment types that may lead to different network connectivity. Appendix A
investigates this issue in more detail.

However, limited TDM in an AON is possible, even on top of WDM. The timing
requirement is greatly reduced if no slot switching is allowed in the intermediate

nodes and the slots on different wavelengths do not interact with one another. In this

18
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case, slots join TDM streams, and all slots on the same stream are routed the same
way. There is no interaction between the TDM streams except at the transmitters
and the receivers. The only timing required is for the transmitters to transmit at
the correct time so the data will arrive at the correct slots in the TDM streams,
and for the receiver to listen for the desired slots. There might be slot conflicts at
the transmitting and receiving station, i.e., a receiver may have to listen to more
than one wavelength at a given instant. Multiple transmitters/receivers, one for each
wavelength, can be used to solve this problem.

Limited optical TDM is best viewed as another level of aggregation done within
the backbone in addition to external electronic aggregation. This concept will be
exploited in section 3.4. The problem of time slot alignment for a general AON

without optical memory is briefly discussed in Appendix A.

2.3 The network model

This chapter develops the network and traffic model used for the hierarchical net-

work supporting aggregated small rate users. We envision an optical backbone that

interconnects local networks (see figure 2-1). The traffic between two different lo-......

cal networks are called inter-network traffic. The local networks aggregate the long
distance connections which make up the inter-network traffic, and transport those
connections via the backbone.

We assume that the local networks are ATM networks though the backbone de-

veloped will be transparent to any local networks that have the proper input/output

requirements, (see section 2.3.2). The optical backbone is an all optical network - -

(AON), i.e., no optical-electrical conversions exist inside the backbone. In general
the ATM networks may vary in size, and are typically large in order to achieve the
type of aggregation required. AON ports are the interfaces between the ATM networks
and the backbone. Each AON port is connected to one ATM network.

An ATM network connects to an AON port by connecting one or more ATM

switches to the port using access-links. Access-links are logical connections. In prac-
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Network

Access links

Figure 2-1: Optical backbone connecting ATM networks. Dotted lines denote multiple
connection lines,
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in section 2.4.

2.3.1 The basic channel

The AON backbone sets up bit pipes, routes of a certain bandwidth, from one AON
port to another. The local networks utilize these bit pipes to transport inter-network
traffic. The capacity of a bit pipe is an integer multiple of a basic channel. A basic
channel is the smallest unit of capacity that can be routed independently in the AON.
Each basic channel can be routed differently from other basic channels, but all data
within the same basic channel are routed the same way. If the backbone utilizes
wavelength division multiplexing (WDM), then each wavelength is one basic channel.
If time division multiplexing (TDM) is used on top of WDM, then each basic channel

is one TDM slot in one wavelength.

2.3.2 Local Network Specification

The local network is responsible for routing local traffic and preparing long distance
traffic to be routed by the AON. On the transmitting end, the local network aggregates
long distance packets into bit streams according to the destination, and sends the
aggregated streams to the AON backbone. On the receiving end, it accepts aggregated
streams from the AON backbone, deaggregates the bit stream into packets, and routes
the packets to the appropriate destinations.

The specifics of the local network are not crucial as long as the following require-
ments are satisfied: 1) On the transmitting end, the local network provides bit streams
of size no greater than one basic channel, and sends each bit stream to the port via
an access-link. 2) On the receiving end, the local network must have the ability to
receive bit streams, via the access-links, of constant rate up to one basic channel. 3)
- The aggregation is done such that all data on the same access-link are destined to the -
same receiving port, (although several access-links may have the same destination).
4) There is some control communication between the local network and the backbone

such that the local network can request a long distance connection, and the backbone
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can instruct the local network when and over which access-link to send the data.
For example, if the local network is an ATM network, and the basic channel rate
is the same as an OC-3 line in a standard SONET (Synchronous Optical Network)

link, then a possible implementation is depicted in figure 2-2.

W/

T ATM OC-3 lines

0C-48
— Switch| ———_] ATM

Switch SONET

Q ATM ATM

Switchr———————___| Switch
/ oc -3
Access-links

ATM switch network

SONET

Figure 2-2: Example of a local network consist of ATM switches. The basic channel
rate is the same as an OC-3 rate.

The ATM network connects to the port via OC-3 lines which act as access-links.
For a given backbone configuration, the data destination is determined by the access-
link used. The destination for a given access-link is changed only when the backbone is
reconfigured. (Backbone reconfiguration includes tuning of transmitters and receivers
within the ports.)

By routing the ATM packets, the local network aggregates packets for the same
destination on the same OC-3 lines. For ease of transport, in case the AON backbone
port is relatively far from the local network, sixteen OC-3 lines are multiplexed to-
gether into one OC-48. At the end of the OC-48 line, a SONET switch demultiplexes
the data back to OC-3 streams and puts each stream on the appropriate access-link.

If the rate of the data streams on the access-link is smaller than one basic channel,
then capacity is wasted because the AON backbone cannot route a partial basic
channel. In that case, the AON treats the incoming data stream as one full basic
channel. To avoid waste, the system should be designed such that the rate of the

- data streams matches that of a basic channel rate.
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2.3.3 AON Ports

This section describes the AON port design. For simplicity, we assume that the basic
channel is one wavelength, i.e., the backbone utilizes WDM, but not TDM. AON port
design for a backbone utilizing TDM is more complicated, and it will be described in
section 3.4.3.

The AON ports are the interfaces attaching ATM networks to the AON backbone.
For convenience, separate the transmitting part of a port from the receiving part. The
transmitting part will be called a ¢-port and the receiving part will be called an r-port.
The words “port” will be used to denote an entity that contains one t-port and one
r-port. Denote N as the number of ports, IV, as the number of t-ports, and N, as
the number of r-ports. In most cases, N; = N, = N, though we will not restrict our
study to this case. Figure 2-3 shows one possible physical implementation of a t-port

and an r-port.

Access-links
Access-links

t-port r-port

Figure 2-3: Physical implementation of a t-port (left) and an r-port (right). In the t-
port, data from the access-links modulate the lasers. The laser output is transported
through the AON backbone to an r-port. In the r-port, the receiver receives data -
from the backbone and converts it to data streams ready to be accepted by the ATM
network.

Local ATM networks group long distance packets into bit streams according to the
destination and route the bit streams to the appropriate access-links on the t-ports.
The size of each bit stream is at most one basic channel. If the amount of traffic for

the same destination is more than one basic channel, then multiple access-links are
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used for that same destination. Each t-port contains many laser transmitters. (There
are a variety of lasers commercially available including distributed feedback (DFB)
lasers, and distributed bragg reflector (DBR) lasers. A good reference on optical
device technology is [ST 91].)

The laser is modulated by the data on the attached access-link. Depending on

* the modulation method and whether the bit-streams are electrical or optical, optical

to electronic conversion and data format conversion may be needed before the bit

“'streams can modulate the lasers. In any case, the laser output will carry the data

e - S

information contained on the access-link.

The backbone configuration, including the transmitter and receiver tuning state,
sets up bit pipes and determines the destination r-port for each optical bit stream.
The r-ports provide a receiver for each optical bit stream received, and convert the bit
streams to the appropriate format compatible to the local network. After conversion,

the bit streams are sent via the access-links to the local network. The receiving local

ATM networks then sort the received data and route them to their final destinations. - - -~

In essence, the AON backbone creates bit-pipes of size equal to one or more basic

channels between t-ports and r-ports. Cooperating with the AON backbone, the local

networks utilize the bit-pipes to transport their long distance traffic. For example, to ==

set up a long distance connection from local network LAN-t to local network LAN-r,
first, LAN-t sends out a connection request specifying the destination and the size
of the connection (in multiples of one basic channel). Then, assuming the LAN-r
agrees to the connection, the AON finds (or creates) a bit-pipe of the appropriate
size connecting from the t-port of LAN-t to the r-port of LAN-r. Finally, the AON
informs the local networks which access-links to use to receive the data.

The AON backbone limits the size of the bit stream on each access-link to be at
most one channel. Therefore, if the instantaneous long distance traffic wanting to
use the same access-link exceeds the size of one basic channel, then those packets
should be queued up within the local network. (This is assuming no other access-link

that goes to the same destination is available.) At no time should the traffic on an

. access-link exceed one basic channel rate. Similarly, the receiving local network must
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- are then passed to the ATM network, which deaggregates the streams into packets - -

have the capability of receiving bit streams of size equal to the channel rate.

A star coupler is an s x s device such that each output simultaneously receives
all the inputs with the power reduced by a factor of s. A star coupler acts as a
s x 1 wavelength multiplexer when only one of the outputs is used, and all inputs

operate on different wavelengths. We utilize stars as wavelength multiplexers in the

t-ports. Star couplers multiplex the transmitter outputs of different wavelengths onto. ..

the same fiber so the fiber capacity can be fully utilized.

R-ports use star couplers in conjunction with coherent receivers as wavelength
demultiplexers. Bit streams arrive from the backbone to the stars in the r-ports.
Only one input of each star is used. The stars split the active input evenly among
the outputs, and each tunable receiver listens to the appropriate wavelength. The

receiver then converts the data to the appropriate form. The converted data streams

and routes the packets to the appropriate final destinations.

- +The transmitters and receivers within the ports are generally tunable, although. .-

" in'most cases they can be fixed. This is because aggregated traffic appears static and -

R o T

the inter-network traffic does not change. This means that bit pipes, which are set
up according to inter-network traffic, need not be changed. If a particular bit stream
is directed to a particular destination, then this bit stream will simply be routed by
the local network to the access-link that is connected to a transmitter transmitting
to the correct destination r-port.

The number of stars used in an AON port depends on the throughput of the AON
port and the topology of the backbone. The most efficient network has its stars filled
to capacity.

In summary, AON ports are interfaces between the backbone and the local ATM
networks. The t-ports receive data streams from the ATM networks and put them

on the appropriate bit-pipe to be transported by the backbone. Similarly, the r-ports

“demultiplex data received from the backbone into different streams and send them to

be further processed by the destination ATM networks.
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2.4 The traffic model

The traffic model developed here describes the data intensity between t-ports and
r-ports. Since the traffic at a t-port is the aggregation of many small users, it is rea-
sonable to assume that each t-port requires connections to multiple r-ports. Define -
this type of traffic to be multiple connection traffic. Note that this is different than
multi-casting. In multi-casting, the same data is sent to a multiple number of desti-
" nations. In multiple connection traffic, there are independent connections originating
from the same place. All inter-network traffic patterns considered in this thesis are of
this type. Most network studies assume either point to point or broadcast/multi-cast
traffic. Multiple connection traffic has not been previously analyzed.

Let ¢r(7, 7) be the traffic from AON port 7 to AON port 7, i.e., the data rate for
connection (4, j). The collection of ¢r(i,j) V 4,7 defines the traffic matrix.

Another way of representing traffic, besides using a traffic matrix, is by a directed
graph G(V, E). V is the set of vertices representing the AON ports. E is the set of
directed edges representing the traffic between the ports; the weight of the edge from
i to j is simply ¢r (7, j). A zero weight edge is equivalent to no edge at all.

Each tr(i, j) actually contains the aggregation of many end-to-end sessions, but
- for the backbone design, only the values of ¢r(7, j) are important. We are concerned
with three different types of traffic matrix: uniform all-to-all traffic, fized multiple

connection traffic, and variable multiple connection traffic.

2.4.1 The uniform all-to-all (UATA) traffic model

In uniform all-to-all (UATA) traffic, tr(3,j) = ¢, where c is constant for all 7 and j.
Every t-port communicates with every r-port, and each connection contains the same
amount of traffic. Let IV, be the number of t-ports and N, be the number of r-ports.
There are N,N; connections in all. In the graph representation, UATA traffic is a
complete graph with edge weight of c.

This traffic model assumes that the local networks have aggregated enough traffic

from the end users such that the traffic flow from one AON port to another is constant.
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- This is reasonable because one would expect the traffic intensity between two major
cities like New York and Los Angeles to vary slowly. The aggregation is assumed
to be uniform so tr(i,7) is the same for any pair of AON ports. (i.e., small cities
aggregated together so the resulting traffic profile matches that of a big city like New
York.)

For simplicity, our study assumes t¢r (i, j) is the same for ¢ = j as for 4 # j. This
is not particularly realistic, but is unimportant when the number of ports is large.

Since the UATA traffic does not change over time, the backbone required can be
passive. The proposed backbone contains passive components that take advantage of
the uniformity of the traffic. The backbone simply provide a static bit pipe between
every port pair.

Even if the UATA model does not reflect the real traffic, it is still beneficial to
*study this model. A network built to support UATA traffic with ¢r (7, j) = ¢ can be

“used to provide connections between port to port, but only with a guaranteed rate - -

of c. In this case, sessions that cause ¢r(i,j) to increase beyond c will be blocked -

or delayed. If tr(z,j) < ¢, then bandwidth is wasted on link (z,7). We would like

to increase ¢ to reduce the probability of blocking, but increasing ¢ will cause the

- bandwidth of many links to be wasted. This type of trade off will be investigated in ...

chapter 4, where we develop a traffic model from the end users’ point of view. In that
model the expected inter-network traffic is UATA, but the actual traffic has a finite
probability of overflowing the bit-pipes in the AON backbone.

Another reason for studying the UATA traffic model is its simplicity. UATA traffic
provides us the first step of research before more general models are studied. The

next two sections describe successive generalizations of this model.

2.4.2 The fixed multiple connection (FMC) traffic model

The first generalization of the traffic model is the Fixed multiple connection (FMC)
traffic. FMC traffic allows tr(4,j) to depend on ¢ and j. However, as the name
suggests, tr(i,j) for a given 7 and j is constant over time. Note that UATA is simply

a special case of FMC.
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Since the FMC traflic is constant over time, a passive backbone can be used. The
backbone sets up fixed bit-pipes between each port pair. Each bit-pipe has fixed
capacity large enough to accommodate the traffic between the connected port pair.
Unfortunately, unlike the UATA network, there is no nice symmetry in the traffic.
The size of each bit-pipe depends on the values of tr(4, j) of the given FMC traffic.

A FMC network can be practical even if the traffic between two ports is not

constant in reality. In that case, tr(i,7) V i,j are the assumed design parameters, -

~=-and the network is built accordingly. The sessions that cause the traffic on connection

(i,j) to exceed that of the designed ¢r (7, j) will be blocked or delayed. One would like
to choose tr(i,j) to be large in order to reduce the amount of blocking, but small

enough to not waste network resources.

2.4.3 The variable multiple connection traffic model

Variable multiple connection traffic (VMC) is a further generalization of the traffic

- mixes described so far. Instead of restricting 7 (s, j) to be a fixed constant, it allows.

some variations. However, since tr(3, j) is the aggregation of a large amount of traffic,

one would expect that the rate of change is slow. It might be sufficient to update the

- support the changing traffic demand. The problem in this case is to design a backbone

network that has flexible port to port connections. The bit-pipes in the VMC network

can be switched between different port pairs according the the changing traffic.
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Chapter 3

The Uniform All-to-All (UATA)
Network

This chapter describes how a uniform all-to-all (UATA) backbone network can be

built to support UATA traffic. The network is efficient and scalable. The only device

used in the UATA network is the Latin Router which is described next.

3.1 The Latin Router

The Latin Router (LR) is a wavelength routing device that routes the input to a
particular output according to the wavelength. LR’s can be implemented physically
on integrated silicon as described in [Dr+ 89], and its technology continues to improve.
We are interested in the functionality of LR’s, and assume perfect implementation.
The functionality of an LR is fully described in [Bar 93]. We will briefly describe it
here.

Let F' be the number of wavelengths used in the WDM backbone. Let k be a
divisor of F'. Define k as the coarseness of the LR. A LR of coarseness k has F/k
inputs and F/k outputs. The inputs of the LR are numbered from 0 to F/k — 1
beginning with the uppermost input and the outputs are numbered in the same
fashion. Wavelength are numbered from 1 to F in the order of increasing wavelength.

Wavelength w on input ¢ will be routed to output 7 if and only if j = i+w—1 mod F/k.
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Figure 3-1 shows an example of a LR with FF=4 and £ = 1.

OOO® —/:1 1— OAL®
OO D —2 2 — CO@ALE
CIRIBIE] — 8 s— OO 0O A
ALAAMN — 4 t— ARIOO®

Figure 3-1: A 4 x 4 Latin Router. The number indicates the wavelength of the data,
and the shape indicates the input position.

Consider a LR with £ = 1. Effectively, the LR provides a bit pipe of size equal
to one wavelength channel between each possible pairing of an input and an output.
Therefore, up to F? simultaneous connections can be supported without blocking. If

R is the bit rate of each wavelength channel, then the capacity of the LR is F2R... ..«

v If k> 1, then the LR is a F//k x F/k device providing a bit pipe between every -~ -

pairing of an input and an output. The size of a bit pipe is & wavelength channels.
In this case, the LR capacity is (%)2 kR = %.

The spectral separation between two wavelengths depends on R. Larger R implies
a larger separation. Since the useful capacity of a fiber is limited, this leads to a
smaller F'. Therefore, for a constant k¥ LR, R can be increased only if the number of
inputs/outputs decreases. This trade off is useful in adjusting the size of the bit-pipes.
This trade off can also be accomplished by keeping R constant and changing k. This
method is especially useful if the size of a wavelength is restricted by the electronic
modulators. In this case, each input is connected to each output by a bit pipe of size
equal to k wavelength channels. Increasing k& increases the size of the bit pipe but
decreases the number of inputs/outputs, which is F/k.

For the backbone, we will be looking at the bit-pipe connections. The LR provides
bit-pipe connections between all input-output pairs. This bit-pipe can be viewed as

one wavelength with rate kR, or k wavelengths with rate R. There is no logical

difference between the two views when considering the bit-pipe connections within
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the LR. However, k£ > 1, gives the network the added ability of splitting the bit-pipes

into smaller units. This added ability is not necessary in the UATA network because

all bit-pipes are of the same size. Therefore, when considering the topology of the - -

UATA backbone, £ = 1 will be assumed.
Also, for k > 1, the port design is different. In this case each bit-pipe can only

~ be utilized fully if £ lasers are operating simultaneously. Consequently, k access-links - -

should be connected to the same bit-pipe, one for each laser. Furthermore, each local

network puts out k bit streams for the same destination r-port.

3.2 All-to-all network design

Let the number of t-ports and r-ports be the same; Ny = N, = N. In the UATA

" network, the traffic between every pair of AON ports is constant; tr(i,j) = ¢. We

can assume ¢ = R because R can be adjusted. A design for ¢ as a fraction of R is

described in section 3.4. Chapter 4 will treat the case where ¢r (s, j) is stochastic and

varies around its mean.

For N < F the network design is simple. Since the LR provides a bit pipe of

“‘rate R between each possible pairing of input and output, by placing the t-ports on ..

the inputs of the LR and the r-ports on the outputs of the LR, the LR provides
a dedicated bit pipe for each connection desired. Therefore, a single LR provides
UATA connections for up to ' AON ports. In the case that N = F, the number of
connections demanded by the traffic is N? = F?, which equals the maximum number
of connections provided by one LR. The LR is used to its capacity for N = F'.

For N > F, group the t-ports in groups of F' and call each group a t-group.
Similarly, form r-groups of size F' with the r-ports. There are [%1 t-groups and [%1
r-groups. Select any t-group and any r-group. The connection required between these
two groups forms an F' x F' UATA traffic matrix. This is efficiently provided by a
single LR. One LR is required to connect each possible pairing of a t-group and a -
r-group, resulting in a total of [ %12 LR’s. Figure 3-2 shows the resulting network for

F=4and N =8.
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Figure 3-2: The all-to-all network. The AON ports are grouped into groups of size
F. Each t-group is connected with each r-group via a LR.

The above design can be extended to the case where N; # N,. In this case, the
number of t-groups is [%{I and the number of r-groups is [%] [%ﬁ] [%-‘ LR’s are
needed, one for each possible pairing of a t-group and an r-group.

If % is not an integer, then there is one t-group and one r-group each of which
contains less than F' ports. This will cause inefficiency because the LR’s connecting to
the incomplete groups are not filled to capacity. This effect is discussed in section 3.5.

There are multiple fibers connecting each AON port to the LR’s. This is required
because each AON port is connected to a multiple number of LR’s. Specifically, each
t-port is connected to [%1 LR’s, and each r-port is connected to [&] LR’s. The

F
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design of the AON port allows multiple fibers. The general port design is described
in section 2.3.3, and the physical implementation is illustrated in figure 2-3. For the
UATA traffic, the design is simpler. Since every frequency is used simultaneously,
the transmitters/receivers are not required to be tunable. Figure 3-3 shows the im-
plementation of a t-port and a r-port for /' = 4 and [%1 = 2. Here, groups of
F = 4 transmitters, each operating on a fixed but different frequency, are combined
together by a multiplexer, which is implemented by a star coupler (see section 2.3.3).

The number of stars, or equivalently the number of out going fibers per port, is

[%_‘ = 2. If N, # N, then the number of stars in a t-port is [%—-‘ and the number of

. _ . M
stars 1n an r-port 1s [ F-|

Access-links Access-links

fixed lasers Stars O

t-port r-port

Figure 3-3: Example of AON ports for the UATA network. Note that the transmitters
and receivers do not need to be tunable. The attached ATM is responsible in choosing
the correct input to the port. There are F' transmitters/receivers attached to each
star.

It is the responsibility of the attached ATM network to route the packet to the
correct access-link, on a t-port, that is connected to the desired fixed tuned trans-
mitter. The optical backbone is a passive device, providing a bit pipe connection
between every pair of AON ports. Therefore, the selected transmitter determines the

destination port of a packet. The receivers are fixed tuned. Each access-link on an

r-port contains data from the same fixed t-port origin.
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3.2.1 UATA network with very large &

We have designed a UATA network where there is a bit-pipe connecting each t-port
to each r-port, and each bit-pipe contains & wavelengths. The coarseness k, can-be
any integer fraction of F', where F is the total number of available wavelengths on a
fiber. There may be cases where k£ > F' is desirable. In those cases, the UATA simply
connects each port pair by [k/F'] fibers. The conservation of fibers using LR’s no
longer exists. We are more interestedv in cases where k < F. Also, most applications

today are small enough that small £ will lead to enough aggregation for our purpose.

3.3 Scalability of the UATA design

This section demonstrates the scalability of the UATA network designed in the previ-

--ous section. Here, scalability is defined as the ability to grow the network by adding.......

components and not tearing down any existing hardware. The UATA network is
scalable, and the number of ports is increased at increments of F'.

Figure 3-4 demonstrates how an N port UATA network can be built from an
N — F port UATA network. Increasing the number of ports by F' causes the addition
of one t-group and one r-group. Because of the added groups, the network needs
additional LR’s to connect all the additional pairings of the groups. The resulting
N port UATA network contains the original N — 1 port UATA network. No existing
connection nor component is deleted in the process. Therefore, the UATA network is
scalable.

Note that asymmetric scaling is possible. One can increase the number of t-ports
by pF' and, at the same time, increase the number of r-ports by ¢F where p and g
are non-negative integers not necessarily equal to each other. There are p additional
t-groups and ¢ additional r-groups. The network requires additional LR’s to connect
the added pairings of the groups.

The hardware in the original AON ports need not be changed because scaling does
not delete any old connection but only adds new ones. Therefore, if the number of

r-ports is increased by gF' then the original t-ports will have to add ¢F access-links
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Figure 3-4: Scalability of the UATA network. The UATA network of N ports contains
an N — F port UATA network.

and lasers, and ¢ stars. Similarly, if the number of t-ports is increased by pF, then

the original r-ports will have to add pF' access-links and receivers, and p stars. -« -=womwe

3.4 Time sharing All-to-all Backbone

As mentioned in the introduction to Part I, it is difficult to independently route TDM
channels in long distance networks. However, we can still employ TDM if all the TDM
channels on one fiber of the same wavelength are combined locally and kept together
throughout the network until they reach the destination. This way, we avoid the
timing problem associated with independent routing of TDM channels. Effectively,
we are using TDM as another level of traffic aggregation. This TDM aggregation is
done in the optical domain.

In this section, each wavelength channel is further divided into T time slots. The
basic channel is a TDM slot on a wavelength, and has average rate R/T. As will be
clear later, independent routing of TDM channels is not required and the construc-
tion is feasible. The AON port design and scheduling is more complicated because

the transmitters/receivers need to be aware of the assigned time slot. Section 3.4.3
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describes the port design in more details.

The main idea in time sharing is to take a UATA network, and apply TDM on
it. Specifically, take a UATA network with 1 wavelength as the port to port bit-pipe
size, and apply TDM so multiple ports can share the same bit pipe. This sharing
is implemented by a device called a multiple access star cluster (MASC). We now

describe specifications for a MASC.

3.4.1 Multiple access star cluster (MASC)

MASC'’s are simple devices made of fibers and stars. Examples are shown in figure 3-5.
MASC’s come in two flavors: combining MASC’s and broadcasting MASC'’s.

A combining MASC has Mb input fibers and b output fibers. Each star of the
combining MASC multiplexes M input fibers onto one output fiber. One can view a
combining MASC as b optical multiplexers in parallel.

Similarly, a broadcasting MASC has M input fibers and Mb output fibers. Each

star broadcasts an input to M outputs.

Combining MASC Broadcasting MASC

Figure 3-5: Multiple access star cluster, MASC’s. The left one is a combining MASC,
the right one is a broadcasting MASC. For both MASC’s, M = 3 and b = 2.

The purpose of the MASC is to allow multiple ports to time share the same
wavelength channel. In the UATA backbone constructed so far, each bit-pipe consists

of a wavelength channel connected between a t-port and an r-port. By replacing
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the ports with MASC’s and allowing multiple ports to connect to the MASC, the
wavelength channel can now be time shared among different pairings of the ports. .
TDM breaks up the wavelength channel into time slotted pieces. This is the basic
idea in the TDM UATA backbone design.

3.4.2 TDM UATA backbone design

M ports

Combining MASC Broadcasting MASC

Figure 3-6: Time shared uniform-all-to-all network. Clusters of M transmitters share
the same bit pipes. Only one t-cluster and one r-cluster is shown.

Let M = +/T where T is the number of time slots. To build a TDM UATA backbone,
first, take an [%1 X [%}-I regular UATA network. Next, replace all the original t-
ports with combining MASC’s and the original r-ports with broadcasting MASC’s. In
order to do the replacement, b, for the MASC’s, must match the number of connecting
fibers in the original ports. This means for the combining MASC’s, b = H%ﬂ / F],
and for the broadcasting MASC’s, b = H%}-I / F] Finally, connect M new t-ports
to each of the combining MASC’s and M new r-ports to each of the broadcasting

MASC’s. The construction is shown in figure 3-6.
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By virtue of the [%1 X [%ﬂ UATA network, each combining MASC has a whole

wavelength bit-pipe connection to any broadcasting MASC. This wavelength is now .

~ broken up into smaller units, which are the time slots. Each of these time slots is- -

assigned to a different pairing of the connecting ports. This implies the existence of
a TDM channel from each t-port to each r-port. This is true for all pairs of MASC’s.
Therefore, the network supports UATA.

Since the backbone contains no switching, the only timing required is when the
time slots merge in the combining MASC’s. No time slot alignment is required be-
tween the different wavelengths. No slot collision is possible once the slots are cor-
rectly merged in the combining MASC’s. In the r-ports, a receiver listens only on
the assigned time slot. Each wavelength on each output of the star is connected to
a dedicated receiver. Therefore, the different wavelengths on different fibers can be
~ timed-independently. Next, we discuss the necessary port modifications for using

TDM.

3.4.3 Port modification for UATA backbone with TDM

In a TDM based UATA network, the basic channel is a TDM slot in a wavelength.

 The average rate of the basic channel is %, but the instantaneous rate is either R or 0. -

These bursty basic channels are the connections between a t-port and a r-port. This
creates a problem for the local networks because the local network must know the
timing of the slot and transmit the data accordingly. This problem can be avoided if
buffers are installed on the access-links of the AON port, (see figure 3-7).

The role of the buffer is to allow the local networks to transmit at a steady rate
of TR while the laser is transmitting at the average rate of TR. Similarly, r-ports should
have buffers in the access-links to store the bursty traffic from the backbone. The
buffers will be emptied by the local network at a constant rate of TR. With the buffers
installed, the backbone will be more transparent to the local network. The local
network will only need to know the average operating data rate, not the timing of
the slots.

Furthermore, access-links that use the same wavelength can share the same laser.
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Figure 3-7: Port design of UATA network with TDM. Buffers are installed in the port-
links to convert between steady and bursty rates. Switches are used to share lasers

operating on the same frequency. Only one t-port is shown, r-ports are analogous. In
this example, FF =2, M =2, and T = 4.
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This is done by using the M x 1 switch, (see figure 3-7). In each t-port, there

are M access-links that are assigned to the same destination MASC because each

" destination MASC is connected to M r-ports. Therefore, these access-links use the

e R L R AN S S

same wavelength, and one laser can be shared among them. Similarly, access-links in - -

the r-ports that receive data from the same MASC can share the same optical receiver

because they use the same wavelength on the same fiber.

The total number of lasers required in a t-port is the number of destination -

MASC’s, which is N/M. The total number of receivers required in a r-port is also
N/M. Note that even with sharing of lasers, each laser is only active in M of the
M? time slots. This is also true with the optical receivers. Therefore, further sharing
of the transmitters or receivers is possible. This can be accomplished by allowing

idle lasers/receivers to be used by other wavelengths. However, this adds complexity

to the network because the network now needs tunable lasers/receivers, coordination -

between the ports, larger switches in the ports, and most critically, synchronization

between the wavelengths. Therefore, this sharing between wavelength does not appear... .-

practical with current technology, and will not be done in our backbone.

3.4.4 Advantage of TDM

TDM increases the number of channels per fiber by reducing the bit rate per channel.
This gives more flexibility to the network, and the advantages are as follows:

First, TDM allows a better matching between the basic channel rate to the port
to port data rate ¢, and hence, better efficiency in the backbone. If ¢ is much smaller
than R, where R is the bit rate of one wavelength channel, then the design without
TDM is very wasteful because the wavelength channels are not filled to its capacity.
TDM divides each wavelength channel into TDM slots, and reduces the basic channel
from one wavelength, R to one TDM slot, R/T. R/T can be adjusted, by changing
T, to match that of c. A more efficient use of the basic channels results in a more
efficient network, and a smaller number of LR’s and fibers is required to support
the same number of AON ports. In other words, efficient allocation of the available

bandwidth can reduce the backbone size.
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Alternatively, instead of reducing the backbone size, one can increase the number
of ports supported. If we keep the number of LR’s, i.e., the maximum throughput
of the backbone, constant, then TDM creates more basic channels in our backbone,
“~and this translates into an increase in the number of AON ports supported by the
backbone. The number of ports is increased by a factor of M at the expense of

reducing the port to port rate by a factor of M?2. At first, this may seem to be

“an unfair trade off, with the number of AON ports increasing linearly and the rate . -

decrease quadratically. However, one must realize that a linear increase in the number
of AON ports corresponds to a quadratic increase in the total number of sessions in a
UATA traffic. Since we have not added any extra resources in the network, the port
to port bandwidth must decrease quadratically.

Furthermore, TDM provides the opportunity for ports connecting to the same

“* MASC to share their time slots. The UATA network without TDM is very rigid and -~

unused bandwidth is simply wasted. With TDM, time slots not being used by one

port can be used by other ports connecting to the same MASC. In fact, one can -

view TDM as another level of aggregation, and this aggregation is done in the optical
“ domain. Of course, this advantage only exists if the time slot assignment is flexible.
We will calculate the advantage of flexible slot assignment in terms of congestion
probabilities in section 4.3.3.

“Having another level of aggregation in the optical domain, as oppose to aggregating
solely in the local networks, provides network architects more options in designing
the network. It may be too costly to use local networks to aggregate to the nominal
wavelength channel rate because large fast switches are required. Using TDM to
aggregate in the optical domain may be more cost effective. Also, aggregating in the

optical domain allows the AON ports to be physically far apart.

3.4.5 Slot re-use in UATA-TDM?

Figure 3-8 represents the logical connections in the UATA network using TDM.
(The connections are logical because the wavelength pipes are drawn separately even

though they may exist on the same fiber.) Each wavelength bit-pipe gathers the data

41



from M t-ports, and then distributes the data to M r-ports. In this setting, M? time
slots are needed on each wavelength pipe, one for each possible t-port r-port pairing.
An interesting question that arises is whether or not one can save the number of time
slots by staggering the inputs and outputs on the bit-pipes.

wavelength pipe

t-ports

Figure 3-8: A logical UATA-TDM network. Each wavelength bit-pipe aggregates the
traffic from M t-ports and transport the traffic to M r-ports.

- Figure 3-9 shows a network such that the inputs and the outputs to the wavelength
pipes are staggered. Conceivably, if an r-port extracts data from the early part of
the pipe and empties one time slot, then the empty slot can be re-used by another

connection further down the pipe. We want to investigate the amount of saving

= by strategically staggering the t-port and r-ports along the wavelength pipes..-We - —- -

will show that at most a factor of 2 saving in the number of time slots is possible.
Therefore, the saving does not appear to warrant the greatly added complexity of the
network, and our UATA-TDM network is reasonable.

For a fair comparison, the out degree of a t-port, (and the in degree of an r-port),
must be the same between the staggered and the non-staggered scheme. Let d be the
out degree of a t-port and the in degree of an r-port. Let T' be the number of time

slots required. For the non-staggered UATA-TDM network,

T= (%)2. (3.1)

This is because each wavelength pipe is connected to & t-ports and & r-ports. (For
simplicity, we have assumed % to be an integer.)

In the staggered scheme, a t-port is connected to the wavelength pipe via a coupler,
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wavelength pipe

Figure 3-9: In a staggered network, the traffic enters and exists the network at various
points of the wavelength pipe. Time slots used at some sections of the pipe may be
re-used by other sections of the pipe.

(see figure 3-10). The data on the pipe is later extracted by an r-port, using an optical ==

switch. Data are taken out of the pipe only when they are switched out by the optical
switch. At one switch, some connections are being switched out to the r-port, while

others are being passed down to the later part of the pipe. A port to port connection

- is wisiting a switch if it either passes through a switch or is switched out by the switch.

Each port to port connection visiting the same switch must use a unique time slot.
Therefore, the number of time slots required is the maximum number of port to port
connections visiting a switch where the maximization is taken over all switches. We

now calculate this maximum.

from t-port to r-port

Figure 3-10: Traffic enters the pipe via optical couplers. Traffic exits the pipe by the
optical switch.

Each t-port can reach d wavelength pipes. Hence, each t-port can reach at most

d r-ports by visiting only one switch. At most dN out of N? of the UATA port to

43



port connections can be established using just one switch visit in each connection. At
- most dN more port to port connections can be established using two switch visits,
etc. The total number of switch visits over the N2 connections is minimized if exactly
dN connections use one visit, exactly dN connections use two visits, and so forth up
to the final dN connections using %’— visits. Therefore, the total number of switch

visits of all N? port to port connections is
N
2dN+2dN+3dN+...+EdN. (3.2)

(Again, for simplicity, we assume % is an integer.) The total number of switches is

dN, which is the number of r-ports multiplied by the in degree of an r-port. Therefore,

dN +2dN +3dN + ...+ YdN
+2dN +3dN + ...+ ¥ _N(N 1) (33)

AN BETAV

is the average number of visits per switch. This means there is one switch where the

- number of visits on that switch is at least % ( %’— + 1). Therefore, the network requires = ..

at least

T> 2—]\; (% +1) (3.4)
number of time slots. This is at most a factor of 2 improvement over the non-staggered
scheme.

Obviously, the staggered scheme is much more complicated to build and control
than the non-staggered scheme. Since the added complexity can achieve at most a
factor of 2 improvement, it does not appear to warrant the effort. Therefore, our
UATA-TDM scheme is reasonable.

It may or may not be possible to achieve the lower bound in expression 3.4 using
the staggered scheme. The t-ports and the r-ports must be ordered in very specific
ways. The strategy required to achieve the upper bound is interesting although it is
tangential to the main topic of the thesis. We have included a discussion on a related

problem in appendix B for the interested readers.
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3.5 Efficiency of the UATA design

This section shows that the UATA design is efficient. Since LR’s are the only backbone
components, other than the AON ports, which act as interfaces, the network is efficient
if all the LR’s are used to their capacity.

Each LR has capacity F2R. “The maximum throughput allowed in the UATA
network is F2R times the number of LR’s. We will show that the network is efficient
if f% and £ are integers and the port to port traffic tr(i, j) = .

If T = M? =1, i.e.,, no TDM, then the number of t-groups equals N;/F. For
general T = M? > 1, the number of t-groups equals Fﬂ]& Similarly the number of

r-groups equals 22. One LR is used for each pairing of an r-group with a t-group.
FM g g

Therefore, the network uses 2% LR’s. The maximum throughput supported by the

network is %FQR = NtNT%. This equals the total traffic rate for the UATA
traffic with N; t-ports, N, r-ports, and traffic rate of % per connection. Therefore,
all the LR’s are filled to capacity, and the network is efficient.

= Note also that since the LR’s are filled to capacity, the input and output fibers
for the LR’s are also filled to capacity. If the TDM time sharing is done by groups
- of ports that are physically close to each other, then most of the long distance fibers
are filled to capacity, and no bandwidth is wasted.

-~ -.In the case in which Fﬂ]\‘z and Fﬂﬁ are not integers, then some inefficiency develops,

though very little. In this case, the maximum throughput supported by the backbone
is [Hq [%1 F2?-Z. and the total traffic rate is N, N,-£.. The difference between the

F M?> Mz
two is (l-%t-l {%-I — %ﬁ%ﬁ) F 2%. The percentage difference is small if N/F is large.

For example, if Ny = N, ~ 100F, then the inefficiency is about two percent.
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Chapter 4

Congestion Probability of the
UATA Backbone

The UATA backbone design supports the UATA traffic exactly. Unfortunately, UATA

traffic often does not accurately represent the actual port to port traffic. However,

-~ the UATA backbone design can still be useful if the port to port traffic approximates. . ... .

UATA. In this chapter, we define a more realistic traffic model. The resulting port
to port traffic approximates the UATA traffic with small variations.

- If the UATA backbone is applied to this new traffic, then it is possible that the
actual aggregated traffic on a bit-pipe exceeds the amount provided by the backbone.
A bit-pipe is congested if it is full and cannot accommodate any new sessions. The
probability of congestion is analyzed in this chapter.

There are many parameters in designing a network. These parameters can be
varied in order to achieve a given probability of congestion. Naturally, one can trade
off between inter-dependent parameters.

If, in addition, cost functions are assigned to both the local n