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Abstract

A signaling pathway transmits information from an upstream system to downstream systems, ideally unidirectionally. A
key bottleneck to unidirectional transmission is retroactivity, which is the additional reaction flux that affects a system
once its species interact with those of downstream systems. This raises the question of whether signaling pathways have
developed specialized architectures that overcome retroactivity and transmit unidirectional signals. Here, we propose a
general mathematical framework that provides an answer to this question. Using this framework, we analyze the ability
of a variety of signaling architectures to transmit signals unidirectionally as key biological parameters are tuned. In
particular, we find that single stage phosphorylation and phosphotransfer systems that transmit signals from a kinase
show the following trade-off: either they impart a large retroactivity to their upstream system or they are significantly
impacted by the retroactivity due to their downstream system. However, cascades of these architectures, which are highly
represented in nature, can overcome this trade-off and thus enable unidirectional information transmission. By contrast,
single and double phosphorylation cycles that transmit signals from a substrate impart a large retroactivity to their
upstream system and are also unable to attenuate retroactivity due to their downstream system. Our findings identify
signaling architectures that ensure unidirectional signal transmission and minimize crosstalk among multiple targets. Our
results thus establish a way to decompose a signal transduction network into architectures that transmit information
unidirectionally, while also providing a library of devices that can be used in synthetic biology to facilitate modular
circuit design.

Author Summary

Although signaling pathways in cells are typically viewed as transmitting information unidirectionally between an 1

upstream and downstream system, such a viewpoint is not accurate in general due to retroactivity. Retroactivity in the 2

added reaction flux that changes the behavior of the upstream system because of the reactions its species participate in to 3

transmit information to downstream processes. Large retroactivity effects are therefore a major bottleneck to 4

unidirectional signal transmission. Thus, a framework that can identify signaling architectures that overcome retroactivity 5

and transmit unidirectional signals (and those that do not) is required to accurately simplify and analyze signal 6

transduction networks. In this work, we develop such a framework and analyze several signaling architectures to test for 7

their ability to transmit unidirectional signals. We find that cascades of signaling cycles that transmit information via 8

kinases are well-suited to unidirectional transmission. In contrast, signaling systems that transmit information via 9

substrates are highly susceptible to effects of retroactivity. They are thus not well-suited to unidirectional signal 10

transmission, which may explain their low frequency of occurrence in natural systems. Our results thus provide key 11

insights into cellular signal transduction, as well as provide a library of devices for synthetic biology that could be used 12

for unidirectional signaling. 13

1 Introduction 14

Cellular signal transduction is typically viewed as a unidirectional transmission of information via biochemical reactions 15

from an upstream system to multiple downstream systems through signaling pathways [1]- [7]. However, without the 16
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presence of specialized mechanisms, signal transmission via chemical reactions is not in general unidirectional. In fact, the 17

chemical reactions that allow a signal to be transmitted from an upstream to downstream systems also affect the 18

upstream system due to the resulting reaction flux. This flux is called retroactivity, which is one of the chief hurdles to 19

one-way transmission of information [8]- [13]. Signaling pathways, typically composed of phosphorylation, 20

dephosphorylation and phosphotransfer reactions, are highly conserved evolutionarily, such as the MAPK cascade [14] 21

and two-component signaling systems [15]. Thus, the same pathways act between different upstream and downstream 22

systems in different scenarios and organisms, facing different effects of retroactivity in different contexts. What then may 23

allow signal transmission to be unidirectional in these different contexts? We hypothesize that, for ideal unidirectional 24

signal transmission, signaling pathways must have specific architectures that overcome retroactivity. In particular, these 25

architectures should impart a small retroactivity to the upstream system (called retroactivity to the input) and should 26

not be affected by the retroactivity imparted to them by the downstream systems (retroactivity to the output). 27

Phosphorylation-dephosphorylation cycles, phosphotransfer reactions, and cascades of these are ubiquitous in both 28

prokaryotic and eukaryotic signaling pathways, playing a major role in cell cycle progression, survival, growth, 29

differentiation and apoptosis [1]- [7], [16]- [19]. Numerous studies have been conducted to analyze such systems, starting 30

with milestone works by Stadtman and Chock [20], [21], [22] and Goldbeter et al. [23], [24], [25], which theoretically and 31

experimentally analyzed phosphorylation cycles and cascades. These systems were further investigated by Kholdenko et 32

al. [26], [27], [28] and Gomez-Uribe et al. [29], [30]. However, these studies considered signaling cycles in isolation, and 33

thus did not investigate the effect of retroactivity. The effect of retroactivity on such systems was theoretically analyzed 34

in the work by Ventura et al. [31], where retroactivity is treated as a “hidden feedback” to the upstream system. 35

Experimental studies then confirmed the effects of retroactivity in signaling systems through in vivo experiments on the 36

MAPK cascade [12], [13] and in vitro experiments on reconstituted covalent modification cycles [9], [11]. These studies 37

clearly demonstrated that the effects of retroactivity on a signaling system manifest themselves in two ways. They cause 38

a slow down of the temporal response of the signaling system’s output to its input and lead to a change of the output’s 39

steady state. 40

In 2008, Del Vecchio et al. demonstrated theoretically that a single phosphorylation-dephosphorylation (PD) cycle 41

with a slow input kinase can attenuate the effect of retroactivity to the output when the total substrate and phosphatase 42

concentrations of the cycle are increased together [8]. Essentially, a sufficiently large phosphatase concentration along 43

with relatively large kinetic rates of modification adjusts the cycle’s internal dynamics very quickly with respect to a 44

relatively slower input, making any retroactivity-induced delays negligible on the time scale of the signal being 45

transmitted [32]. A similarly large concentration of total cycle’s substrate ensures that the output signal is not attenuated 46

with respect to the input signal and that the output’s steady state is not significantly affected by the presence of 47

downstream sites. These theoretical findings were later verified experimentally both in vitro [11] and in vivo [33]. 48

Although a single PD cycle can attenuate the effect of retroactivity to the output, it is unfortunately unsuitable for 49

unidirectional signal transmission. In fact, as the substrate concentration is increased, the PD cycle applies a large 50

retroactivity to the input, causing the input signal to slow down. This was experimentally observed in [33]. The results 51

of [34] further suggest that a cascade composed of two PD cycles and a phosphotransfer reaction could overcome both 52

retroactivity to the input and retroactivity to the output. In [35], it was theoretically found that, for certain parameter 53

conditions, a cascade of PD cycles could attenuate the upward (from downstream to upstream) propagation of 54

disturbances applied downstream of the cascade. These results suggest that PD cycles, phosphotransfer reactions, and 55

their combinations may be able to counteract retroactivity. Thus, signaling architectures composed of PD cycles and 56

phosphotransfer reactions may be ideal candidates for allowing signal transmission to be unidirectional. However, to the 57

best of the authors’ knowledge, no attempt has been made to systematically characterize signaling architectures with 58

respect to their ability to overcome the effects of retroactivity and therefore enable unidirectional signal transmission. 59

This work presents a generalized mathematical framework to identify and characterize signaling architectures that can 60

transmit unidirectional signals. This framework is based on a reaction-rate ordinary differential equation (ODE) model 61

for a general signaling system that operates on a fast timescale relative to its input. Such a model is valid for many 62

signaling systems that transmit relatively slower signals, such as those from slowly varying “clock” proteins that operate 63

on the timescale of the circadian rhythm [36], from proteins signaling nutrient deficiency [37], or from proteins whose 64

concentration is regulated by transcriptional networks which operate on the slow timescale of gene expression [38]. Our 65

framework provides expressions for retroactivity to the input and to the output as well as the input-output relationship of 66

the signaling system. These expressions are given in terms of the reaction-rate parameters and protein concentrations. 67

Based on these expressions, we analyze a number of signaling architectures composed of PD cycles and phosphotransfer 68
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systems. For these architectures, we determine whether their total (modified and unmodified) protein concentrations can 69

be tuned to simultaneously minimize retroactivity to the input and attenuate retroactivity to the output. We focus on 70

total protein concentrations as a design parameter because these appear to be highly variable in natural systems and 71

through the course of evolution, where they may have been optimized to improve systems’ performance [39], [40]. Protein 72

concentration is also an easily tunable quantity in synthetic genetic circuits. We thus identify signaling architectures 73

where we can tune total protein concentrations to both minimize retroactivity to the input and attenuate retroactivity to 74

the output, thus ensuring unidirectional signal transmission. 75

2 Results 76
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Fig 1. Interconnections between a signaling system S and its upstream and downstream systems, along with
input, output and retroactivity signals. (A) Full system showing all interconnection signals: U(t) is the input from the
upstream system to the signaling system, with state variable vector X. Y (t) is the output of the signaling system, sent to the
downstream system, whose state variable is v. R is the retroactivity signal from the signaling system to the upstream system
(retroactivity to the input of S), and S is the retroactivity signal from the downstream system to the signaling system (retroactivity
to the output of S). (B) Ideal input Uideal: output of the upstream system in the absence of the signaling system (R = 0). (C)
Isolated output Yis: output of the signaling system in the absence of the downstream system (S = 0). X is denotes the
corresponding state of S.

In this section, we consider a general signaling system S with state-variable vector of protein concentrations X as shown 77

in Fig. 1A. Each component of X represents the concentration of a species composing system S. This system S is 78

connected between an upstream system from which it receives an input in the form of a protein with concentration U , 79

and a downstream system to which it sends an output in the form of a protein with concentration Y . When the output 80

protein reacts with the species of the downstream system, whose normalized concentrations are represented by state 81

variable v, the resulting reaction flux changes the behavior of the upstream system. We represent this reaction flux as an 82

additional input, S, to the signaling system. Similarly, when the input protein from the upstream system reacts with the 83

species of the signaling system, the resulting reaction flux changes the behavior of the upstream system. We represent 84

this as an input, R, to the upstream system. We call R the retroactivity to the input of S and S the retroactivity to the 85

output of S, using the notation proposed in [8]. For system S to transmit a unidirectional signal, the effects of R on the 86

upstream system and of S on the downstream system must be small. Retroactivity to the input R changes the input from 87
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Uideal to U , where Uideal is shown in Fig. 1B. Thus, for the effect of R to be small, the difference between U and Uideal 88

must be small. Retroactivity to the output S changes the output from Yis to Y , where Yis is shown in Fig 1C, and for the 89

effect of retroactivity to the output to be small, the difference between Yis and Y must be small. An ideal unidirectional 90

signaling system is therefore a system where the input Uideal is transmitted from the upstream system to the signaling 91

system without any change imparted by the latter, and the output Yis of the signaling system is also transmitted to the 92

downstream system without any change imparted to it by the downstream system. Based on this concept of ideal 93

unidirectional signaling system, we then present the following definition of a signaling system that can transmit 94

information unidirectionally. In order to give the following definition, we assume that the proteins (besides the input 95

species) that compose signaling system S are constitutively produced and therefore their total concentrations (modified 96

and unmodified) are constant. The vector of these total protein concentrations is denoted by Θ. 97

Definition 1. We will say that system S is a signaling system that can transmit unidirectional signals for all inputs 98

U ∈ [0, Ub], if Θ can be chosen such that the following properties are satisfied: 99

(i) R is small: this is mathematically characterized by requiring that |Uideal(t)− U(t)| be small for all U ∈ [0, Ub]. 100

(ii) System S attenuates the effect of S on Y : this is mathematically characterized by requiring that |Yis(t)− Y (t)| be 101

small for all U ∈ [0, Ub]. 102

(iii) Input-output relationship: Yis(t) ≈ KUis(t)
m

, for some m ≥ 1, for some K > 0 and for all U ∈ [0, Ub]. 103

Note that Def. 1 specifies that the signaling system must impart a small retroactivity to its input (i) and attenuate 104

retroactivity to its output (ii). In particular, it specifies that these properties should be satisfied for a full range of inputs 105

and outputs, implying that these properties must be guaranteed by the features of the signaling system and cannot be 106

enforced by tuning the amplitudes of inputs and/or outputs. 107

As an illustrative example of the effects of R and S on a signaling architecture, we consider a signaling system S 108

composed of a single PD cycle [8], [11], [33]. The system is shown in Fig. 2A. It receives a slowly varying input signal U 109

in the form of kinase concentration Z generated by an upstream system, and has as the output signal Y the concentration 110

of X∗, which in this example is a transcription factor that binds to promoter sites in the downstream system. Kinase Z 111

phosphorylates protein X to form X∗, which is dephosphorylated by phosphatase M back to X. The state variables X of 112

S are the concentrations of the species in the cycle, that is, X,M,X∗, C1, C2, where C1 and C2 are the complexes formed 113

by X and Z during phosphorylation, and by X∗ and M during dephosphorylation, respectively. The state variable v of the 114

downstream system is the normalized concentration of C, the complex formed by X∗ and p (i.e., v = C
pT

where pT is the 115

total concentration of the downstream promoters). This configuration, where a signaling system has as downstream 116

system(s) gene expression processes, is common in many organisms as it is often the case that a transcription factor goes 117

through some form of covalent modification before activating or repressing gene expression [41]. However, the 118

downstream system could be any other system, such as another covalent modification process, which interacts with the 119

output through a binding-unbinding reaction. We denote the total amount of cycle substrate by 120

XT = X +X∗ + C1 + C2 + C and the total amount of phosphatase by MT = M + C2. 121

According to Def. 1, we vary the total protein concentrations of the cycle, Θ = [XT ,MT ], to investigate the ability of 122

this system to transmit unidirectional signals. To this end, we consider two extreme cases: first, when the total substrate 123

concentration XT is low (simulation results in Figs. 2B, 2C); second, when it is high (simulation results in Figs. 2D, 2E). 124

For both these cases, we change MT proportionally to XT . This is because, for large Michaelis-Menten constants, we have 125

an input-output relationship with m = 1 and K ≈ k1Km2

k2Km1

XT

MT
(details in SI Section 5.2, eqn. (23)) as defined in Def. 1(iii). 126

To maintain the same K for fair comparison between the two cases, we vary MT proportionally with XT . Here, Km1 and 127

k1 are the Michaelis-Menten constant and catalytic rate constant for the phosphorylation reaction, and Km2 and k2 are 128

the Michaelis-Menten constant and catalytic rate constant for the dephosphorylation reaction. These reactions are shown 129

in eqns. (18) in SI Section 5.2. For the simulation results, we consider a sinusoidal input to see the dynamic response of 130

the system to a time-varying signal. For these two cases then, we see from Fig. 2B that when XT (and MT ) is low, R is 131

small, i.e., |Uideal(t)− U(t)| is small (satisfying requirement (i) of Def. 1). This is because kinase Z must phosphorylate 132

very little substrate X, and thus, the reaction flux due to phosphorylation to the upstream system is small. However, as 133

seen in Fig. 2C, for low XT , the signaling system is unable to attenuate S. The difference |X∗is −X∗| is large, and 134

requirement (ii) of Def. 1 is not satisfied for low XT . This large retroactivity to the output is due to the reduction in the 135

total substrate available for the cycle because of the sequestration of X∗ by the promoter sites in the downstream system. 136
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Fig 2. Tradeoff between small retroactivity to the input and attenuation of retroactivity to the output in a
single phosphorylation cycle. (A) Single phosphorylation cycle, with input Z as the kinase: X is phosphorylated by Z to X∗,
and dephosphorylated by the phosphatase M. X∗ is the output and acts on sites p in the downstream system, which is depicted as a
gene expression system here. (B)-(E) Simulation results for ODE model shown in SI Section 5.2 eqn. (19). Common simulation
parameters 1: k(t) = 0.01(1 + sin(0.05t)), δ = 0.01s−1, k1 = k2 = 600s−1, a1 = a2 = 18nM−1s−1, d1 = d2 = 2400s−1,
kon = 10nM−1s−1, koff = 10s−1. (B) Effect of retroactivity to the input with low substrate concentration XT : for ideal input
Zideal, system is simulated with XT = MT = pT = 0; for actual input Z, system is simulated with XT = MT = 10nM,
pT = 100nM . (C) Effect of retroactivity to the output with low substrate concentration XT : for isolated output X∗

is, system is
simulated with XT = MT = 10nM , pT = 0; for actual output X∗, system is simulated with XT = MT = 10nM , pT = 100nM . (D)
Effect of retroactivity to the input with high substrate concentration XT : for ideal input Zideal, system is simulated with
XT = MT = pT = 0; for actual input Z, system is simulated with XT = MT = 1000nM, pT = 100nM . (E) Effect of retroactivity
to the output with high substrate concentration XT : for isolated output X∗

is, system is simulated with XT = MT = 1000nM ,
pT = 0; for actual output X∗, system is simulated with XT = MT = 1000nM , pT = 100nM .

Since XT is low, this sequestration results in a large relative change in the amount of total substrate available for the 137

cycle, and thus interconnection to the downstream system has a large effect on the behavior of the cycle. For the case 138

when XT (and MT ) is high, the system shows exactly the opposite behavior. From Fig. 2D, we see that R is high (thus 139

not satisfying requirement (i) of Def. 1), since the kinase must phosphorylate a large amount of substrate, but S is 140

attenuated (satisfying requirement (ii)) since there is enough total substrate available for the cycle even once X∗ is 141

sequestered. Thus, this system shows a trade-off: by increasing XT (and MT ) we attenuate retroactivity to the output 142

but to the cost of increasing retroactivity to the input. Similarly, by decreasing XT (and MT ), we make retroactivity to 143

the input smaller, but to the cost of being unable to attenuate retroactivity to the output. Therefore, requirements (i) 144

and (ii) cannot be independently obtained by tuning XT and MT . 145

We note that because the signaling reactions, i.e., phosphorylation and dephosphorylation, act on a faster timescale 146

than the input, the signaling system operates at quasi-steady state and the output is able to quickly catch up to changes 147

in the input. It has been demonstrated in [32], [34] that this fast timescale of operation of the signaling system attenuates 148

the temporal effects of retroactivity to the output, which would otherwise result in the output slowing down in the 149

presence of the downstream system. Thus, while the high substrate concentration XT is required to reduce the effect of 150

retroactivity to the output due to permanent sequestration, timescale separation is necessary for attenuating the temporal 151

effects of the binding-unbinding reaction flux [32]. 152

1Association, dissociation and catalytic rate constants (ai, di, ki) and range of total protein concentrations taken from [35]
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2.1 General mathematical model and main theorems 153

The single phosphorylation cycle, while showing some ability to attenuate retroactivity, is not able to transmit 154

unidirectional signals due to the trade-off seen above. We therefore study, with respect to unidirectional signal 155

transmission, different architectures of signaling systems, composed of phosphorylation cycles and phosphotransfer 156

systems which are ubiquitous in natural signal transduction [1]- [7], [14]- [19]. To this end, we first layout the following 157

general ODE model, using reaction-rate equations, that describes any signaling system architecture in the interconnection 158

topology of Fig. 1A: 159

dU

dt
= f0(U,RX,S1v, t) +G1Ar(U,X, S2v),

dX

dt
= G1Br(U,X, S2v) +G1f1(U,X, S3v) +G2Cs(X, v),

dv

dt
= G2Ds(X, v),

Y = IX.

(1)

Here, the variable t represents time, U is the input signal (the concentration of the input species), X is a vector of 160

concentrations of the species of the signaling system, Y is the output signal (the concentration of the output species) and 161

v is the state variable of the downstream system. In the cases that follow, v is the normalized concentration of the 162

complex formed by the output species Y and its target binding sites p in the downstream system. The positive scalar G1 163

captures the timescale separation between the reactions of the signaling system and the dynamics of the input. Since we 164

consider relatively slow inputs, we have that G1 � 1. The positive scalar G2 captures the timescale separation between 165

the binding-unbinding rates between the output Y and its target sites p in the downstream system and the dynamics of 166

the input. Since binding-unbinding reactions also operate on a fast timescale, we have that G2 � 1. We define 167

ε = max
(

1
G1
, 1
G2

)
and thus, ε� 1. Further, the matrices A, B, C and D are constant stoichiometric matrices [42], and 168

f0 and f1 are reaction-rate vectors. The SI Section 5.1 contains a formal treatment of this multi-timescale system. 169

The retroactivity to the input R indicated in Fig. 1A equals (R, r, S1). Here, the parameter R accounts for 170

decay/degradation of complexes formed by the input species with species of the signaling system, thus leading to an 171

additional channel for removal of the input species through their interaction with the signaling system. Similarly, scalar 172

S1 represents decay of complexes formed by the input species with species of the downstream system. This additional 173

decay leads to an effective increase in decay of the input, thus affecting its steady-state. The reaction-rate vector r is the 174

reaction flux resulting from the reactions between species of the upstream system and those of the signaling system. This 175

additional reaction flux affects the temporal behavior of the input, often slowing it down, as demonstrated previously [11]. 176

The retroactivity to the output S of Fig. 1A equals (S1, S2, S3, s). As species of the signaling system are sequestered by 177

the downstream system, their free concentration changes. This is accounted for by the vectors S2 and S3. The reaction 178

rate vector s represents the additional reaction flux due to the binding-unbinding of the output protein with the target 179

sites in the downstream system. For ideal unidirectional signal transmission, the effects of R and S must be small. The 180

ideal input of Fig. 1B, Uideal, is the input when retroactivity to the input R is zero, i.e., when R = S1 = r = 0. The 181

isolated output of Fig. 1C, Yis, is the output when retroactivity to the output S is zero, i.e., when S1 = S2 = S3 = s = 0. 182

In order to provide the main theoretical result of this paper, which provides conditions for which system (1) satisfies 183

Def. 1, it is useful to introduce some definitions. We let v = φ(X) denote the solution to s(X, v) = 0. Since G2 � 1, this 184

captures the quasi-steady state concentration of v. Similarly, we let X = Ψ(U, v) denote the solution to 185

Br(U,X, S2v) + f1(U,X, S3v) = 0. Since G1 � 1, this captures the quasi-steady state concentration of the species of the 186

signaling system X. Finally, we let X = Γ(U) denote the solution to Br(U,X, S2φ(X)) + f1(U,X, S3φ(X)) = 0. For the 187

isolated system as shown in Fig. 1C, we let X = Γis(Uis) denote the solution to Br(Uis, X, 0) + f1(Uis, X, 0) = 0. Further, 188

it can be shown that there exists a function g(S2, S3), such that g(S2, S3) decreases as |S2| and |S3| decrease, and is zero 189

when S2 = S3 = 0 (details in SI Section 5.1). This function captures the dependence of the difference |Γ(U)− Γis(U)| on 190

S2 and S3. We further assume that there exist invertible matrices T and Q, and matrices M and P such that 191

TA+MB = 0, Mf1 = 0 and QC + PD = 0. The assumptions and lemmas that use singular perturbation and 192

contraction theory to arrive at the results that follow are given in SI Section 5.1. For system (1), for some fixed positive 193

constants L0, LΨ, LΓ (definitions in SI Section 5.1), we then have the following results. 194

The first theorem provides an upper-bound on the effect of the retroactivity to the input for system (1). 195
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Theorem 1. The effect of retroactivity to the input is given by:

|Uideal(t)− U(t)| ≤ h1 + h2 + h3

λ
+O(ε), for t ∈ [tb, tf ],

where h1 = supU L0|RΓ(U)|, h2 = supU L0|S1φ(Γ(U))|, 196

h3 = supU,t∈[tb,tf ]

∣∣∣∣∣∣∣∣∣
(
T−1M

∂Γ(U)

∂U
+ T−1MQ−1P

∂φ

∂X

∣∣∣∣
X=Γ(U)

∂Γ(U)

∂U

)
︸ ︷︷ ︸

a

dU
dt

∣∣∣∣∣∣∣∣∣. 197

The next theorem provides an upper-bound on the effect of retroactivity to the output for system (1). 198

Theorem 2. The effect of retroactivity to the output is given by:

|Yis(t)− Y (t)| ≤ ||I||h̄1 + ||I||LΓ
h2 + h̄3

λ
+O(ε), for t ∈ [tf , tb],

where h̄1 = supU LΨ |g(S2, S3)φ(Γ(U))|, h2 = supU L0|S1φ(Γ(U))|, 199

h̄3 = supU,t∈[tb,tf ]

∣∣∣∣∣∣∣∣∣
(
T−1MQ−1P

∂φ(X)

∂X

∣∣∣∣
X=Γ(U)

∂Γ(U)

∂U

)
︸ ︷︷ ︸

b

dU
dt

∣∣∣∣∣∣∣∣∣. 200

The final theorem gives an expression for the input-output relationship of system (1). 201

Theorem 3. The relationship between Yis(t) and Uis(t) is given by:

Yis(t) = IΓis(Uis(t)) +O(ε), for t ∈ [tb, tf ].

202

Theorem 1 provides an upper-bound on |Uideal(t)− U(t)| in terms of expressions h1, h2 and h3. These terms can be
made small making |RΓ|, S1 and a small. We will seek to make these terms small by tuning the total protein
concentrations. For example, for the single phosphorylation cycle of Fig. 2A where the input U equals Z,

|RΓ(U)| = XT

Km1
Z, S1 = 0 and a =

XT

Km1
,

when Km1,Km2 � Z; where Km1 is the Michaelis-Menten constant of the phosphorylation reaction and Km2 is the 203

Michaelis-Menten constant of the dephosphorylation reaction (details in result (i) of SI Section 5.2). Thus, using Theorem 204

1, we find that as XT is made small, |Uideal(t)− U(t)| is made small, thus satisfying requirement (i) of Def. 1. 205

Similarly, Theorem 2 provides an upper-bound on |Yis(t)− Y (t)| in terms of h̄1, h2, h̄3, which can be made small by
making S1, S2, S3 and b small. For the single phosphorylation cycle, where output Y equals X∗, we find that (details in
result (ii) of SI Section 5.2)

S1 = 0, S2 =
pT
XT

, S3 =
δpT
a2MT

and b = 0,

where δ is the rate of dilution and a2 is the rate of association of X∗ and M. Thus, using Theorem 2, we find that as XT

and MT are made large, |Yis(t)− Y (t)| is made small, thus satisfying requirement (ii) of Def. 1. Finally, condition (iii) of
Definition 1 can be analyzed using Theorem 3, which provides an expression for the output, IΓis(Uis). For the single
phosphorylation cycle, this evaluates to (from eqn. (23) in SI Section 5.2):

X∗is(t) ≈ Γ(Zis(t)) ≈
k1Km2

k2Km1

XT

MT
Zis(t),

when Km1,Km2 � Z. Using this expression, MT can be tuned in proportion to XT to satisfy requirement (iii) of Def. 1 206

with m = 1 for some desired input-output gain K. 207
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This way, the above theorems can be used to identify ways to tune the total protein concentration of a signaling 208

system such that it satisfies Def. 1. Thus, based on Theorems 1, 2 and 3, we analyze the following signaling architectures: 209

a double phosphorylation cycle with kinase as input, a phosphotransfer system where the phosphate donor is 210

phosphorylated by the input kinase, a cascade of single phosphorylation cycles, a phosphotransfer system where the input 211

is the phosphate donor that undergoes autophosphorylation, a single phosphorylation cycle with a substrate as input, and 212

a double phosphorylation cycle with a substrate as input. 213

2.2 Double phosphorylation cycle with input as kinase 214
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Fig 3. Tradeoff between small retroactivity to the input and attenuation of retroactivity to the output in a
double phosphorylation cycle. (A) Double phosphorylation cycle, with input Z as the kinase: X is phosphorylated by Z to X∗,
and further on to X∗∗. Both these are dephosphorylated by the phosphatase M. X∗∗ is the output and acts on sites p in the
downstream system, which is depicted as a gene expression system here. (B)-(E) Simulation results for ODE model (31) shown in
SI Section 5.3. Common simulation parameters 1: k(t) = 0.1(1 + sin(0.05t)), δ = 0.01s−1, k1 = k2 =
k3 = k4 = 600s−1, a1 = a2 = a3 = a4 = 18nM−1s−1, d1 = d2 = d3 = d4 = 2400s−1, kon = 10nM−1s−1, koff = 10s−1. (B) Effect of
retroactivity to the input with low substrate concentration XT : ideal input Zideal is simulated with XT = MT = pT = 0, actual
input Z is simulated with XT = 100nM , MT = 10nM , pT = 100nM . (C) Effect of retroactivity to the output with low substrate
concentration XT : for isolated output X∗∗

is , system is simulated with XT = 10nM , MT = 3nM , pT = 0, for actual output X∗∗,
system is simulated with XT = 10nM, MT = 3nM, pT = 100nM . (D) Effect of retroactivity to the input with high substrate
concentration XT : for ideal input Zideal, system is simulated with XT = MT = pT = 0, for actual input Z, system is simulated
with XT = 1200nM,MT = 39nM, pT = 100nM . (E) Effect of retroactivity to the output with high substrate concentration XT :
for isolated output X∗∗

is , system is simulated with XT = 1200nM,MT = 39nM, pT = 0, for actual output X∗∗, system is simulated
with XT = 1200nM,MT = 39nM, pT = 100nM .

Here, we consider a double phosphorylation cycle with a common kinase Z for both phosphorylation cycles as the 215

input and the doubly phosphorylated substrate X∗∗ as the output. This architecture is found in the second and third 216

stages of the MAPK cascade, where the kinase phosphorylates both the threonine and tyrosine sites in a distributive 217

process [43]. This configuration is shown in Fig. 3A. Referring to Fig. 1A, the input signal U is the concentration Z of 218

the kinase and the output signal Y is the concentration X∗∗ of the doubly phosphorylated substrate X. 219

The input kinase is produced at a time-varying rate k(t). All species dilute with a rate constant δ, and the total 220

promoter concentration in the downstream system is pT . The total substrate and phosphatase concentrations are XT and 221

MT , respectively. The Michaelis-Menten constants for the two phosphorylation and the two dephosphorylation reactions 222

are Km1, Km3, Km2 and Km4, respectively. The catalytic reaction rate constants of these reactions are k1, k3, k2 and k4, 223

respectively. The system’s chemical reactions are shown in SI Section 5.3 eqns. (30). As explained before, the parameters 224
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that we tune to investigate retroactivity effects are the total protein concentrations of the phosphorylation cycle, that is, 225

XT and MT . Specifically, using Theorems 1, 2 and 3, we tune XT and MT to verify if this system can transmit a 226

unidirectional signal, according to Definition 1. We therefore find what follows. 227

(i) Retroactivity to the input: In Theorem 1, we provided an upper bound, h1+h2+h3

λ , on |Uideal(t)− U(t)|, which is 228

the term that must be small to satisfy requirement (i) of Def. 1, i.e., to have a small retroactivity to the input. For this 229

system, λ does not depend on XT and MT . Further, we find that h2 = 0, and that to make h1 and h3 small, we must 230

have small XT

Km1
and small XT

MTKm3

k1Km2

k2Km1
. Thus, to have small retroactivity to the input, the parameter XT must be 231

small. (Mathematical details to derive these expressions are in result (i) of SI Section 5.3). 232

(ii) Retroactivity to the output: In Theorem 2, we provided an upper bound on |Yis(t)− Y (t)|. To satisfy requirement 233

(ii) of Def. 1, i.e., to attenuate retroactivity to the output, this upper bound, h̄1+h2+h̄3

λ , must be made small. For this 234

system, we find that h2 = 0 and h̄3 = 0. Further, to make h̄1 small, we must have a small pT
XT

. Thus, to attenuate 235

retroactivity to the output, we must have a large XT . (Mathematical details to derive these expressions are in result (ii) 236

of SI Section 5.3). 237

(iii) Input-output relationship: In Theorem 3, we found an approximate expression for the input-output relationship, 238

i.e., Yis ≈ IΓis(Uis). We use this to find that the X∗∗is ≈ k1k3Km2Km4

k2k4Km1Km3

XT

M2
T
Z2

is, when Km1,Km2,Km3,Km4 � Zis, 239

Km2 � X∗is, Km4 � X∗∗is and MT � Zis. Under these assumptions, this system satisfies requirement (iii) of Def. 1 by 240

tuning the ratio XT

M2
T

to achieve a desired K with m = 2. (Mathematical details to derive these expressions are in result 241

(iii) of SI Section 5.3, eqn. (41)). 242

This system shows a similar trade-off between properties (i) and (ii) as the single phosphorylation cycle. Retroactivity 243

to the input is large when substrate concentration XT (and MT ) increases, because the input Z must phosphorylate a 244

large amount of substrate thus leading to a large reaction flux to Z due to the phosphorylation reaction. However, if XT 245

(and MT ) is made small, the system cannot attenuate the retroactivity to the input, since as the output X∗∗ is 246

sequestered by the downstream system, there is not enough substrate available for the signaling system. Therefore, 247

requirements (i) and (ii) cannot be independently satisfied. 248

These mathematical predictions can be appreciated from the numerical simulations of Figs. 3B-3E and this result is 249

summarized in Fig. 9B. 250

2.3 Phosphotransfer with phosphate donor phosphorylated by the input kinase 251

We now consider a signaling system composed of a phosphotransfer system, whose phosphate donor receives the 252

phosphate group via phosphorylation through a kinase Z. Instances of phosphotransfer systems include the reaction 253

between YPD1 and SKN7 [44], which is a central component of the osmotic stress response of yeast. Such a system was 254

also implemented as a synthetic insulation device in [34], where kinase JH1 phosphorylates STAT5-HKRR, which then 255

transfers the phosphate group to YPD1 through phosphotransfer. This architecture is shown in Fig. 4A. In this case, the 256

input signal U of Fig. 1A is Z, which is the concentration of kinase Z that phosphorylates the phosphate donor X1, which 257

then transfers the phosphate group to protein X2. The output signal Y in Fig. 1A is then X∗2 , which is the concentration 258

of the phosphorylated substrate X∗2. Protein X∗2 is dephosphorylated by phosphatase M. Total concentrations of proteins 259

X1, X2 and M are XT1, XT2 and MT , respectively. The Michaelis-Menten constants for the phosphorylation of X1 by Z 260

and dephosphorylation of X∗2 by M are Km1 and Km3, and the catalytic rate constants of these are k1 and k3, 261

respectively. The association rate constant of complex formation by X∗2 and X1 is a3. These reactions are shown in eqns. 262

(46) in SI Section 5.4. The total concentration of promoter sites in the downstream system is pT . The input Z is 263

produced at a time-varying rate k(t). As before, the parameters we change to analyze the system for unidirectional signal 264

transmission are its total protein concentrations, XT1, XT2 and MT . Using Theorems 1, 2 and 3, we analyze the system’s 265

ability to transmit unidirectional signals as per Definition 1 as XT1, XT2 and MT are varied. This is done as follows. 266
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Fig 4. Tradeoff between small retroactivity to the input and attenuation of retroactivity to the output in a
phosphotransfer system. (A) System with phosphorylation followed by phosphotransfer, with input Z as the kinase: Z
phosphorylates X1 to X∗

1. The phosphate group is transferred from X∗
1 to X2 by a phosphotransfer reaction, forming X∗

2, which is in
turn dephosphorylated by the phosphatase M. X∗

2 is the output and acts on sites p in the downstream system, which is depicted as
a gene expression system here. (B)-(E) Simulation results for ODE (47) in SI Section 5.4. Common parameters1: k(t) =
0.01(1 + sin(0.05t)), δ = 0.01s−1, k1 = k2 = k4 = 15s−1, a1 = a2 = a3 = a4 = 18nM−1s−1, d1 =
d2 = d3 = d4 = 2400s−1, kon = 10nM−1s−1, koff = 10s−1. (B) Effect of retroactivity to the input with low substrate concentration
XT1: for ideal input Zideal, system is simulated with XT1 = XT2 = MT = pT = 0; for actual input Z, system is simulated with
XT1 = MT = 3nM, XT2 = 1200nM, pT = 100nM . (C) Effect of retroactivity to the output with low substrate concentration XT1:
for isolated output X∗

2,is, system is simulated with XT1 = MT = 3nM, XT2 = 1200nM, pT = 0; for actual output X∗
2 , system is

simulated with XT1 = MT = 3nM, XT2 = 1200nM, pT = 100nM . (D) Effect of retroactivity to the input with high substrate
concentration XT1: for ideal input Zideal, system is simulated with XT1 = XT2 = MT = pT = 0; for actual input Z, system is
simulated with XT1 = MT = 300nM, XT2 = 1200nM, pT = 100nM . (E) Effect of retroactivity to the output with high substrate
concentration XT1: for isolated output X∗

2,is, system is simulated with XT1 = MT = 300nM, XT2 = 1200nM, pT = 0; for actual
output X∗

2 , system is simulated with XT1 = MT = 300nM, XT2 = 1200nM, pT = 100nM .

(i) Retroactivity to the input: As before, we minimize the terms h1, h2 and h3 as described in Theorem 1 to have a 267

small retroactivity to the input and satisfy requirement (i) of Def. 1. We find that h2 = 0 and that for small h1 and h3, 268

we must have small XT1

Km1
. Thus, for small retroactivity to the input, we must have small XT1. (Mathematical details to 269

derive these expressions are in result (i) of SI Section 5.4). 270

(ii) Retroactivity to the output: To satisfy requirement (ii) of Def. 1, i.e., to attenuate retroactivity to the output, we 271

must have small h̄1, h2 and h̄3 as defined in Theorem 2. We find that for this system h2 = 0 and h̄3 = 0. Further, for h̄1 272

to be small, pT
XT2

and δpT
a3XT1

must be small. Thus, for a small retroactivity to the output, we must have large XT1 and 273

XT2. (Mathematical details to derive these expressions are in result (ii) of SI Section 5.4). 274

(iii) Input-output relationship: Using the expression for the input-output relationship given by Theorem 3, we find 275

that X∗2 ≈ k1Km3

k3Km1

XT1

MT
Z when Km1 � Zis and Km4 � X∗2,is. Under these assumptions, this system satisfies requirement 276

(iii) of Def. 1 by tuning the ration XT1

MT
with m = 1. (Mathematical details to derive these expressions are in result (iii) of 277

SI Section 5.4, eqn. (51)). 278

In light of (i) and (ii), we note that the system shows a trade-off in attenuating retroactivity to the input and output. 279

Retroactivity to the input can be made small, by making XT1 (and MT ) small, since kinase Z must phosphorylate less 280

substrate. However, the system with low XT1 is unable to attenuate retroactivity to the output, which requires that XT1 281

be large. This is because, as the output X∗2 is sequestered by the downstream system and undergoes decay as a complex, 282

this acts as an additional channel of removal for the phosphate group from the system, which was received from X∗1. If 283

XT1 (and MT ) is small, this removal of the phosphate group affects the amount of X∗1 in the system to a larger extent 284

that when XT1 is large. Thus, there exists a trade-off between requirements (i) and (ii) of Def. 1. Further, in these two 285

PLOS 10/51



cases (large XT1 and small XT1), we vary MT in proportion to XT1 to satisfy requirement (iii) of Def. 1. 286

This mathematical analysis is demonstrated in the simulation results shown in Figs. 4B-4E and the discussion is 287

summarized in Fig. 9B. 288

2.4 Cascade of single phosphorylation cycles 289
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Fig 5. Tradeoff between small retroactivity to the input and attenuation of retroactivity to the output is
overcome by a cascade of single phosphorylation cycles. (A) Cascade of 2 phosphorylation cycles that with kinase Z as the
input: Z phosphorylates X1 to X∗

1, X∗
1 acts as the kinase for X2, phosphorylating it to X∗

2, which is the output, acting on sites p in
the downstream system, which is depicted as a gene expression system here. Both X∗

1 and X∗
2 are phosphorylated by phosphatase

M. (B), (C) Simulation results for ODEs (61)-(78) in SI Section 5.5 with N = 2. Simulation parameters1: k(t) =
0.01(1 + sin(0.05t))nM.s−1, δ = 0.01s−1, a1 = a2 = 18(nM.s)−1, d1 = d2 = 2400s−1, k1 = k2 = 600s−1. (B) Effect of retroactivity
to the input: for the ideal input Zideal, system is simulated with XT1 = XT2 = MT = pT = 0; for actual input Z, system is
simulated with XT1 = 3nM , XT2 = 1000nM , MT = 54nM, pT = 100nM . (C) Effect of retroactivity to the output: for the
isolated output Yis, system is simulated with XT1 = 3nM , XT2 = 1000nM , MT = 54nM, pT = 0; for the actual output, system is
simulated with XT1 = 3nM , XT2 = 1000nM , MT = 54nM, pT = 100nM .

We have now seen three systems that show a trade-off between attenuating retroactivity to the output and imparting 290

a small retroactivity to the input: the single phosphorylation cycle, the double phosphorylation cycle and the 291

phosphotransfer system, all with a kinase as input. In all three cases, the trade-off is due to the fact that, as the total 292

substrate concentration is increased to attenuate the effect of retroactivity on the output, the system applies a large 293

retroactivity to the input. Thus, the requirements (i) and (ii) of Def. 1 cannot be independently achieved. In [34], a 294

cascade of phosphotransfer systems was found to apply a small retroactivity to the input and to attenuate retroactivity to 295

the output. Further, cascades of single and double PD cycles are ubiquitous in cellular signaling, such as in the MAPK 296

cascade [14], [45]. Motivated by this, here we consider a cascade of PD cycles to determine how a cascaded architecture 297

can overcome this trade-off. We have found that single and double PD cycles, and the phosphotransfer system, show 298

similar properties with respect to unidirectional signal transmission. Thus, our findings are applicable to all systems 299

composed of cascades of single stage systems, such as the single PD cycle, the double PD cycle and the phosphotransfer 300

system analyzed in Section 2.3 (simulation results for cascades of different systems are in SI 5.5 Fig. 11 and Fig. 12). 301

We consider a cascade of two single phosphorylation cycles, shown in Fig. 5A. The input signal is Z, the concentration 302

of kinase Z. Z phosphorylates substrate X1 to X∗1, which acts as a kinase for substrate X2, phosphorylating it to X∗2. Both 303

X∗1 and X∗2 are dephosphorylated by a common phosphatase M. The output signal is X∗2 , the concentration of X∗2. 304

The input Z is produced at a time-varying rate k(t), and all species dilute with rate constant δ. The substrate of the 305

cycles are produced at constant rates kX1 and kX2, respectively, and the phosphatase is produced at a constant rate kM . 306

We then define XT1 = kX1

δ , XT2 = kX2

δ and MT = kM
δ . The concentration of promoter sites in the downstream system is 307

pT . The Michaelis-Menten constants for the phosphorylation and dephosphorylation reactions are Km1 and Km2, 308

respectively (assuming identical reaction-rate parameters for both cycles), and catalytic rate constants are k1 and k2. The 309

chemical reactions for this system are shown in eqns. (54)-(60) in SI Section 5.5. As before, the parameters we vary to 310

PLOS 11/51



analyze this system’s ability to transmit unidirectional signals are XT1, XT2 and MT . Using Theorems 1, 2 and 3, we 311

seek to tune these to satisfy the requirements of Def. 1. We find what follows. 312

(i) Retroactivity to the input: To satisfy requirement (i) of Def. 1, we must have small h1, h2 and h3 as defined in 313

Theorem 1. For this system, we find that h1 = h2 = 0. We further find that to make d3 small, XT1

Km1
must be small. Thus, 314

to have a small retroactivity to the input, XT1 must be small. (Mathematical details to derive these expressions are in 315

result (i) of SI Section 5.5). 316

(ii) Retroactivity to the output: As before, we minimize h̄1, h2 and h̄3 from Theorem 2 to satisfy requirement (ii) of 317

Def. 1, i.e., attenuating retroactivity to the output. We find that h2 = 0 and h̄3 = 0. Further, to make h̄1, we must have 318

a small pT
XT2

. Thus, to attenuate retroactivity to the output, XT2 must be large. (Mathematical details to derive these 319

expressions are in result (ii) of SI Section 5.5). 320

(iii) Input-output relationship: Using the expression found in Theorem 3, we find that the input-output relationship is 321

X∗2,is ≈ (k1Km2

k2Km1
)2XT1XT2

M2
T

Zis when Km1,Km2 � Zis. The ratio XT1XT2

M2
T

can thus be tuned such that the system satisfies 322

(iii) of Def. 1 with m = 1. However, as XT2

XT1
increases beyond a point, the second stage of the cascade affects the first 323

stage, and the output begins to saturate with respect to the input, thus not satisfying requirement (iii). In SI 5.5, we 324

have shown that this non-linearity can be reduced by additional cycles, between the first and second cycle, in the cascade 325

up to a certain number of cycles. That is, there exists an optimal number of cycles in the cascade for which the term 326

leading to a non-linear input-output response (shown in eqn. (82) in SI Section 5.5) is minimized. This is because, each 327

downstream cycle affects the response of the cycle directly upstream to it, making it non-linear. For each cycle, these 328

non-linearities add up, and thus the number of terms contributing to the total non-linearity increase with the number of 329

cycles. However, additional cycles reduce the non-linear effect of each individual stage. These two opposing effects make 330

it so that the net non-linearity in the output of the final stage has an optimum. (Mathematical details to derive these 331

expressions are in result (iii) of SI Section 5.5, eqn. (81)). 332

We thus note that the trade-off between attenuating retroactivity to the output and imparting small retroactivity to 333

the input, found in single-stage systems is broken by having a cascade of two cycles. This is because the input kinase Z 334

only directly interacts with the first cycle, and thus when XT1 is made small, the upstream system faces a small reaction 335

flux due to the phosphorylation reaction, making retroactivity to the input small. The downstream system sequesters the 336

species X∗2, and when XT2 is made high, there is enough substrate X2 available for the signaling system to be nearly 337

unaffected, thus attenuating retroactivity to the output. This is verified in Figs. 5B,5C. The trade-off found in the single 338

cycle in Figs. 2B-2E is overcome by the cascade, where we have tuned MT to satisfy requirement (iii) of Def. 1. When 339

the total substrate concentration for a single cycle is low, the retroactivity to the input is small (Fig. 2B) but the 340

retroactivity to the output is not attenuated (Fig. 2C). When the total substrate concentration of this cycle is increased, 341

the retroactivity to the output is attenuated (Fig. 2D) but the input, and therefore the output, are highly changed due to 342

an increase in the retroactivity to the input (Figs. 2D, 2E). When the same two cycles are cascaded, with the low 343

substrate concentration cycle being the first and the high substrate concentration cycle being the second (and MT tuned 344

to maintain the same gain K as the single cycles), retroactivity to the input is small and retroactivity to the output is 345

attenuated (Figs. 5B, 5C). Thus, cascading two cycles overcomes the trade-off found in a single cycle. 346

These results are summarized in Fig. 9E. While the system demonstrated here is a cascade of single phosphorylation 347

cycles, the same decoupling is true for cascaded systems composed of double phosphorylation cycles and phosphorylation 348

cycles followed by phosphotransfer, which as we saw in the previous subsections, show a similar kind of trade-off. 349

Cascades of such systems, with the first system with a low substrate concentration and the last system with a high 350

substrate concentration thus both, impart a small retroactivity to the input, and attenuate retroactivity to the output 351

and are therefore able to transmit unidirectional signals. This can be seen via simulation results in SI Section 5.5, where 352

a cascade of a phosphotransfer system and a single PD cycle is seen in Fig. 11 and a cascade of a single PD cycle and a 353

double PD cycle is seen in Fig. 12. 354

2.5 Phosphotransfer with the phosphate donor undergoing autophosphorylation as 355

input 356

Here, we consider a signaling system composed of a protein X1 that undergoes autophosphorylation and then transfers 357

the phosphate group to a substrate X2, shown in Fig. 6A. An instance of this system is found in the bacterial chemotaxis 358

system, where the protein CheY acquires a phosphate group through a phosphotransfer reaction with CheA, which is a 359

histidine kinase that first undergoes autophosphorylation [46]. The input signal U of Fig. 1A is X1, the concentration of 360
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protein X1 which undergoes autophosphorylation, and the output signal Y of Fig. 1A is X∗2 , the concentration of 361

phosphorylated protein X∗2. The total protein concentrations of substrate X2 and phosphatase M are XT2 and MT , 362

respectively. The total concentration of promoters in the downstream system is pT . Autophosphorylation of a protein 363

typically follows a conformational change that either allows the protein to dimerize and phosphorylate itself, or the 364

conformational change stimulates the phosphorylation of the monomer [47]. Here, we model the latter mechanism for 365

autophosphorylation as a single step with rate constant π1. The Michaelis-Menten constant for the dephosphorylation of 366

X∗2 by M is Km3 and the association, dissociation and catalytic rate constants for this reaction are a3, d3 and k3. The 367

association and dissociation rate constants for the complex formed by X∗1 and X2 are a1 and d1, the dissociation rate 368

constant of this complex into X1 and X∗2 is d2, and the corresponding reverse association rate constant is a2. The input 369

protein X1 is produced at a time-varying rate k(t). Details of the chemical reactions of this system are shown in SI 370

Section 5.6 eqn. (88). We use Theorems 1-3 to analyze this system as per Def. 1 by varying the total protein 371

concentrations XT2 and MT . This is done as follows. 372

co
n
ce
n
tr
a
ti
o
n
(n
M
)

co
n
ce
n
tr
a
ti
o
n
(n
M
)

co
n
ce
n
tr
a
ti
o
n
(n
M
)

co
n
ce
n
tr
a
ti
o
n
(n
M
)

time (s)

time (s) time (s)

time (s)

1.2

0
0 1000

1.2

0
0 1000

1.2

0
0 1000

1.2

0
0 1000

(A)

X1 X∗
1

Signaling System S

output

Downstream System

product

p

X2 X∗
2

M

input

Upstream System

X∗
2,is

X∗
2

X∗
2,is

X∗
2

X1,ideal

X1

X1,ideal

X1

(B) Input signal: low π1, MT (C) Output signal: low π1, MT

(D) Input signal: high π1, MT (E) Output signal: high π1, MT

Fig 6. Attenuation of retroactivity to the output by a phosphotransfer system. (A) System with autophosphorylation
followed by phosphotransfer, with input as protein X1 which autophosphorylates to X∗

1. The phosphate group is transferred from
X∗

1 to X2 by a phosphotransfer reaction, forming X∗
2, which is in turn dephosphorylated by the phosphatase M. X∗

2 is the output
and acts on sites p in the downstream system, which is depicted as a gene expression system here. (B)-(E) Simulation results for
ODE (89) in SI Section 5.6. Common simulation parameters1: k(t) = 0.01(1 + sin(0.05t)), δ = 0.01s−1, k3 = 600s−1, a1 = a2 =
a3 = 18nM−1s−1, d1 = d2 = d3 = 2400s−1, kon = 10nM−1s−1, koff = 10s−1, XT2 = 1200nM . (B) Effect of retroactivity to the
input with low autophosphorylation rate constant π1: for ideal input X1,ideal, system is simulated with π1 = MT = pT = 0; for
actual input X1, system is simulated with π1 = 30nM , MT = 9nM , pT = 100nM . (C) Effect of retroactivity to the output with
low autophosphorylation rate constant π1: for isolated output X∗

2,is, system is simulated with π1 = 30nM , MT = 9nM , pT = 0;
actual output X∗

2 is simulated with π1 = 30nM , MT = 9nM , pT = 100nM . (D) Effect of retroactivity to the input with high
autophosphorylation rate constant π1: for ideal input X1,ideal, system is simulated with π1 = MT = pT = 0; for actual input X1,
system is simulated with π1 = 1500nM , MT = 420nM, pT = 100nM . (E) Effect of retroactivity to the output with high
autophosphorylation rate constant π1: for isolated output X∗

2,is, system is simulated with π1 = 1500nM , MT = 420nM, pT = 0; for
actual output X∗

2,is, system is simulated with π1 = 1500nM , MT = 420nM, pT = 100nM .

(i) Retroactivity to input: We make terms h1, h2 and h3 from Theorem 1 small to satisfy requirement (i) of Def. 1 and 373

have small retroactivity to the input. We find that h2 = 0. Further, we find that to make h1 and h3 small, 2d1a2K
a1d2XT2

, 374

π1(d1+d2)
a1d2XT2

, 2a2K
d2

and π1

d2
must be small, where K = π1Km3

k3MT
. However, not all these terms can be made smaller by varying 375

XT2 and MT alone. Thus, the retroactivity to the input, and whether or not requirement (i) is satisfied, depends on the 376

reaction rate constants of the system, and it is not possible to tune it using total protein concentrations alone. 377

(Mathematical details to derive these expressions are in result (i) of SI Section 5.6). 378

(ii) Retroactivity to output: To attenuate retroactivity to the output (requirement (ii) of Def. 1), we make h̄1, h2 and 379

h̄3 from Theorem 2 small. We find that h2 = 0 and h̄3 = 0. Further we find that, to make h̄1 small, we must have a small 380

PLOS 13/51



pT
XT2

and pT δ
a3MT

. Thus, to attenuate retroactivity to the output, XT2 and MT must be large. (Mathematical details to 381

derive these expressions are in result (ii) of SI Section 5.6). 382

(iii) Input-output relationship: Using Theorem 3, we find that the input-output relationship is X∗2,is ≈ π1Km3

k3MT
X1,is 383

when Km3 � X∗2,is and thus, this system can satisfy Def. 1 (iii) by tuning MT to achieve a desired K with m = 1. 384

(Mathematical details to derive these expressions are in result (i) of SI Section 5.6, eqn. (93)). 385

Thus, we find that the retroactivity to the input cannot be made small by changing concentrations alone. The 386

retroactivity to the output can be attenuated by having a large XT2 and MT , since these can compensate for the 387

sequestration of X∗2 by the downstream system. This signaling system can therefore satisfy requirements (ii) and (iii) for 388

unidirectional signal transmission. While satisfying these requirements does not increase the retroactivity to the input, 389

thus making it possible for it to satisfy requirement (i) as well, retroactivity to the input depends on the reaction-rate 390

parameters, in particular, on the forward reaction rate constant π1 of autophosphorylation of X1. If this is large, the 391

autophosphorylation reaction applies a large reaction flux to the upstream system, thus resulting in a large retroactivity 392

to the input. If π1 is small, this flux is small, and thus retroactivity to the input is small. By the way we have defined 393

cascades (as signals between stages transmitted through a kinase), any cascade containing this system would have it as a 394

first stage. Therefore, even cascading this system with different architectures would not overcome the above limitation. 395

These mathematical predictions can be appreciated in the simulation results shown in Figs. 6B- 6E. The result is 396

summarized in Fig. 9C. 397

2.6 Single cycle with substrate input 398

co
n
ce
n
tr
a
ti
o
n
(n
M
)

co
n
ce
n
tr
a
ti
o
n
(n
M
)

co
n
ce
n
tr
a
ti
o
n
(n
M
)

co
n
ce
n
tr
a
ti
o
n
(n
M
)

time (s)

time (s) time (s)

time (s)

1.2

0
0 1000

1.2

0
0 1000

1.2

0
0 1000

1.2

0
0 1000

(A)

X∗
is

X∗

X∗
is

X∗

X X∗

Z

M

Signaling System S

input output

Downstream System

product

p

Upstream System

Xideal

X

Xideal

X

(B) Input signal: low ZT , MT (C) Output signal: low ZT , MT

(D) Input signal: high ZT , MT (E) Output signal: high ZT , MT

Fig 7. Inability to attenuate retroactivity to the output or impart small retroactivity to the input by single
phosphorylation cycle with substrate as input. (A) Single phosphorylation cycle, with input X as the substrate: X is
phosphorylated by the kinase Z to X∗, which is dephosphorylated by the phosphatase M back to X. X∗ is the output and acts as a
transcription factor for the promoter sites p in the downstream system. (B)-(E) Simulation results for ODE (98) in SI Section 5.7.
Common simulation parameters1: k(t) = 0.01(1 + sin(0.05t)), δ = 0.01s−1, k1 = k2 = 600s−1, a1 = a2 = 18nM−1s−1, d1 = d2 =
2400s−1, kon = 10nM−1s−1, koff = 10s−1. (B) Effect of retroactivity to the input with low kinase concentration ZT : for ideal input
Xideal, system is simulated with ZT = MT = pT = 0; for actual input X, system is simulated with ZT = MT = pT = 100nM . (C)
Effect of retroactivity to the output with low kinase concentration ZT : for isolated output X∗

is, system is simulated with
ZT = MT = 100nM , pT = 0; for actual output X∗, system is simulated with ZT = MT = pT = 100nM . (D) Effect of retroactivity
to the input with high kinase concentration ZT : for ideal for ideal input Xideal, system is simulated with ZT = MT = pT = 0; for
actual input X, system is simulated with ZT = MT = 1000nM , pT = 100nM . (E) Effect of retroactivity to the output with high
kinase concentration ZT : for isolated output X∗

is, system is simulated with ZT = MT = 1000nM , pT = 0; for actual output X∗,
system is simulated with ZT = MT = 1000nM , pT = 100nM .
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Here, we consider a single phosphorylation cycle where the input signal U of Fig. 1A is X, the concentration of the 399

substrate X, and the output signal Y is X∗, the concentration of the phosphorylated substrate. We consider this system 400

motivated by the various transcription factors that undergo phosphorylation before activating or repressing their targets, 401

such as the transcriptional activator NRI in the E. Coli nitrogen assimilation system [48]. However, to the best of our 402

knowledge, based on our literature review, signals are more commonly transmitted through kinases, as opposed to being 403

transmitted by the substrates of phosphorylations. Since these are less represented than the others in natural systems, we 404

ask whether they have any disadvantage for unidirectional transmission, and in fact they do. Note that the system 405

analyzed in Section 2.5 is a system that takes as input a kinase that undergoes autophosphorylation before donating the 406

phosphate group, and is not the same as the system considered here, where the input is a substrate of enzymatic 407

phosphorylation. 408

The signaling system we consider, along with the upstream and downstream systems, is shown in Fig. 7A. The input 409

protein X is produced at a time-varying rate k(t). It is phosphorylated by kinase Z to the output protein X∗, which is in 410

turn dephosphorylated by phosphatase M. X∗ then acts as a transcription factor for the promoter sites in the downstream 411

system. All the species in the system decay with rate constant δ. The total concentration of promoters in the downstream 412

system is pT . The total kinase and phosphatase concentrations are ZT and MT , respectively, which are the parameters of 413

the system we vary. The Michaelis-Menten constants of the phosphorylation and dephosphorylation reactions are Km1 414

and Km2, and the catalytic rate constants are k1 and k2. The chemical reactions of this system are shown in eqn. (97) in 415

SI Section 5.7. Using Theorems 1, 2 and 3, we analyze if this system can transmit a unidirectional signal according to 416

Definition 1 by varying ZT and MT . This is done as follows. 417

(i) Retroactivity to the input: As before, we seek to minimize retroactivity to the input to satisfy requirement (i) of 418

Def. 1 using Theorem 1. However, we find that the terms h1, h2 and h3 cannot be made small by changing ZT and MT , 419

and therefore, retroactivity to the input cannot be made small by tuning these parameters. (Mathematical details to 420

derive these expressions are in result (i) of SI Section 5.7). 421

(ii) Retroactivity to the output: Similarly, we seek to attenuate retroactivity to the output and satisfy requirement (ii) 422

of Def. 1 using Theorem 2. However, we find that h̄1 and h2 cannot be made small by varying ZT and MT . Thus, 423

retroactivity to the output cannot be attenuated by tuning these parameters. (Mathematical details to derive these 424

expressions are in result (ii) of SI Section 5.7). 425

(iii) Input-output relationship: Using the expression in Theorem 3, we find that the input-output relationship is linear 426

with gain K =

(
k1ZT
Km1

k2MT
Km2

+δ

)
when Km1,Km2 � X, that is: 427

X∗is(t) ≈ KXis(t). (2)

The input-output relationship is thus linear, i.e., m = 1, and K can be tuned by varying ZT and MT . The system thus 428

satisfies requirement (iii) of Def. 1. (Mathematical details to derive these expressions are in result (iii) of SI Section 5.7, 429

eqn. (105)). 430

Thus, we find that a signaling system composed of a single phosphorylation cycle with substrate as input cannot 431

transmit a unidirectional signal, since it can neither make retroactivity to the input small nor attenuate retroactivity to 432

the output. This is because, the same protein X is the input (when unmodified) and the output (when phosphorylated). 433

Thus, when X undergoes phosphorylation, the concentration of input X is reduced by conversion to X∗, thus applying a 434

large retroactivity to the input. Now, when X∗ is sequestered by the downstream system, this results in a large flux to 435

both X and X∗, and thus the retroactivity to the output is also large. Cascading such a system would also not enhance its 436

ability to transmit unidirectional signals: if the system were used as the first stage to a cascade, it would apply a large 437

retroactivity to the input for the aforementioned reasons. The way we have defined cascades above, with non-initial stages 438

receiving their input via a kinase, this system cannot be the second stage of a cascade since it takes its input in the form of 439

the substrate. These results are demonstrated in the simulation results shown in Fig. 7B-7E and summarized in Fig. 9F. 440
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2.7 Double cycle with substrate input 441
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Fig 8. Inability to attenuate retroactivity to the output or impart small retroactivity to the input by double
phosphorylation cycle with substrate as input. (A) Double phosphorylation cycle, with input X as the substrate: X is
phosphorylated twice by the kinase K to X∗ and X∗∗, which are in turn dephosphorylated by the phosphatase M. X∗∗ is the output
and acts on sites p in the downstream system, which is depicted as a gene expression system here. (B)-(E) Simulation results for
ODE (98) in SI Section 5.8. Common simulation parameters1: k(t) = 0.01(1 + sin(0.05t)), δ = 0.01s−1, k1 = k2 =
k3 = k4 = 600s−1, a1 = a2 = a3 = a4 = 18nM−1s−1, d1 = d2 = d3 = d4 = 2400s−1, kon = 10nM−1s−1, koff = 10s−1. (B) Effect of
retroactivity to the input with low kinase concentration: for ideal input Xideal, system is simulated with ZT = MT = pT = 0; for
actual input X, system is simulated with ZT = MT = 150nM , pT = 100nM . (C) Effect of retroactivity to the output with low
kinase concentration: for isolated output X∗∗

is , system is simulated with ZT = MT = 100nM , pT = 0; for actual output X∗∗,
system is simulated with ZT = MT = 150nM , pT = 100nM . (D) Effect of retroactivity to the input with high kinase concentration:
for ideal for ideal input Xideal, system is simulated with ZT = MT = pT = 0; for actual input X, system is simulated with
ZT = MT = 1000nM , pT = 100nM . (E) Effect of retroactivity to the output with high kinase concentration: for isolated output
X∗∗

is , system is simulated with ZT = MT = 1000nM , pT = 0; for actual output X∗∗, system is simulated with
ZT = MT = 1000nM , pT = 100nM .

Finally, we consider a double phosphorylation cycle with input signal U of Fig. 1A as the concentration of the substrate, 442

X, and the output signal Y as the concentration of the doubly phosphorylated substrate, X∗∗. Similar to the single 443

phosphorylation cycle, we consider this system to model cases where the input species undergoes double phosphorylation 444

before acting on its downstream targets, such as transcription factor FKHRL1, which is phosphorylated by Akt at its T23 445

and S253 sites [49]. In this system, the signal is transmitted by the kinase Akt and not the substrate. Based on our 446

literature review, we have not found systems where the signal is transmitted by the substrate in such an architecture. We 447

therefore consider this architecture to test whether it has a disadvantage for unidirectional signal transmission. The 448

arrangement is shown in Fig. 8A. All species dilute with rate constant δ. The total concentration of promoters in the 449

downstream system is pT . The total concentration of kinase Z and total concentration of phosphatase M are ZT and MT , 450

respectively. The input X is produced at a time-varying rate k(t). Using Theorems 1, 2 and 3, we vary ZT and MT to 451

investigate if this system can transmit unidirectional signals according to Def. 1. This is done as follows: 452

(i) Retroactivity to the input: Evaluating the terms in Theorem 1, h1 and h2 cannot be made small by tuning ZT and 453

MT , and thus, requirement (i) of Def. 1 is not satisfied. (Mathematical details to derive these expressions are in result (i) 454

of SI Section 5.8). 455

(ii) Retroactivity to the output: Evaluating the terms in Theorem 2, we find that h̄1 and h2 cannot be made small by 456

tuning ZT and MT . Thus, requirement (ii) of Def. 1 is not satisfied. (Mathematical details to derive these expressions are 457

in result (ii) of SI Section 5.8). 458

(iii) Input-output relationship: Using Theorem 3, we find that X∗∗is (t) ≈ KXis(t) for t ∈ [tb, tf ] for large 459

Michaelis-Menten constants, where K can be tuned by tuning the total kinase and phosphatase concentrations ZT and 460
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MT . Thus, the system satisfies requirement (iii) of Def. 1 with m = 1 and a desired K. (Mathematical details to derive 461

these expressions are in result (iii) of SI Section 5.8, eqn. (119)). 462

Thus, similar to the single cycle with substrate as input, the double cycle with substrate as input provides a linear 463

input-output relationship but is not able to impart a small retroactivity to the input, nor is it able to attenuate 464

retroactivity to the output, even upon cascading with other systems. These properties are shown in Fig. 8B-8E, and the 465

results are summarized in Fig. 9G.
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Fig 9. Table summarizing the results. For each inset table, a X(7) for column r implies the system can (cannot) be designed
to minimize retroactivity to the input by varying total protein concentrations, a X(7) for column s implies the system can (cannot)
be designed to attenuate retroactivity to the output by varying total protein concentrations, column m describes the input-output
relationship of the system with m as described in Def. 1(iii). Inset tables with two rows imply that one of the two rows can be
achieved for a set of values for the design parameters: thus, the two rows for systems (A), (B) and (C) show the trade-off between
the ability to minimize retroactivity to the input (first row) and the ability to attenuate retroactivity to the output (second row).
Note that this trade-off is overcome by the cascade (E).

466

3 Discussions 467

The goal of this work was to identify signaling architectures that can overcome retroactivity and thus allow the 468

transmission of unidirectional signals. To achieve this, we have provided analytical expressions for retroactivity to the 469

input and output of a general signaling system composed of reactions such as phosphorylation-dephosphorylation and 470

phosphotransfer with a relatively slow input. We have then considered different signaling architectures, shown in Fig. 9, 471

and have used these expressions to determine whether they have the ability to minimize retroactivity to the input and 472

attenuate retroactivity to the output. We have found that tuning the total protein concentrations of cascaded 473

architectures that transmit information via kinases allows them to transmit unidirectional signals. However, tuning the 474

total protein concentrations of architectures with a substrate a input does not achieve the desired result even when 475

cascaded. 476

We analyzed an architecture composed of a double phosphorylation cycle and an architecture composed of a 477

phosphotransfer system whose phosphate donor undergoes phosphorylation, both transmitting information from an input 478

kinase (Figs. 9B, 9C) . We found that these systems show a trade-off between minimizing retroactivity to the input 479

(which can be achieved with a low substrate concentration) and attenuating retroactivity to the output (which requires a 480

high substrate concentration). This trade-off has been reported in the single phosphorylation cycle before, both 481

theoretically and experimentally [33], [50]. We have further found that when such a system with low substrate 482

concentration is cascaded upstream of another such system with high substrate concentration, this cascade can overcome 483

the trade-off (Fig. 9E). This is because the low substrate concentration stage then interacts (directly) with the input, 484

imparting a small retroactivity to the input, and the high substrate concentration stage interacts (directly) with the 485

targets, attenuating retroactivity to the output. This low-high substrate concentration pattern appears in the MAPK 486
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signaling cascade in the mature Xenopus Oocyte, where the first stage is a phosphorylation cycle with substrate 487

concentration 3nM and the last two stages are double phosphorylation cycles with substrate concentration 1200nM [25]. 488

This low-high pattern indicates an ability to overcome retroactivity and transmit unidirectional signals, and while this 489

structure may serve other purposes as well, it is possible that the substrate concentration pattern has evolved to more 490

efficiently transmit unidirectional signals. 491

We have thus analyzed several different architectures of signaling systems and determined which ones are able to 492

transmit unidirectional signals, thus providing an insight into the structure and function of signaling pathways. Our 493

analysis is based on the assumption that the input signals to the signaling system operate on timescales slower than those 494

of fast signaling reactions. This choice is in light of evidence that PD and phosphotransfer cycles have the ability to 495

overcome retroactivity when processing slower input signals [8], [11], [33], [34]. Further, slow signals are common in 496

natural and synthetic systems, such as signals arising from gene expression [38], nutrient deficiency [37] and the circadian 497

rhythm [36]. Using this timescale separation, we have derived Theorems 1 - 3, providing expressions that can be used to 498

evaluate a signaling system’s ability to transmit unidirectional signals. An open question is whether mechanisms exist 499

that can transmit fast signals unidirectionally. 500

Based on our analysis, pathways that are composed of cascades (Fig. 9E) of kinase-to-kinase phosphorylation (Figs. 501

9A, 9B) and phosphotransfer events (Figs. 9C), are most suited to this kind of signal transduction. These are highly 502

represented architectures in cellular signaling [8]- [13]. In contrast, architectures that do not perform as well, such as 503

those with substrate as input, are not as highly frequent in natural systems. It has also been reported that 504

kinase-to-kinase relationships are highly conserved evolutionarily [51], implying that upon evolution, signaling 505

mechanisms where kinases phosphorylate other kinases are conserved. These facts lend credence to the notion that 506

cellular signaling has been evolving to be more efficient at one-way transmission. 507

For graph-based methods for analyzing cellular networks [52], such as discovering functional modules based on 508

motif-search or clustering, signaling pathway architectures that transmit unidirectional signals can then be treated as 509

directed edges. On the contrary, analysis of signaling systems (such as those with a substrate as input) that do not 510

demonstrate the ability to transmit unidirectional signals must take into account effects of retroactivity. In fact, 511

retroactivity effects could result in crosstalk between different targets of the signaling system, since a change in one target 512

would affect the others by changing the signal being transmitted through the pathway [13]. Our work provides a way to 513

identify signaling pathways that overcome such effects. Further, it provides a library of systems that transmit 514

unidirectional signals, which could be used in synthetic biology to connect genetic components that function on the slow 515

timescale of gene expression, enabling modular circuit design. 516

4 Methods 517

Theorems 1, 2 and 3 are derived using results from singular perturbation theory [53] and contraction theory [54]. Details 518

and assumptions for these are provided in SI Section 5.1. 519

All reactions are modeled as two step reactions. Phosphorylation and dephosphorylation reactions are modeled as 520

Michaelis-Menten reactions, and phosphotransfer reactions are modeled as reversible, two-step reactions resulting in the 521

transfer of the phosphate group via the formation of an intermediate complex. Based on these reactions, as well as 522

production and decay of the various species, ODE models are created for the systems using their reaction-rate equations. 523

These ODE models are then brought to the generalized form (1) shown in Section 2 and analyzed using Theorems 1-3. 524

This analysis is verified using simulations of the full ODE systems run on MATLAB. The numerical ODE solver ode23s 525

was used to run simulations for systems 2.4 and 2.5, and ode15s was used to run simulations for systems 2.2, 2.3, 2.6 and 526

2.7. 527

5 Supplementary Information 528

5.1 Assumptions and Proofs for Theorems 1-3 529

For the general system (1), we make the following Assumptions: 530

Assumption 1. Phosphorylation-dephosphorylation and phosphotransfer reactions typically occur at rates of the order 531

of second−1 [55], [56], much faster than transcription, translation and decay, which typically occur at rates of the order of 532
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hour−1 [57]. Then, G1 � 1. 533

Assumption 2. Binding-unbinding reactions of the output with the promoter sites in the downstream system are much 534

faster than transcription, translation and decay [58]. Then, G2 � 1. 535

Assumption 3. The eigenvalues of ∂(Br+f1)
∂X and ∂s

∂v have strictly negative real parts. 536

Assumption 4. There exist invertible matrices T and Q, and matrices M and P , such that TA+MB = 0, Mf1 = 0 537

and QC + PD = 0. 538

Assumption 5. Let X = Ψ(U, v) be the locally unique solution to f1(U,X, S3v) +Br(U,X, S2v) = 0. We assume 539

Ψ(U, v) is Lipschitz continuous in v with Lipschitz constant LΨ. 540

Assumption 6. Let v = φ(X) be the locally unique solution to s(X, v) = 0. Define the function 541

f(U,X) = X −Ψ(U, φ(X)). Then the matrix ∂f(U,X)
∂X ∈ Rn×n is invertible. 542

Assumption 7. Let Γ(U) be the locally unique solution to Br(U,X, S2v) + f1(U,X, S3v) = 0. We assume that Γ(U) is 543

Lipschitz continuous with Lipschitz constant LΓ. 544

Remark 1. By definition of Γ(U), we have that Γ(U) = Ψ(U, φ(Γ(U))), since v = φ(X) satisfies s(X, v) = 0 and 545

X = Ψ(U,X) satisfies f1(U,X, S3v) +Br(U,X, S2v) = 0. If S2 = S3 = 0, Γ(U) is independent of v, which is denoted by 546

Γis(U). Then, Γis(U) = Ψ(U, 0) since S2 = S3 = 0. Thus, the difference |Γis(U)− Γ(U)| depends on S2 and S3, and is 547

zero when S2 = S3 = 0. We thus sometimes denote Γ(U) as Ψ(U, g(S2, S3)φ(Γ(U))), where g(S2, S3) = 0 if both 548

S2 = S3 = 0. Further, since as ||S2|| and ||S3|| decrease, the dependence of f1(U,X, S3v) +Br(U,X, S2v) on v decreases, 549

by the implicit function theorem, g(S2, S3) decreases as ||S2|| and ||S3|| decrease. 550

Assumption 8. The function f0(U, t) is Lipschitz continuous in U with Lipschitz constant L0. The function r(U,X, v) 551

is Lipschitz continuous in X and v. 552

Assumption 9. The system:

U̇ = f0(U,RΓ(U), S1φ(Γ(U)), t) +G1Ar(U,Γ(U), S2φ(Γ(U)))

is contracting [54] with parameter λ. 553

We now state the following result from [50]: 554

Lemma 1. If the following system:
ẋ = f(x, t)

is contracting with contraction rate λ, then, for the perturbed system:

˙̄x = f(x̄, t) + d(x̄, t),

where there exists a d̄ ≥ 0 such that |d(x̄, t)| ≤ d̄ for all x̄, t, the difference in trajectories for the actual and perturbed
system is given by:

|x(t)− x̄(t)| ≤ e−λt|x(0)− x̄(0)|+ d̄

λ
.

555

We state the following result, adapted from [32], for system (1): 556

Lemma 2. Under Assumptions 1-4, ||X(t)−Ψ (U(t), v(t)) || = O( 1
G1

) and ||v(t)− φ(X(t))|| = O( 1
G2

) for t ∈ [tb, tf ], 557

where Ψ(U, v) is defined in Assumption 5, φ(X) is defined in Assumption 6 and tb is such that ti < tb < tf and tb − ti 558

decreases as G1 and G2 increase. 559
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Proof of Lemma 2. We bring the system to standard singular perturbation form, by defining w = QX + Pv and 560

z = TU +M(X +Q−1Pv). Under Assumption 4, we obtain the following system: 561

ż = Tf0(U,RX,S1v, t),

1

G1
ẇ = Q[Br(U,X, S2v) + f1(U,X, S3v)],

1

G2
v̇ = G2Ds(X, v),

where: U = T−1(z −MQ−1v), X = Q−1(w − Pv).

(3)

Under Assumptions 1-3, this system is in the standard singular perturbation form with ε = max{ 1
G1
, 1
G2
}. We define 562

function W (z, v), such that w = W is a solution to (Br + f1)(z, w, v) = 0 and function V (w) such that v = V is a 563

solution to s(w, v) = 0. Applying singular perturbation, we then have ||w(t)−W (z, v)|| = O( 1
G1

) and 564

||v(t)− V (w)|| = O( 1
G2

). Rewriting these expressions in terms of the original variables, we use the definitions in 565

Assumptions 5 and 6, we have: ||X(t)−Ψ(U, v)|| = O( 1
G1

) and ||v(t)− φ(X)|| = O( 1
G2

). 566

Lemma 3. Under Assumptions 1-6, ||X(t)− Γ(U(t))|| = O(ε), for t ∈ [tb, tf ], where Γ(U) is defined in Remark 1. 567

Proof of Lemma 3. From Lemma 2, we have:

X = Ψ

(
U, φ(X) +O(

1

G2
)

)
+O(

1

G1
)

= Ψ (U, φ(X)) + Ψ

(
U, φ(X) +O(

1

G2
)

)
−Ψ (U, φ(X)) +O(

1

G1
).

Under Assumption 5, using the Lipschitz continuity of Ψ(U, v) we have:

X ≤ Ψ (U, φ(X)) + LΨO(
1

G2
) +O(

1

G1
).

By definition of O, we have: 568

X ≤ Ψ (U, φ(X)) +O(max(
1

G1
,

1

G2
) = ε). (4)

By equation (4), f(U,U) ≤ O(ε), where the function f is defined in Assumption 4. By definition of Γ(U), we have
f(U,Γ(U)) = Γ(U)−Ψ(U, φ(Γ(U))) = 0. Therefore:

f(U,X)− f(U,Γ(U)) ≤ O(ε).

Under Assumption 5, f(U,X) is differentiable. Applying the Mean Value theorem [59], we have:

f(U,X)− f(U,Γ(U)) = (X − Γ(U))
∂f(U,X)

∂X

∣∣∣∣
X=c

≤ O(ε).

Under Assumption 6, the matrix ∂f(U,X)
∂X

∣∣∣∣
X=c

is invertible. Thus,

||X − Γ(U)|| = O(ε).

569

Lemma 4. Under Assumptions 1-6, 8-9, for t ∈ [tb, tf ], |U(t)− Ū(t)| = O(ε) where ū is such that: 570

˙̄U = f0(Ū , RΓ(Ū), S1φ(Γ(Ū)), t) +G1Ar(Ū ,Γ(Ū), S2φ(Γ(Ū))), Ū(0) = U(0). (5)

571
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Proof of Lemma 4.
U̇ = f0(U,RX,S1v, t) +G1Ar(U,X, S2v)

= f0(U,RΓ(U), S1φ(Γ(U)), t) +G1Ar(U,Γ(U), S2φ(Γ(U))) +O(ε),

by Lemmas 2 and 3, since the functions f0 and r are Lipschitz continuous under Assumption 8. Applying Lemma 1 to 572

this system under Assumption 9, we have |U(t)− Ū(t)| = O(ε). 573

Proof of Theorem 1. By definition of Uideal, we have from (1):

U̇ideal = f0(Uideal, 0, 0, t), Uideal(0) = U(0).

We define Ū such that its dynamics are given by (5), that is: 574

˙̄U = f0(Ū , RΓ(Ū), S1φ(Γ(Ū)), t) +G1Ar(Ū ,Γ(Ū), S2φ(Γ(Ū))), Ū(0) = U(0). (6)

By the Lipschitz continuity of f0 under Assumption 8, we have: 575

f0(Ū , RΓ(Ū), S1φ(Γ(Ū)), t) = f0(Ū , 0, 0, t) + h(Ū), (7)

where |h(Ū)| ≤ L0|RΓ(Ū)|+ L0|S1φ(Γ(Ū))|. Thus, |h(Ū)| ≤ h1 + h2. 576

Further define z = TU +MX +MQ−1Pv. Then,

ż = T U̇ +MẊ +MQ−1P v̇ = Tf0(U,RX,S1v, t)

from eqns. (1). Using the expression of U̇ from (1), we then see that

G1Ar(U,X, S2v) = −T−1MẊ − T−1MQ−1P v̇.

By Lemma 2 we have v = φ(X) +O( 1
G2

) for t ∈ [tb, tf ]. By Lemma 3we have X = Γ(U) +O(ε) for t ∈ [tb, tf ]. Thus,

Ẋ =
∂Γ(U)

∂U
U̇, v̇ =

∂φ(X)

∂X

∣∣∣∣
X=Γ

∂Γ(U)

∂U
U̇ for t ∈ [tb, tf ].

This implies that

G1Ar(U,X, S2v) = −T−1M
∂Γ(U)

∂U
U̇ − T−1MQ−1P

∂φ(X)

∂X

∣∣∣∣
X=Γ

∂Γ(U)

∂U
U̇ for t ∈ [tb, tf ].

Then, under Assumption 8, due to the Lipschitz continuity of r and Lemmas 2 and 3,

G1Ar(U,Γ(U), S2φ(Γ(U))) = −T−1M
∂Γ(U)

∂U
U̇ − T−1MQ−1P

∂φ(X)

∂X

∣∣∣∣
X=Γ

∂Γ(U)

∂U
U̇ +O(ε),

for t ∈ [tb, tf ]. Changing variables does not change the result, i.e., we define q(Ū) such that

q(Ū) = G1Ar(Ū ,Γ(Ū), S2φ(Γ(Ū)))

= −T−1M
∂Γ(Ū)

∂Ū
˙̄U − T−1MQ−1P

∂φ(X)

∂X

∣∣∣∣
X=Γ

∂Γ(Ū)

∂Ū
˙̄U +O(ε)

. From the definition of h3 in Theorem 1, we have that |q(Ū)| ≤ h3 +O(ε). Thus, the dynamics of Ū as given by eqn. (6)
can be rewritten using eqn. (7) and q(Ū) = G1Ar(Ū ,Γ(Ū), S2φ(Γ(Ū))) as:

˙̄U = f0(Ū , 0, 0, t) + h(Ū) + q(Ū).

Using Lemma 1 we have that

|Uideal(t)− Ū(t)| ≤ h1 + h2 + h3 +O(ε)

λ
,

for t ∈ [tb, tf ]. From the triangle inequality, we know that |Uideal(t)− U(t)| ≤ |Uideal(t)− Ū(t)|+ |Ū(t)− U(t)|. Using
Theorem 4, we have:

|Uideal(t)− U(t)| ≤ h1 + h2 + h3

λ
+O(ε), for t ∈ [tb, tf ].

577
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Proof of Theorem 2. By definition, Y (t) = IX(t). Under Lemma 3, this implies that Y (t) = IΓ(U(t)) +O(ε). The 578

isolated output is then Yis(t) = IΓis(Uis(t)) +O(ε). Thus, 579

|Yis(t)− Y (t)| = ||I|| |Γ(U)− Γis(Uis)|+O(ε)

≤ ||I|| |Γ(U)− Γis(U)|+ ||I|| |Γis(U)− Γis(Uis)|+O(ε),
(8)

by the triangle inequality. By definition, as seen in Remark 1, Γ(U) = Ψ(U, g(S2, S3)φ(Γ(U))), where g(S2, S3) = 0 for 580

S2 = S3 = 0. Also seen in Remark 1, Γis(U) = Ψ(U, 0). Then, under Assumption 5, 581

|Γ(U)− Γis(U)| ≤ LΨ |g(S2, S3)φ(Γ(U))| ≤ d̄1. (9)

Under Assumption 7, 582

|Γis(U)− Γis(Uis)| ≤ Lγ |U − Uis|. (10)

We now define z = TU +MX +MQ−1Pv. Then, from eqn. (1),

ż = T U̇ +MẊ +MQ−1P v̇ = Tf0(U,RX,S1v, t).

Then,
U̇ = f0(U,RX,S1v, t)− T−1MẊ − T−1MQ−1P v̇.

Comparing the equation above to eqns. (1) we have

G1Ar(U,X, S2v) = −T−1MẊ − T−1MQ−1P v̇.

Thus we have that

G1Ar(U,Γ(U), S2φ(Γ(U)) = −T−1M Γ̇(U)− T−1MQ−1Pφ̇Γ(U)

= −T−1M
∂Γ(U)

∂U
U̇ − T−1MQ−1P

∂φ

∂X

∣∣∣∣
X=Γ

∂Γ(U)

∂U
U̇.

Thus, defining Ū as in eqn. (5), we have:

˙̄U = f0(Ū , RΓ(Ū), S1φ(Γ(Ū)), t)− T−1M
∂Γ(Ū)

∂Ū
˙̄U − T−1MQ−1P

∂φ

∂X

∣∣∣∣
X=Γ

∂Γ(Ū)

∂Ū
˙̄U.

By the Lipschitz continuity of f0 under Assumption 8, this can be written as: 583

˙̄U = f0(Ū , RΓ(Ū), 0, t)− T−1M
∂Γ(Ū)

∂Ū
˙̄U + q2(Ū)− g2(Ū), (11)

where |q2(Ū)| ≤ L0|S1φ(Γ(Ū))| for all Ū . Thus, from the definition of h2 in Theorem 2, we have that |q2(Ū)| ≤ h2.
Further, we have

|g2(U)| =

∣∣∣∣∣
(
T−1MQ−1P

∂φ

∂X

∣∣∣∣
X=Γ

∂Γ(Ū)

∂Ū

)
˙̄U

∣∣∣∣∣ ≤ h̄3, for all Ū , t ∈ [tb, tf ].

Since U̇ = f0(U,RX,S1v, t)− T−1MẊ − T−1MQ−1P v̇, the isolated input dynamics are by definition: 584

U̇is = f0(U,RX, 0, t)− T−1MẊ. By Lemma 3 and under Assumption 8, this can be written as: 585

U̇is = f0(U,RΓ(Uis), 0, t)− T−1M
∂Γ(Uis)

∂Uis
U̇is. (12)

Applying Lemma 1 to systems (11) and (12) under Assumption 9, we have: |Ū(t)− Uis(t)| ≤ h2+h̄3

λ . By the triangle 586

inequality and Lemma 4, 587

|U(t)− Uis(t)| ≤ |U(t)− Ū(t)|+ |Ū(t)− Uis(t)| ≤
h2 + h̄3

λ
+O(ε). (13)

Using (8), (9), (10) and (13), we obtain the desired result. 588
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Proof of Theorem 3. From Remark 1, we see that Γis(Uis) = Ψ(Uis, 0). From Lemma 2, we have
||X is(t)−Ψ(Uis, 0)|| = O(ε). Thus, for yis = IX is, we have

||Yis − IΓis(Uis)|| = O(ε)

. 589

590

5.2 Single cycle with kinase input 591

The reactions for this system are:

Z
δ−−⇀↽−−
k(t)

φ, X
δ−−⇀↽−−
kX

φ, (14)

M
δ−−⇀↽−−
kM

φ, C1, C2, X
∗, C

δ−→ φ, (15)

Z +X
a1−⇀↽−
d1

C1
k1−→ X∗ + Z, Km1 =

d1 + k1

a1
, (16)

X∗ +M
a2−⇀↽−
d2

C2
k2−→M +X, Km2 =

d2 + k2

a2
, (17)

X∗ + p
kon−−⇀↽−−
koff

C. (18)

Using reaction-rate equations, and the conservation law for the promoter pT = p+ C, the ODEs for this system are then: 592

dZ

dt
= k(t)− δZ − a1ZX + (d1 + k1)C1, Z(0) = 0,

dX

dt
= kX − δX − a1ZX + d1C1 + k2C2, X(0) =

kX
δ

= XT ,

dM

dt
= kM − δM − a2X

∗M + (d2 + k2)C2, M(0) =
kM
δ

= MT ,

dC1

dt
= a1ZX − (d1 + k1)C1 − δC1, C1(0) = 0,

dC2

dt
= a2X

∗M − (d2 + k2)C2 − δC2, C2(0) = 0,

dX∗

dt
= k1C1 − a2X

∗M + d2C2 − δX∗ − konX
∗(pT − C) + koffC, X∗(0) = 0,

dC

dt
= konX

∗(pT − C)− koffC − δC, C(0) = 0.

(19)

For the system defined by (19), let MT = M + C2. Then the dynamics of MT are ṀT = kM − δMT ,MT (0) = kM
δ . 593

This gives a constant MT (t) = kM
δ . The variable M = MT − C2 is then eliminated from the system. Similarly, we define 594

XT = X + C1 + C2 +X∗ + C, whose dynamics become ẊT = kX − δXT , XT (0) = kX
δ . Thus, XT (t) = kX

δ is a constant. 595

The variable X = XT − C1 − C2 −X∗ − C can then be eliminated from the system. Further, we non-dimensionalize C 596

with respect to pT , such that c = C
pT

. The system thus reduces to: 597

dZ

dt
= k(t)− δZ − a1Z(XT − C1 − C2 −X∗ − pT c) + (d1 + k1)C1, Z(0) = 0,

dC1

dt
= a1Z(XT − C1 − C2 −X∗ − pT c)− (d1 + k1)C1 − δC1, C1(0) = 0,

dC2

dt
= a2X

∗(MT − C2)− (d2 + k2)C2 − δC2, C2(0) = 0,

dX∗

dt
= k1C1 − a2X

∗(MT − C2) + d2C2 − δX∗ − konX
∗pT (1− c) + koffpT c, X∗(0) = 0,

dc

dt
= konX

∗(1− c)− koffc− δc, c(0) = 0.

(20)
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U Z v c

X [ C1 C2 X∗ ]T3×1 Y , I X∗, [ 0 0 1 ]1×3

G1 max
{
a1XT

δ , d1δ ,
k1
δ ,

a2XT

δ , d2δ ,
k2
δ ,
}

G2 max
{
konpT
δ , koffδ

}
f0(U,RX,S1v, t) k(t)− δZ − δC1 s(X, v) 1

G2
(konX

∗(1− c)− koffc− δc)

r(U,X, S2v) 1
G1

[
−a1ZXT (1− X∗

XT
− C1

XT
− C2

XT
− pT

XT
c) + (d1 + k1)C1 + δC1

]
1×1

f1(u, x, S3v) 1
G1

 0
a2X

∗(MT − C2)− (d2 + k2)C2 − δC2

k1C1 − a2MT (X∗ + δpT
a2MT

c) + a2X
∗C2 + d2C2 − δX∗


3×1

A 1 D 1

B
[
−1 0 0

]T
3×1

C
[

0 0 −pT
]T
3×1

R
[

1 0 0
]
1×3

S1 0

S2
pT
XT

S3
δpT
a2MT

T 1 M
[

1 0 0
]
1×3

Q I3×3 P
[

0 0 pT
]T
3×1

Table 1. System variables, functions and matrices for a double phosphorylation cycle with the kinase for both cycles as
input brought to form (1).

Based on eqns. (20), we bring the system to form (1) as shown in Table 1. 598

We now solve for Ψ, φ and Γ as defined by Assumptions 5, 6 and 7. 599

Solving for X = Ψ(U, v) setting (Br + f1)3×1 = 0, we have: 600

(Br + f1)2 = 0 =⇒ a2X
∗(MT − C2) = ((d2 + k2) + δ)C2.

Under Assumption 1, (d2 + k2)� δ.

Then, MTX
∗ −X∗C2 ≈ Km2C2.

If Km2 � X∗, C2 ≈
X∗MT

Km2
.

(21)

(Br + f1)2 + (Br + f1)3 = 0 =⇒ (k1 − δ)C1 − (k2 − δ)C2 = 0.
601

Under Assumption 1, k1, k2 � δ. Then, C1 =
k2

k1
C2 ≈

k2

k1

X∗MT

Km2
. (22)

(Br + f1)1 = 0 =⇒ a1XT

δ
ZXT (1− X∗

XT
− C1

XT
− C2

XT
− pT
XT

c) = (d1 + k1 + δ)C1.

Under Assumption 1, d1 + k1 � δ.Using (21), (22):

ZXT (1− X∗

XT
− (1 +

k2

k1
)
X∗MT

XTKm2
− pT
XT

c) ≈ Km1
k2

k1

X∗MT

XTKm2
.

Thus, X∗ ≈
ZXT (1− pT

XT
c)(

k2Km1

k1Km2
MT

)
+
(

1 + (1 + k2
k1

) MT

Km2

)
Z
.
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Note that as the input Z becomes very large, the output X∗ saturates to 1

1+(1+
k2
k1

)
MT
Km2

. Since this violates condition (iii) 602

of Def. 1, we must have Km1 � Z and k2Km1

k1Km2
MT � Z. This gives a range of input z for which condition (iii) of Def. 1 is 603

satisfied. Once the input increases so that Km1 � Z and k2Km1

k1Km2
MT � Z are no longer satisfied, condition (iii) does not 604

hold. Under these conditions, the expression for X∗ is then: 605

X∗ ≈ k1Km2

k2Km1

XT

MT
Z(1− pT

XT
c) and X∗is ≈

k1Km2

k2Km1

XT

MT
Zis. (23)

From (21)-(23), we have Ψ(U, v) given by: 606

ψ ≈
[

XT

Km1
Z(1− pT

XT
c), k1

k2
XT

Km1
Z(1− pT

XT
c), k1Km2

k2Km1

XT

MT
Z(1− pT

XT
c)
]T

3×1
. (24)

Solving for φ by setting s(X, v) = 0, we have: 607

konX
∗(1− c) = koffc,

i.e., X∗ −X∗c = kDc,

i.e., φ = c =
X∗

kD +X∗
.

(25)

We can use (24) and (25) to find Γ as defined in Remark 1, and find that it satisfies Assumption 7. We then state 608

without proof the following claims for this system: 609

Claim 1. For the matrix B and functions r, f1 and s defined in Table 1, Assumption 3 is satisfied for this system. 610

Claim 2. For the functions f0 and r and matrices R, S1 and A defined in Table 1, and the functions γ and φ as found 611

above, Assumption 9 is satisfied for this system. 612

For matrices T,Q,M,P defined in Table 1, we see that Assumption 4 is satisfied. Further, for Ψ and φ defined by (24) 613

and (25), Assumption 5 and 6 are satisfied. Thus, Theorems 1, 2 and 3 can be applied to this system to check if the 614

system can transmit unidirectional signals according to Definition 1 by varying XT and MT . 615

Results: (i) Retroactivity to the input: Using Theorem 1, we see that since S1 = 0 from Table 1, h2 = 0. Since
|RΓ(U)| = XT

Km1
Z, to have small h1, we must have a small XT

Km1
. Evaluating the final term, we see that:∣∣∣∣∣

(
T−1M

∂Γ(U)

∂U
+ T−1MQ−1P

∂φ

∂X

∣∣∣∣
X=Γ(U)

∂Γ(U)

∂U

)
U̇

∣∣∣∣∣ =
XT

Km1
|Ż|.

Thus, for a small h3, we must again have a small XT

Km1
. Thus, for a small retroactivity to the input, we must have small 616

XT

Km1
. 617

(ii) Retroactivity to the output: Using Theorem 2, we see that since S1 = 0, h2 = 0. Further, the term 618∣∣∣∣∣
(
T−1MQ−1P ∂φ

∂x

∣∣∣∣
x=γ(u)

∂γ(u)

∂u

)
u̇

∣∣∣∣∣ = 0 since T−1MQ−1P = 0 from Table 1. Thus, h̄3 = 0. For term h̄1 to be small, we 619

see that S2 = S3 = pT
XT

must be small. Thus, to decrease the retroactivity to input, XT must be increased. 620

(iii) Input-output relationship: Using Theorem 3, we know that Xis = Γis +O(ε). Thus, Yis = IΓis +O(ε). Under 621

Remark 1, IΓis = IΨ(Uis, 0) ≈ k1Km2

k2Km1

XT

MT
Zis from (24). Thus, the dimensionless input-output behavior is approximately 622

linear. Thus, from Def. 1(iii) we have that m = 1 and K = k1Km2

k2Km1

XT

MT
which can be tuned by tuning the substrate and 623

phosphatase concentrations XT ,MT . 624

PLOS 25/51



5.3 Double cycle with input as kinase of both phosphorylations 625

The reactions for this system are then:

Z
δ−−⇀↽−−
k(t)

φ, X
δ−−⇀↽−−
kX

φ, (26)

M
δ−−⇀↽−−
kM

φ, C1, C2, C3, C4, X
∗, X∗∗, C

δ−→ φ, (27)

Z +X
a1−⇀↽−
d1

C1
k1−→ X∗ + Z, X∗ +M

a2−⇀↽−
d2

C2
k2−→M +X, (28)

X∗ + Z
a3−⇀↽−
d3

C3
k3−→ X∗∗ + Z, X∗∗ +M

a4−⇀↽−
d4

C4
k4−→ X∗ +M, (29)

X∗∗ + p
kon−−⇀↽−−
koff

C. (30)

Using the reaction-rate equations, the ODEs for this system are: 626

dZ

dt
= k(t)− δZ − a1ZX + (d1 + k1)C1 − a3X

∗Z + (d3 + k3)C3, Z(0) = 0,

dX

dt
= kX − δX − a1ZX + d1C1 + k2C2, X(0) =

kX
δ
,

dM

dt
= kM − δM − a2X

∗M + (d2 + k2)C2 − a4X
∗∗M + (d4 + k4)C4, M(0) =

kM
δ
,

dC1

dt
= a1ZX − (d1 + k1)C1 − δC1, C1(0) = 0,

dC2

dt
= a2X

∗M − (d2 + k2)C2 − δC2, C2(0) = 0,

dX∗

dt
= k1C1 − a2X

∗M − a3X
∗Z + k4C4 + d2C2 + d3C3 − δX∗, X∗(0) = 0,

dC3

dt
= a3X

∗Z − (d3 + k3)C3 − δC3, C3(0) = 0,

dC4

dt
= a4X

∗∗M − (d4 + k4)C4 − δC4, C4(0) = 0,

dX∗∗

dt
= k3C3 − a4X

∗∗M + d4C4 − δX∗∗ − konX
∗∗(pT − C) + koffC, X∗∗(0) = 0,

dC

dt
= konX

∗∗(pT − C)− koffC − δC, C(0) = 0.

(31)

For system (31), let MT = M + C2 + C4. Then its dynamics are ṀT = kM − δMT , MT (0) = kM
δ . This gives a constant 627

MT (t) = kM
δ . The variable M = MT − C2 − C4 can then be eliminated from the system. Similarly, defining 628

XT = X + C1 + C2 +X∗ + C3 + C4 +X∗∗ + C gives a constant XT (t) = kX
δ , and X can be eliminated from the system 629

as X = XT −X∗ −X∗∗ − C1 − C2 − C3 − C4 − C. Further, we define c = C
pT

which the dimensionless form of C. The 630
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U Z v c

x [ C1 C2 X∗ C3 C4 X∗∗ ]T6×1 Y , I X∗∗, [ 0 0 0 0 0 1 ]1×6

G1 max
{
a1XT

δ , d1δ ,
k1
δ ,

a2MT

δ , d2δ ,
k2
δ ,

a3XT

δ , d3δ ,
k3
δ ,

a4MT

δ , d4δ ,
k4
δ

}
G2 max

{
konpT
δ , koffδ

}
f0(U,RX,S1v, t) k(t)− δZ − δC1 − δC3 s(X, v) 1

G2
(konX

∗∗(1− c)− koffc− δc)

r(U,X, S2v) 1
G1

[
−a1ZXT (1− X∗

XT
− X∗∗

XT
− C1

XT
− C2

XT
− C3

XT
− C4

XT
− pT

XT
c) + (d1 + k1)C1 + δC1

−a3ZX
∗ + (d3 + k3)C3 + δC3

]
2×1

f1(U,X, S3v) 1
G1



0
a2X

∗(MT − C2 − C4)− (d2 + k2)C2 − δC2

k1C1 − a2X
∗(MT − C2 − C4)− a3X

∗Z + k4C4 + d2C2 + d3C3 − δX∗

0

a4X
∗∗(MT − C2 − C4)− (d4 + k4)C4 − δC4

k3C3 − a4MT (X∗∗ + δpT
a4MT

c)a4X
∗∗(C2 + C4) + d4C4 − δX∗∗


6×1

A [ 1 1 ]1×2 D 1

B

[
−1 0 0 0 0 0
0 0 0 −1 0 0

]T
6×2

C
[

0 0 0 0 0 −pT
]T
6×1

R
[

1 0 0 1 0 0
]
1×6

S1 0

S2
pT
XT

S3
δpT
a4MT

T 1 M
[

1 0 0 1 0 0
]
1×6

Q I6×6 P
[

0 0 0 0 0 pT
]T
6×1

Table 2. System variables, functions and matrices for a double phosphorylation cycle with the kinase for both cycles as
input brought to form (1).

system then reduces to: 631

dZ

dt
= k(t)− δZ − a1Z(XT −X∗ −X∗∗ − C1 − C2 − C3 − C4 − pT c) + (d1 + k1)C1 − a3X

∗Z + (d3 + k3)C3, Z(0) = 0,

dC1

dt
= a1Z(XT −X∗ −X∗∗ − C1 − C2 − C3 − C4 − pT c)− (d1 + k1)C1 − δC1, C1(0) = 0,

dC2

dt
= a2X

∗(MT − C2 − C4)− (d2 + k2)C2 − δC2, C2(0) = 0,

dX∗

dt
= k1C1 − a2X

∗(MT − C2 − C4)− a3X
∗Z + k4C4 + d2C2 + d3C3 − δX∗, X∗(0) = 0,

dC3

dt
= a3X

∗Z − (d3 + k3)C3 − δC3, C3(0) = 0,

dC4

dt
= a4X

∗∗(MT − C2 − C4)− (d4 + k4)C4 − δC4, C4(0) = 0,

dX∗∗

dt
= k3C3 − a4X

∗∗(MT − C2 − C4) + d4C4 − δX∗∗

− konX
∗∗pT (1− c) + koffpT c, X∗∗(0) = 0,

dC

dt
= konX

∗∗(1− c)− koffc− δc, c(0) = 0.

(32)
This system (32) is brought to form (1) as shown in Table 2. 632

For the system brought to form (1) as seen in Table 2, we now solve for Ψ and φ as defined by Assumptions 5 and 6. 633
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Solving for X = Ψ by setting (Br + f1)6×1 = 0, we have:

(Br + f1)2 = 0 =⇒ a2X
∗
T (MT − C2 − C4) = (d2 + k2 + δ)C2.

Under Assumption 1, (d2 + k2)� δ.

Then, MTX
∗ −X∗C2 −X∗C4 ≈ Km2C2.

(33)

(Br + f1)5 = 0 =⇒ a4X
∗∗(MT − C2 − C4) = (d4 + k4 + δ)C4

Under Assumption 1, d4 + k4 � δ.

Then, MTX
∗∗ −X∗∗C2 −X∗∗C4 ≈ Km4C4.

For Km2 � X∗ and Km4 � X∗∗,

C2 ≈
X∗MT

Km2
and C4 ≈

X∗∗MT

Km4
.

(34)

(Br + f1)5 = 0 and (Br + f1)6 = 0 =⇒ k3C3 ≈ k4C4,

i.e., C3 ≈
k4

k3

X∗∗MT

Km4
.

(35)

(Br + f1)3 = 0 and (Br + f1)4 = 0 =⇒ k1C1 ≈ k2C2,

i.e., C1 ≈
k2

k1

MTX
∗

Km2
.

(36)

634

(Br + f1)4 = 0 =⇒ a3X
∗Z = (d3 + k3)C3,

i.e., from (35),
ZX∗

Km3
= C3 ≈

k4

k3

X∗∗MT

Km4
,

i.e., X∗ ≈ k4Km3

k3Km4

X∗∗MT

Z
.

(37)

635

(Br + f1)1 = 0 =⇒

a1ZXT (1− X∗

XT
− X∗∗

XT
− C1

XT
− C2

XT
− C3

XT
− C4

XT
− pT
XT

c) = (d1 + k1)C1,

i.e., Z

(
1− k4Km3

k3Km4

X∗∗MT

ZXT
− X∗∗

XT
− (

k2

k1
+ 1)

MT

XTKm2

k4Km3

k3Km4

X∗∗MT

Z

−(
k4

k3
+ 1)

X∗∗MT

XTKm4
− pT
XT

c

)
≈ Km1

k2

k1

MT

Km2

k4Km3

k3Km4

X∗∗MT

Z
.

i.e., ZXT (1− pT
XT

c)

≈ X∗∗ +X∗∗
(
k4Km3

k3Km4

MT

Z

)(
MT

Km2
(
k2

k1
+ 1) +MT

k2Km1

k1Km2
+

k3Z

k4Km3
(
k4

k3
+ 1)

)
.

If Km1,Km2,Km3,Km4 � Z and
MT

Z
� 1,

Z

(
1− pT

XT
c

)
≈ X∗∗

(
k4Km3

k3Km4

MT

XT

k2Km1

k1Km2

MT

k̄z

)
,

i.e., X∗∗ ≈ XT

M2
T

Z2 k3Km4

k4Km3

k1Km2

k2Km1

(
1− pT

XT
c

)
.

(38)
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Thus, from (34)-(38), we have the function Ψ(U, v): 636

Ψ ≈



(
ZXT

Km1

)(
1− pT

XT
c
)
,

k1
k2

(
ZXT

Km1

)(
1− pT

XT
c
)
,

k1Km2

k2Km1

(
ZXT

MT

)(
1− pT

XT
c
)
,

Z2XT

MT

1
Km3

k1Km2

k2Km1

(
1− pT

XT
c
)
,

Z2XT

MT

k3
k4Km3

k1Km2

k2Km1

(
1− pT

XT
c
)
,(

Z
MT

)2

XT
k3Km4

k4Km3

k1Km2

k2Km1

(
1− pT

XT
c
)


6×1

. (39)

Solving for φ by setting s(X, v) = 0, we have: 637

konX
∗∗(1− c) = koffc,

i.e., X∗∗ −X∗∗c = kDc,

i.e., φ = c =
X∗∗

kD +X∗∗
.

(40)

We can use (39) and (40) to find Γ as defined in Remark 1, and find that it satisfies Assumption 7. We then state the 638

following claims without proof for this system: 639

Claim 3. For the matrix B and the functions r, f1 and s defined in Table 2, Assumption 3 is satisfied for large 640

Km1,Km2,Km3,Km4. 641

Claim 4. For the functions f0 and r and matrices R, S1 and A defined in Table 2, and the functions γ and φ as found 642

above, Assumption 9 is satisfied for this system. 643

For matrices T,Q,M,P defined in Table 2, we see that Assumption 4 is satisfied. Further, for Ψ and φ defined by (39) 644

and (40), Assumptions 5 and 6 are satisfied. Thus, Theorems 1, 2 and 3 can be applied to this system. 645

Results: (i) Retroactivity to the input: Using Theorem 1, we see that since S1 = 0 from Table 2, h2 = 0. Further,
R|Γ(U)| = Z XT

Km1
+ Z2 XT

MTKm3

k1Km2

k2Km1
. For the final term h3, we evaluate:∣∣∣∣∣

(
T−1M

∂Γ(U)

∂U
+ T−1MQ−1P

∂φ

∂X

∣∣∣∣
X=Γ(U)

∂Γ(U)

∂U

)
U̇

∣∣∣∣∣ =

(
XT

Km1
+ 2Z

XT

MTKm3

k1Km2

k2Km1

)
Ż.

Thus, for small h1 and h3, and therefore small retroactivity to the input, we must have small XT

Km1
and XT

MTKm3

k1Km2

k2Km1
. 646

(ii) Retroactivity to the output: From Table 2, we see that S1 = 0. Thus, h2 = 0. Further, evaluating the expression 647∣∣∣∣∣
(
T−1MQ−1P ∂φ(X)

∂X

∣∣∣∣
X=Γ(U)

∂Γ(U)
∂U

)
U̇

∣∣∣∣∣ gives h̄3 = 0, since T−1MQ−1P = 0. For a small retroactivity to the output, 648

then, we must have small h̄1. Since S3 = 0, we must have a small S2 = pT
XT

. Thus, for a small retroactivity to the output, 649

we must have a large XT . 650

(iii) Input-output relationship: From eqn. (39), we have that: 651

Yis = IXis ≈ IΓis = IΨ(Uis, 0) ≈ XT

M2
T

Z2
is

k3Km4

k4Km3

k1Km2

k2Km1
. (41)
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5.4 Phosphotransfer with kinase as input 652

The reactions for this system are:

Z
δ−−⇀↽−−
k(t)

φ, X1
δ−−⇀↽−−
kX1

φ, (42)

X2
δ−−⇀↽−−
kX2

φ, M
δ−−⇀↽−−
kM

φ, (43)

C1, X
∗
1 , X

∗
2 , C2, C4, C

δ−→ φ, X1 + Z
a1−⇀↽−
d1

C1
k1−→ X∗1 + Z, (44)

X∗1 +X2
a2−⇀↽−
d2

C2
d3−⇀↽−
a3

X1 +X∗2 , X∗2 +M
a4−⇀↽−
d4

C4
k4−→ X2 +M, (45)

X∗2 + p
kon−−⇀↽−−
koff

C. (46)

The ODEs based on the reaction rate equations are: 653

Ż = k(t)− δZ − a1X1Z + (d1 + k1)C1, Z(0) = 0,

Ẋ1 = kX1 − δX1 − a1X1Z + d1C1 + d3C2 − a3X1X
∗
2 , X1(0) =

kX1

δ
,

Ċ1 = a1X1Z − (d1 + k1)C1 − δC1, C1(0) = 0,

Ẋ∗1 = k1C1 − a2X
∗
1X2 + d2C2 − δX∗1 , X∗1 (0) = 0,

Ẋ2 = kX2 − δX2 − a2X
∗
1X2 + d2C2 + k4C4, X2(0) =

kX2

δ
,

Ċ2 = a2X
∗
1X2 + a3X1X

∗
2 − (d2 + d3)C2 − δC2, C2(0) = 0,

Ẋ∗2 = d3C2 − a3X1X
∗
2 − a4X

∗
2M + d4C4 − δX∗2 − konX

∗
2 (pT − C) + koffC, X∗2 (0) = 0,

Ċ4 = a4X
∗
2M − (d4 + k4)C4 − δC4, C4(0) = 0,

Ṁ = kM − δM − a4X
∗
2M + (d4 + k4)C4, M(0) =

kM
δ
,

Ċ = konX
∗
2 (pT − C)− koffC − δC, C(0) = 0.

(47)

For (47), define XT1 = X1 + C1 +X∗1 + C2. Then, ẊT1 = kX1 − δXT1, XT1(0) =
kX1

δ . Thus, XT1(t) =
kX1

δ is a constant 654

at all time t > 0. Similarly, XT2 = X2 + C2 +X∗2 + C3 + C is a constant with XT2(t) =
kX2

δ and MT = M + C3 is a 655

constant with MT (t) = kM
δ for all time t > 0. Thus, the variables X1 = XT1 − C1 −X∗1 − C2, 656

X2 = XT2 − C2 −X∗2 − C3 − C and M = MT − C4 can be eliminated from the system. Further, we define c = C
pT

. The 657

reduced system is then: 658

Ż = k(t)− δZ − a1Z(XT1 − C1 −X∗1 − C2) + (d1 + k1)C1, Z(0) = 0,

Ċ1 = a1Z(XT1 − C1 −X∗1 − C2)− (d1 + k1)C1 − δC1, C1(0) = 0,

Ẋ∗1 = k1C1 − a2X
∗
1 (XT2 − C2 −X∗2 − C4 − pT c) + d2C2 − δX∗1 , X∗1 (0) = 0,

Ċ2 = a2X
∗
1 (XT2 − C2 −X∗2 − C4 − pT c) + a3(XT1 − C1 −X∗1 − C2)X∗2 − (d2 + d3)C2 − δC2, C2(0) = 0,

Ẋ∗2 = d3C2 − a3(XT1 − C1 −X∗1 − C2)X∗2 − a4X
∗
2 (MT − C4) + d4C4 − δX∗2 − konX

∗
2pT (1− c) + koffpT c, X∗2 (0) = 0,

Ċ4 = a4X
∗
2 (MT − C4)− (d4 + k4)C4 − δC4, C4(0) = 0,

ċ = konX
∗
2 (1− c)− koffc− δc, c(0) = 0.

(48)
This system (48) is brought to form (1) as shown in Table 3. 659

We now solve for the functions Ψ and φ as defined by Assumptions 5 and 6. 660
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U Z v c

X [ C1 X∗1 C2 X∗2 C4 ]T5×1 Y , I X∗2 , [ 0 0 0 1 0 ]1×5

G1 max
{
a1XT1

δ , d1δ ,
k1
δ ,

a2XT2

δ , d2δ ,
d3
δ ,

a3XT1

δ , a4MT

δ , d4δ ,
k4
δ

}
G2 max

{
konpT
δ , koffδ

}
f0(U,RX,S1v, t) k(t)− δZ − δC1 s(X, v) 1

G2
(konX

∗
2 (1− c)− koffc− δc)

r(U,X, S2v) 1
G1

(−a1Z(XT1 − C1 −X∗1 − C2) + (d1 + k1)C1 + δC1)

f1(U,X, S3v) 1
G1


0

k1C1 − a2X
∗
1XT2(1− C2

XT2
− X∗2

XT2
− C4

XT2
− pT

XT2
c) + d2C2 − δX∗1 ,

a2X
∗
1XT2(1− C2

XT2
− X∗2

XT2
− C4

XT2
− pT

XT2
c)− (d2 + d3)C2 + a3(XT1 − C1 −X∗1 − C2)X∗2 − δC2,

d3C2 − a4X
∗
2 (MT − C4) + d4C4 + a3(C1 +X∗1 + C2)X∗2 − a3XT1(X∗2 + δpT

a3XT1
c)− δX∗2 ,

a4X
∗
2 (MT − C4)− (d4 + k4)C4 − δC4


5×1

A 1 D 1

B
[
−1 0 0 0 0

]T
5×1

C
[

0 0 0 −pT 0
]T
5×1

R [ 1 0 0 0 0 ]1×5 S1 0

S2 0 S3
pT
XT2

, δpT
a3XT1

T 1 M
[

1 0 0 0 0
]
1×5

Q I5×5 P
[

0 0 0 pT 0
]T
5×1

Table 3. System variables, functions and matrices for a phosphotransfer system with kinase as input brought to form (1).

Solving for X = Ψ by setting (Br + f1)5 = 0, we have:

(Br + f1)1 = 0 =⇒ ZXT1 − ZX∗1 − ZC2 ≈ (Km1 + Z)C1, under Assumption 1.

If Km1 � Z, ZXT1 ≈ Km1C1, i.e., C1 ≈
ZXT1

Km1
.

(Br + f1)2 + (Br + f1)3 + (Br + f1)4 + (Br + f1)5 = 0 =⇒ k1C1 − k4C4 ≈ 0,

i.e., C4 ≈
k1

k4

ZXT1

Km1
.

(Br + f1)5 = 0 =⇒ X∗2MT ≈ (X∗2 +Km4)C4.

If Km4 � X∗2 , X∗2 ≈
Km4

MT

k1

k4

ZXT1

Km1
.

(Br + f1)3 = 0 =⇒

a2X
∗
1XT2(1− C2

XT2
− X∗2
XT2

− C4

XT2
− pT
XT2

c)

− (d2 + d3)C2 + a3(XT1 − C1 −X∗1 − C2)X∗2 ≈ 0.

If (d2 + d3)� a2X
∗
1 and a3XT1, C2 ≈

a2X
∗
1XT2 + a3X

∗
2XT1

d2 + a3
.

(Br + f1)2 = 0

=⇒ k1C1 − a2XT2X
∗
1 (1− C2

XT2
− X∗2
XT2

− C4

XT2
− pT
XT2

c) + d2C2 − δX∗1 = 0.

If d2 � a2X
∗
1 , d2C2 ≈ a2X

∗
1 − k1c1.
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Solving the above 2 simultaneously, we obtain:

X∗1 ≈
k1XT1

a2d3XT2Km1
(
d2a3Km4XT1

k4MT
+ d2 + d3)Z

and C2 ≈
a3XT2

d2 + d3
(
d2

d3
+
XT1

XT2
)
k1Km4

k4Km1

XT1

MT
Z.

Thus, we have the function Ψ(U, v) : 661

Ψ ≈


ZXT1

Km1
,

k1XT1

a2d3XT2Km1
(d2a3Km4XT1

k4MT
+ d2 + d3)Z,

a3XT2

d2+d3
(d2d3 + XT1

XT2
)k1Km4

k4Km1

XT1

MT
Z,

k1Km3

k3Km1

XT1

MT
Z,

k1XT1

k4
Z

Km1


T

5×1

. (49)

Solving for φ by setting s(X, v) = 0, we have: 662

konX
∗
2 (1− c)− koffc− δc = 0.

Under Assumption 1, X∗2 −X∗2 c ≈ kDc,

i.e., φ = c ≈ X∗2
X∗2 + kD

.

(50)

Finding Γ from (49) and (50) under Remark 1, we see that it satisfies Assumption 7. For matrices T,Q,M and P as 663

seen in Table 3, we see that Assumption 4 is satisfied. Functions f0 and r in Table 3 satisfy Assumptions 8. For the 664

functions Ψ, φ and Γ, Assumptions 5, 6 and 7 are satisfied. We also claim without proof that Assumptions 3 and 9 are 665

satisfied for this system. Theorems 1, 2 and 3 can then be applied to this system. 666

Results: (i) Retroactivity to the input: Using Theorem 1, since S1 = 0 from Table 3, h2 = 0. Further,
|RΓ(U)| = XT1

Km1
Z. Finally, we evaluate the following expression for h3:∣∣∣∣∣

(
T−1M

∂Γ(U)

∂U
+ T−1MQ−1P

∂φ

∂X

∣∣∣∣
X=Γ(U)

∂Γ(U)

∂U

)
U̇

∣∣∣∣∣ ≈ XT1

Km1
Ż.

Thus, for small h1 and h3, and therefore small retroactivity to the input, we must have small XT1

Km1
. 667

(ii) Retroactivity to the output: Using Claim 2, we see from Table 3 that S1 = 0, thus, h2 = 0. Further, since 668

T−1MQ−1P = 0, we find h̄3 = 0. For a small retroactivity to the output then, we must have a small h̄1. Since S2 = 0, 669

we must have a small S3 = pT
XT2

, δpT
a3XT1

. Thus, for a small retroactivity to the output, we must have a large XT2 and 670

XT1d3
δ compared to pT . 671

(iii) Input-output relationship: From (49), we see that 672

X∗2,is = IXis ≈ IΓis = IΨ(Uis, 0) ≈ k1Km3

k3Km1

XT1

MT
Zis. (51)

5.5 N-stage cascade of single phosphorylation cycles with common phosphatase 673

The two-step reactions for the cascade are shown below. The reactions involving species of the first cycle are given by:

φ
k(t)−−⇀↽−−
δ

Z, X1 + Z
a11−−⇀↽−−
d11

C11
k11−→ X∗1 + Z, (52)

X∗1 +M
β11−−⇀↽−−
β21

C21
k21−→ X1 +M, (53)

X∗1 +X2
a12−−⇀↽−−
d12

C12
k12−→ X∗1 +X∗2 . (54)
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The reactions involving species of the ith cycle, for i ∈ [2, N − 1], are given by:

Xi +X∗i−1

a1i−−⇀↽−−
d1i

C1i
k1i−→ X∗i +X∗i−1, Km1i =

d1i + k1i

a1i
, (55)

X∗i +M
β1i−−⇀↽−−
β2i

C2i
k2i−→ Xi +M, Km2i =

β2i + k2i

β1i
, (56)

X∗i +Xi+1

a1i+1−−−⇀↽−−−
d1i+1

C1i+1

k1i+1−→ X∗i +X∗i+1. (57)

And those for the final cycle are given by:

XN +X∗N−1

a1N−−⇀↽−−
d1N

C1N
k1N−→ X∗N +X∗N−1, (58)

X∗N +M
β1N−−⇀↽−−
β2N

C2N
k2N−→ XN +M, (59)

X∗N + p
kon−−⇀↽−−
koff

C. (60)

The production and dilution of the proteins and other species gives:

Xi
δ−−⇀↽−−
kXi

φ, M
δ−−⇀↽−−
kM

φ, C1i, X
∗
i , C2i, C

δ−→ φ.

The reaction rate equations for the system are then given below, for time t ∈ [ti, tf ]. For the input, 674

Ż = k(t)− δZ − a11X1Z + (d11 + k11)C11. (61)

For the first cycle,

Ẋ1 = kX1 − δX1 − a11X1Z + d11C11 + k21C21, X1(0) =
kX1

δ
, (62)

Ċ11 = a11X1Z − (d11 + k11)C11 − δC11, C11(0) = 0, (63)

Ċ21 = β11X
∗
1M − (β21 + k21)C21 − δC21, C21(0) = 0, (64)

Ẋ∗1 = k11C11 − β11X
∗
1M + β21C21 − a12X

∗
1X2 (65)

+ (d12 + k12)C12 − δX∗1 , X∗1 (0) = 0. (66)

For the ith cycle, where i ∈ [2, N − 1]:

Ẋi = kXi − δXi − a1iXiX
∗
i−1 + d1iC1i + k2iC2i, Xi(0) =

kXi
δ
, (67)

Ċ1i = a1iXiX
∗
i−1 − (d1i + k1i)C1i − δC1i, C1i(0) = 0, (68)

Ċ2i = β1iX
∗
iM − (β2i + k2i)C2i − δC2i, C2i(0) = 0, (69)

Ẋ∗i = k1iC1i − β1iX
∗
iM + β2iC2i − a1i+1

X∗i Xi+1 (70)

+ (d1i+1
+ k1i+1

)C1i+1
− δX∗i , X∗i (0) = 0. (71)

For the last, N th, cycle:

ẊN = kXN − δXN − a1NXNX
∗
N−1 + d1NC1N + k2NC2N , XN (0) =

kXN
δ

, (72)

Ċ1N = a1NXNX
∗
N−1 − (d1N + k1N )C1N − δC1N , C1N (0) = 0, C1N (0) = 0, (73)

Ċ2N = β1NX
∗
NM − (β2N + k2N )C2N − δC2N , C2N (0) = 0, (74)

Ẋ∗N = k1NC1N − β1NX
∗
NM + β2NC2N (75)

− kon(pT − C)X∗N + koffC − δX∗N , X∗N (0) = 0. (76)
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U Z v c

x [ C11 ... C1i C2i X∗i ... X∗N ]T3N×1 Y , I X∗N , [ 0 0 ... 0 1 ]1×3N

G1 G1 = min
{
a1XTi

δ , d1δ ,
k1
δ ,

a2MT

δ , d2δ ,
k2
δ

}
G2 min

{
konpT
δ , koffδ

}
f0(U,RX,S1v, t) k(t)− δZ − δC11 s(X, v) 1

G2
(konX

∗
N (1− c)− koffc− δc)

r(u, x, S2v) 1
G1

[
−a1Z(XT1 − C11 −X∗1 − C21 − C12) + (d1 + k1)C11 + δC11

]
1×1

f1(u, x, S3v) 1
G1



0
a2(MT −

∑
C2i)X

∗
1 − (d2 + k2)C21 − δC2i,

k1C11 − a2X
∗
1 (MT −

∑
C2i) + d2C21 − a1X

∗
1 (XT2 − C12 −X∗2 − C22 − C13) + (d1 + k1)C12 − δX∗1

...
a1X

∗
i−1(XTi − C1i −X∗i − C2i − C1i+1)− (d1 + k1)C1i − δC1i

a2(MT −
∑
C2i)X

∗
i − (d2 + k1)C2i − δC2i

k1C1i − a2X
∗
i (MT −

∑
C2i)− a1X

∗
i (XTi+1

− C1i+1
−X∗i+1 − C2i+1

− C1i+2
) + (d1 + k1)C1i+1

− δX∗i
...

a1XTNX
∗
N−1(1− pT

XTN
c)− a1X

∗
N−1(C1N +X∗N + C2N )− (d1 + k1)C1N − δC1N

a2X
∗
N (MT −

∑
C2i)− (d2 + k2)C2N − δC2N

k1C1N − a2MT (X∗N + δpT
a2MT

c) + a2X
∗
N

∑
C2i + d2C2N − δX∗N


3N×1

A 1 D 1

B
[
−1 0 ... 0

]T
3N×1

C
[

0 0 ... 0 −pT
]T
3N×1

R
[

1 0 ... 0
]
1×3N

S1 0

S2 0 S3
pT
XTN

, δpT
a2MT

T 1 M
[

1 0 ... 0
]
1×3N

Q I3N×3N P
[

0 ... 0 pT
]T
3N×1

Table 4. System variables, functions and matrices for an N-stage cascade of phosphorylation cycles with the kinase as
input to the first cycle brought to form (1).

For the common phosphatase: 675

Ṁ = kM − δM −
i=N∑
i=1

(β1iX
∗
iM − (β2i + k2i)C2i). (77)

For the downstream system, 676

Ċ = kon(pT − C)X∗N − koffC − δC. (78)

Seeing that XTi(t) = kXi

δ = Xi +X∗i +C1i +C2i +C1i+1 and MT (t) = kM
δ = M +

∑N
i=1 C2i, we reduce the system above 677

to bring it to form (1) as seen in Table 4, with c = C
pT

. We make the following Assumptions for the system: 678

Assumption 10. All cycles have the same reaction constants, i.e., ∀i ∈ [1, N ], 679

k1i = k1, k2i = k2, a1i = a1, β1i = a2, d1i = d1, β2i = d2. Then, Km1i = Km1,Km2i = Km2. Define λ′ = k1Km2

k2Km1
. 680

Assumption 11. ∀t and ∀i ∈ [1, N ], Km2 � X∗i (t). 681

We now solve for Ψ by setting (Br + f1)3n×1 = 0. Under Assumption 11, this is given by: 682

Ψ ≈
[
... k2

k1
MT

Km2
X̄∗i ,

MT

Km2
X̄∗i , X̄∗i , ...

]T
3N×1

,

where X̄∗i =

∏i
j=1XTjZ

bi + (
∑i
j=1(bi−jαi(t)

∏j−1
k=1XTk))Z

for i ∈ [1, N − 1],

and X̄∗N =

∏N
j=1XTjZ

(
1− pT

XTN
c(t)
)

bN + (
∑N
j=1(bN−jαj(t)

∏j−1
k=1XTk))Z

=

(∏N
j=1XTj

bN

)
Z
(

1− pT
XTN

c(t)
)

1 + (
∑N
j=1(b−jαj(t)

∏j−1
k=1XTk))Z

.

(79)
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Here, αj(t) ≤
(
XTj+1

Km1
+ (k2k1 + 1) MT

Km2
+ 1
)

for j ∈ [1, N − 1], αN (t) =
(

(k2k1 + 1) MT

Km2
+ 1
)

and b = MT

λ′ = MT k2Km1

k1Km2
. 683

Solving for φ by setting s(X, v) = 0, we have: 684

konX
∗
N (1− c) = koffc,

i.e., X∗N −X∗Nc = kDc,

i.e., φ = c =
X∗N

kD +X∗N
.

(80)

We can use (79) and (80) to find Γ as defined in Remark 1, and find that this satisfies Assumption 7. Note that this Γ 685

differs from Ψ only in the last 3 terms, involving X̄∗N . Functions Ψ and φ satisfy Assumptions 5 and 6. Further, from 686

Table 4, we see that matrices T , Q, M and P satisfy Assumption 4, and functions f0 and r satisfy Assumption 8. We 687

further assume that Assumptions 3 and 9 are satisfied for this system. Thus, Theorems 1, 2 and 3 can be applied to this 688

system. 689

Results: (i) Retroactivity to the input: Since S1 = 0 from Table 4, under Claim 1, h2 = 0. Further,
|RΓ| ≈ XT1Z

Km1

b
(b+a1Z) , and thus, to make h1 small, we must have small XT1

Km1
. For the final term, we see that

T−1M =
[

1 0 ... 0
]

and T−1MQ−1P = 0. Since T−1M only has an entry on the first term, and since ∂Γ
∂U and ∂Ψ

∂U
differ only in the last 3 terms, we can compute the final term using (79). This gives the following expression:∣∣∣∣∣

(
T−1M

∂Γ(U)

∂U
+ T−1MQ−1P

∂φ

∂X

∣∣∣∣
X=Γ(U)

∂Γ(U)

∂U

)
U̇

∣∣∣∣∣ =
XT1

Km1

b2

(b+ a1Z)2
|Ż|.

Thus, for a small retroactivity to the input, XT1

Km1
must be small. 690

(ii) Retroactivity to the output: Since S1 = 0, h2 = 0. Further, T−1MQ−1P = 0, and thus h̄3 = 0. For h̄1 to be small, 691

since S2 = 0, we must have a small S3. From Table 4, S3 = pT
XTN

, δpT
a2MT

. Thus, if XTN ,
a2MT

δ � pT , h̄1 is small. Thus, 692

for a small retroactivity to the output, XTN and MT must be large. 693

(iii) Input-output relationship: From (79), we see that 694

IΓis(u) = IΨ(Uis, 0) ≈

(∏N
j=1XTj

bN

)
Zis

XT1

1 + (
∑N
j=1(b−jaj(t)

∏j−1
k=1XTk))Zis

. (81)

Note that b = MT

λ′ and
∏i−1
j=1XTj are constants, and the linear gain is

λ′N
∏i−1

j=1XTj

MN
T

. 695

The upper bound for ai(t) =
(
X̄i+1(t)
Km1

+ (k2k1 + 1) MT

Km2
+ 1
)
, i ∈ [1, N ], is given by seeing that the maximum value for

X̄i+1 is XTi+1
. Let the maximum value of Z(t) for which the input-output relationship is approximately linear be Zmax.

We then have:

(

N∑
i=1

(b−iai

i−1∏
j=1

XTj))Zis ≤

 N∑
i=1

(b−i
(
XTi+1

Km1
+ (

k2

k1
+ 1)

MT

Km2
+ 1

) i−1∏
j=1

XTj)


︸ ︷︷ ︸

ε3

Zmax, .

where b = MT

λ′ . Thus, for the input-output relationship to not saturate, ε3Zmax must be small. To maximize Zmax, the 696

range in which the input-output relationship is linear, we must then minimize ε3. We see that, to make ε3 small, we must 697

have a large b and small XTi+1
. Since, to satisfy (ii), we saw before that XTN must be large, we have XTi+1

≤ XTN . 698

However, as seen from the expression of IΓis, increasing b also decreases the input-output gain. For simplicity, the next 699

arguments are made to achieve unit gain for the original input Zis(t) and output X∗N,is(t). For unit gain, bN =
∏N
j=1XTj . 700

Since XTj ≤ XTN , j ∈ [2, N ], the maximum possible b =
(
XT1X

N−1
TN

) 1
N , which occurs when XTj = XTN , j ∈ [2, N ]. 701

Thus, following this argument, for unit gain and maximum linear range of the input for any N, we have 702
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XTj = XTN , j ∈ [2, N ] and b = MT

λ =
(
XT1X

N−1
TN

) 1
N . Substituting MT = λX

1
N

T1X
N−1
N

TN , and using the geometric series 703

sum, we obtain the following expression for ε3: 704

ε3 =
1

Km1

(
XTN

XT1

) 1
N

+
1

X
1
N

T1X
N−1
N

TN︸ ︷︷ ︸
(1)

+(
k2

k1
+ 1)

λ

Km2

+

(
XT1

XTNKm1
+ (

k2

k1
+ 1)

λ

Km2

(
XT1

XTN

)1+ 1
N

+
XT1

X2
TN

)
.︸ ︷︷ ︸

(2a)

 XTN

XT1
−
(
XTN

XT1

) 2
N

(
XTN

XT1

) 1
N − 1


︸ ︷︷ ︸

(2b)

+
λ(k2k1 + 1)

Km2

(
XT1

XTN

) 1
N

︸ ︷︷ ︸
(2c)

+
1

XTN
.

(82)

Starting from N = 2, we see that since XT1 < XTN , term (1) decreases with N , terms (2a), (2b) and (2c) increase with 705

N and as N →∞, ε3 →∞. The function ε3 is continuous, and therefore, there exists an optimal number of cycles N̄ for 706

which the linear operating range of the input, Zmax is maximized. 707

The final condition that the cascade must satisfy to satisfy Def. 1 ε3 to be small, so that m = 1 as defined in 708

requirement (iii) of Def. 1. As discussed above, there is an optimal N̄ at which ε3 is minimized, all other parameters 709

remaining the same. We see from Fig. 10, that with load, the number of cycles needed increase, since XTN increases as 710

load pT is increased. Note that, it may not be necessary to have N̄ cycles to achieve a desirable result, i.e., a sufficiently 711

large operating range. However, it is possible that no N is capable of producing linearity for the desired operating range, 712

since ε3 is bounded below. 713

(a) (b)

Fig 10. Figures showing the variation of ε3 with N , for different XTN . Parameter values are: Km1 = Km2 = 300nM ,
k1 = k2 = 600s−1, λ = 1, (a) XTN = 1000nM , where resulting N̄ = 6 and (b) XTN = 10000nM , where resulting N̄ = 8.
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5.5.1 Simulation results for other cascades 714

Phosphotransfer + single cycle 715
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(n
M
)

time (s)
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0
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1.2

0
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(A)

Zideal

Z

Z

Upstream System

input
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Downstream System

product

p

Signaling System S time (s)

X∗
3,is

X∗
3

X1 X∗
1

X2 X∗
2

M

X3 X∗
3

Fig 11. Tradeoff between small retroactivity to the input and attenuation of retroactivity to the output is overcome by a cascade
of a phosphotransfer system with a single phosphorylation cycle. (A) Cascade of a phosphotransfer system that receives its input
through a kinase Z phosphorylating the phosphate donor, and a phosphorylation cycle: Z phosphorylates X1 to X∗

1, X∗
1 transfers

the phosphate group in a reversible reaction to X2. X∗
2 further acts as the kinase for X3, phosphorylating it to X∗

3, which is the
output, acting on sites p in the downstream system, which is depicted as a gene expression system here. Both X∗

2 and X∗
3 are

dephosphorylated by phosphatase M. (B), (C) Simulation results for ODE model (83). Simulation parameters1:
k(t) = 0.01(1 + sin(0.05t))nM.s−1, δ = 0.01s−1, a1 = a2 = d3 = a4 = a5 = a6 = 18nM−1s−1,
d1 = d2 = a3 = d4 = d5 = d6 = 2400s−1, k1 = k4 = k5 = k6 = 600s−1. (B) Effect of retroactivity to the input: for the ideal input
Zideal, system is simulated with XT1 = XT2 = XT3 = MT = pT = 0; for actual input Z, system is simulated with XT1 = 3nM ,
XT2 = 1200nM , XT3 = 1200nM , MT = 3nM, pT = 100nM . (C) Effect of retroactivity to the output: for the isolated output X∗

3,is,
system is simulated with XT1 = 3nM , XT2 = 1200nM , XT3 = 1200nM , MT = 3nM, pT = 0; for the actual output X∗

3 , system is
simulated with XT1 = 3nM , XT2 = 1200nM , XT3 = 1200nM , MT = 3nM, pT = 100nM .

Equations: 716

Ż = k(t)− δZ − a1ZX1 + (d1 + k1)C1,

Ẋ1 = kX1
− δX1 − a1ZX1 + d1C1 + a3C2 − d3X1X

∗
2 ,

Ċ1 = a1ZX1 − (d1 + k1)C1 − δC1,

Ẋ∗1 = k1C1 − a2X
∗
1X2 + d2C2 − δX∗1 ,

Ẋ2 = kX2
− δX2 − a2X

∗
1X2 + d2C2 + k5C5,

Ċ2 = a2X
∗
1X2 + d3X1X

∗
2 − (d2 + a3)C2 − δC2,

Ẋ∗2 = a3C2 − d3X1X
∗
2 − a4X

∗
2X3 + (d4 + k4)C4 − a5X

∗
2M + d5C5 − δX∗2 ,

Ẋ3 = kX3
− δX3 − a4X

∗
2X3 + d4C4 + k6C6,

Ċ4 = a4X
∗
2X3 − (d4 + k4)C4 − δC4,

Ẋ∗3 = k4C4 − a6X
∗
3M + d6C6 − δX∗3 − konX

∗
3p+ koffC,

Ṁ = kM − δM − a5X
∗
2M + (d5 + k5)C5 − a6X

∗
3M + (d6 + k6)C6,

Ċ5 = a5X
∗
2M − (d5 + k5)C5 − δC5,

Ċ6 = a6X
∗
3M − (d6 + k6)C6 − δC6,

Ċ = konX
∗
3p− koffC − δC.

(83)
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Single + Double cycle 717
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Fig 12. Tradeoff between small retroactivity to the input and attenuation of retroactivity to the output is overcome by a cascade
of a single phosphorylation cycle and a double phosphorylation cycle. (A) Cascade of a a single phosphorylation and a double
phosphorylation cycle with input kinase Z: Z phosphorylates X1 to X∗

1, X∗
1 further acts as the kinase for X2, phosphorylating it to

X∗
2 and X∗∗

2 , which is the output, acting on sites p in the downstream system, which is depicted as a gene expression system here.
All phosphorylated proteins X∗

1, X∗
2 and X∗∗

2 are dephosphorylated by phosphatase M. (B), (C) Simulation results for ODE model
(84). Simulation parameters1: k(t) = 0.01(1 + sin(0.05t))nM.s−1, δ = 0.01s−1, a1 = a2 = a3 = a4 = a5 = a6 = 18nM−1s−1,
d1 = d2 = d3 = d4 = d5 = d6 = 2400s−1, k1 = k2 = k3 = k4 = k5 = k6 = 600s−1. (B) Effect of retroactivity to the input: for the
ideal input Zideal, system is simulated with XT1 = XT2 = XT3 = MT = pT = 0; for actual input Z, system is simulated with
XT1 = 3nM , XT2 = 1200nM , MT = 9nM, pT = 100nM . (C) Effect of retroactivity to the output: for the isolated output X∗

2,is,
system is simulated with XT1 = 3nM , XT2 = 1200nM , MT = 9nM, pT = 0; for the actual output X∗

2 , system is simulated with
XT1 = 3nM , XT2 = 1200nM , MT = 9nM, pT = 100nM .

Equations: 718

Ż = k(t)− δZ − a1ZX1 + (d1 + k1)C1,

Ẋ1 = kX1
− δX1 − a1ZX1 + d1C1 + k2C2,

Ċ1 = a1ZX1 − (d1 + k1)C1 − δC1,

Ẋ∗1 = k1C1 − a2X
∗
1M + d2C2 − a3X

∗
1X2 + (d3 + k3)C3 − a4X

∗
1X
∗
2 + (d4 + k4)C4 − δX∗1 ,

Ṁ = kM − δM − a2X
∗
1M + (d2 + k2)C2 − a5X

∗
2M + (d5 + k5)C5

− a6X
∗∗
2 M + (d6 + k6)C6,

Ċ2 = a2X
∗
1M − (d2 + k2)C2 − δC2,

Ẋ2 = kX2
− δX2 − a3X

∗
1X2 + d3C3 + k5C5,

Ċ3 = a3X
∗
1X2 − (d3 + k3)C3 − δC3,

Ẋ∗2 = k3C3 − a4X
∗
1X
∗
2 + d4C4 − a5X

∗
2M + d5C5 + k6C6 − δX∗2 ,

Ċ4 = a4X
∗
1X
∗
2 − (d4 + k4)C4 − δC4,

Ẋ∗∗2 = k4C4 − a6X
∗∗
2 M + d6C6 − konX

∗∗
2 p+ koffC − δX∗∗2 ,

Ċ5 = a5X
∗
2M − (d5 + k5)C5 − δC5,

Ċ6 = a6X
∗∗
2 M − (d6 + k6)C6 − δC6,

Ċ = konX
∗∗
2 p− koffC − δC.

(84)
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5.6 Phosphotransfer with autophosphorylation 719

The reactions for this system are then:

X1
δ−−⇀↽−−
k(t)

φ, X2
δ−−⇀↽−−
kX2

φ, (85)

M
δ−−⇀↽−−
kM

φ, X∗1 , C1, X
∗
2 , C3, C

δ−→ φ, (86)

X1
π1−→ X∗1 , X∗1 +X2

a1−⇀↽−
d1

C1
d2−⇀↽−
a2

X1 +X∗2 , (87)

X∗2 +M
a3−⇀↽−
d3

C3
k3−→ X2 +M, X∗2 + p

kon−−⇀↽−−
koff

C. (88)

The ODEs based on the reaction rate equations are: 720

Ẋ1 = k(t)− δX1 − π1X1 + d2C1 − a2X
∗
2X1, X1(0) = 0,

Ẋ∗1 = π1X1 − a1X
∗
1X2 + d1C1 − δX∗1 , X∗1 (0) = 0,

Ċ1 = −δC1 + a1X
∗
1X2 − (d1 + d2)C1 + a2X

∗
2X1, C1(0) = 0,

Ẋ2 = kX2 − δX2 − a1X
∗
1X2 + d1C1 + k3C3, X2(0) =

kX2

δ
,

Ẋ∗2 = −δX∗2 + d2C1 − a2X
∗
2X1 − a3X

∗
2M + d3C3 − konX

∗
2 (pT − C) + koffC, X∗2 (0) = 0,

Ċ3 = −δC3 + a3X
∗
2M − (d3 + k3)C3, C3(0) = 0,

Ṁ = kM − δM − a3X
∗
2M + (d3 + k3)C3, M(0) =

kM
δ
,

Ċ = konX
∗
2 (pT − C)− koffC − δC, C(0) = 0.

(89)

For system (89), define XT2 = X2 +X∗2 + C1 + C3 + C, then ẊT2 = kX2
− δXT2, XT2 =

kX2

δ . Thus, XT2(t) =
kX2

δ is 721

a constant. Similarly, defining MT = M + C3 gives a constant MT (t) = kM
δ . Thus, the variables 722

X2 = XT2 −X∗2 − C1 − C3 − C and M = MT − C3 can be eliminated from the system. Further, we define c = C
pT

. This 723

system is then: 724

Ẋ1 = k(t)− δX1 − π1X1 + d2C1 − a2X
∗
2X1, X1(0) = 0,

Ẋ∗1 = π1X1 − a1X
∗
1 (XT2 −X∗2 − C1 − C3 − pT c) + d1C1 − δX∗1 , X∗1 (0) = 0,

Ċ1 = −δC1 + a1X
∗
1 (XT2 −X∗2 − C1 − C3 − pT c)− (d1 + d2)C1 + a2X

∗
2X1, C1(0) = 0,

Ẋ∗2 = −δX∗2 + d2C1 − a2X
∗
2X1 − a3X

∗
2 (MT − C3) + d3C3 − konX

∗
2pT (1− c) + koffC, X∗2 (0) = 0,

Ċ3 = −δC3 + a3X
∗
2 (MT − C3)− (d3 + k3)C3, C3(0) = 0,

ċ = konX
∗
2 (1− c)− koffc− δc, c(0) = 0.

(90)

Based on eqns. (90), we bring the system to form (1) as shown in Table 5. We now solve for the functions Ψ and φ as 725

defined by Assumptions 5 and 6. 726

Solving for X = Ψ by setting (Br + f1)4 = 0, we have:

(Br + f1)1 + (Br + f1)2 + (Br + f1)3 + (Br + f1)4 = 0 =⇒

π1X1 − k3C3 ≈ 0, i.e., C3 ≈
π1

k3
X1.

(Br + f1)4 = 0 =⇒ a3X
∗
2 (MT − C3) ≈ (d3 + k3)C3.

If Km3 � X∗2 , X
∗
2 ≈

π1Km3

k3MT
X1 = KX1, where K =

π1Km3

k3MT
.
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U X1 v c

X [ X∗1 C1 X∗2 C3 ]T4×1 Y , I X∗2 , [ 0 0 1 0 ]1×4

G1 max
{
a1XT2

δ , d1δ ,
d2
δ ,

a2XT1

δ , a3MT

δ , d3δ ,
k3
δ

}
G2 max

{
konpT
δ , koffδ

}
f0(U,RX,S1v, t) k(t)− δX1 − δC1 − δX∗1 s(X, v) 1

G2
(konX

∗
2 (1− c)− koffc− δc)

r(U,X, S2v) 1
G1

[
−π1X1 + δX∗1 ,

d2C1 − a2X
∗
2X1 + δC1

]
2×1

f1(U,X, S3v) 1
G1


−a1XT2X

∗
1 (1− C1

XT2
− X∗2

XT2
− C3

XT2
− pT

XT2
c) + d1C1,

a1XT2X
∗
1 (1− C1

XT2
− X∗2

XT2
− C3

XT2
− pT

XT2
c)− d1C1,

−δX∗2 + d2C1 − a2X
∗
2X1 + a3X

∗
2C3 + d3C3 − a3MT (X∗2 + pT δ

a3MT
c),

−δC3 + a3X
∗
2 (MT − C3)− (d3 + k3)C3


4×1

A [ 1 1 ]1×2 D 1

B


−1 0
0 −1
0 0
0 0


4×2

C


0
0
−pT

0


4×1

R [ 1 1 0 0 ]1×4 S1 0

S2 0 S3
pT
XT2

, pT δ
a3MT

T I2×2 M
[

1 1 0 0
]
1×4

Q I4×4 P
[

0 0 pT 0
]T
4×1

Table 5. System variables, functions and matrices for a phosphotransfer system with autophosphorylation brought to
form (1).
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(Br + f1)1 + (Br + f1)2 = 0 =⇒ π1X1 − d2C1 + a2X
∗
2X1 ≈ 0,

i.e., C1 ≈
a2K

d2
X2

1 +
π1

d2
X1.

(Br + f1)2 = 0 =⇒

− C1 + a1X
∗
1XT2(1− C1

XT2
− X∗2
XT2

− C3

XT2
− pT
XT2

c)− (d1 + d2)C1 + a2X
∗
2X1 = 0.

If (d1 + d2)� a1X
∗
1 , X

∗
1 ≈

(d1 + d2)C1 − a2KX
2
1

a1XT2
≈ d1a2K

a1d2XT2
X2

1 +
π1(d1 + d2)

a1d2XT2
X1.

Thus, we have the function Ψ(U, v): 727

Ψ ≈


d1a2K
a1d2XT2

X2
1 + π1(d1+d2)

a1d2XT2
X1,

a2K
d2
X2

1 + π1

d2
X1,

Kx1,
π1

k3
X1


4×1

, where K =
π1Km3

k3MT
. (91)

Solving for φ by setting s(X, v) = 0, we have: 728

konX
∗
2 (1− c)− koffc− c = 0.

Under Assumption 1, X∗2 −X∗2 c ≈ kDc,

i.e., φ = c ≈ X∗2
X∗2 + kD

.

(92)

Again, we find Γ from (91) and (92) under Remark 1. This system satisfies Assumptions 3-9. Theorems 1-3 can then be 729

applied. 730

Results: (i) Retroactivity to input: Under Theorem 1, we see that since S1 = 0 from Table 5, h2 = 0. Further,

|RΓ(U)| ≈ d1a2K
a1d2XT2

X2
1 + π1(d1+d2)

a1d2XT2
X1 + a2K

d2
X2

1 + π1

d2
X1. To compute the final term h3, we see that:∣∣∣∣∣

(
T−1M

∂Γ(U)

∂U
+ T−1MQ−1P

∂φ

∂X

∣∣∣∣
X=Γ(U)

∂Γ(U)

∂U

)∣∣∣∣∣ ≈
2d1a2K

a1d2XT2
X1 +

π1(d1 + d2)

a1d2XT2
+

2a2K

d2
X1 +

π1

a2
.

Thus, for a small retroactivity to the input, terms 2d1a2K
a1d2XT2

, π1(d1+d2)
a1d2XT2

, 2a2K
d2

and π1

d2
must be small. However, these terms 731

cannot be made smaller by varying concentrations alone. Thus the retroactivity to the input depends on the reaction rate 732

parameters of the system, and is harder to tune. 733

(ii) Retroactivity to output: Using Claim 2, we see from Table 5 that S1 = 0, thus h2 = 0. Further, T−1MQ−1P = 0, 734

thus h̄3 = 0. For the last term, h̄1, we see that S2 = 0 and thus, for small h̄1 implying small retroactivity to the output, 735

we must have a small S3 = pT
XT2

, pT δ
a3MT

. 736

(iii) Input-output relationship: From (91), we see that 737

Yis = IXis ≈ IΓis = IΨ(Uis, 0) ≈ π1Km3

k3MT
X1,is. (93)

Thus, the dimensionless output X∗2 varies linearly with the dimensionless input X1, i.e., m = 1 and K = π1Km3

k3MT
. 738
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5.7 Single cycle with substrate input 739

The reactions for this system are:

X
δ−−⇀↽−−
k(t)

φ, Z
δ−−⇀↽−−
kZ

φ, (94)

M
δ−−⇀↽−−
kM

φ, C1, C2, X
∗, C

δ−→ φ, (95)

X + Z
a1−⇀↽−
d1

C1
k1−→ X∗ + Z, X∗ +M

a2−⇀↽−
d2

C2
k2−→ X +M, (96)

X∗ + p
kon−−⇀↽−−
koff

C. (97)

The corresponding ODEs based on the reaction rate equations are then: 740

Ẋ = k(t)− δX − a1XZ + d1C1 + k2C2, X(0) = 0,

Ẋ∗ = −δX∗ + k1C1 − a2X
∗M + d2C2 − konX

∗(pT − C) + koffC, X∗(0) = 0,

Ċ1 = a1XZ − (d1 + k1)C1 − δC1, C1(0) = 0,

Ċ2 = a2X
∗M − (d2 + k2)C2 − δC2, C2(0) = 0,

Ż = kZ − δZ − a1XZ + (k1 + d1)C1, Z(0) =
kZ
δ
,

Ṁ = kM − δM − a2X
∗M + (d2 + k2)C2, M(0) =

kM
δ
,

Ċ = konX
∗(pT − C)− koffC − δC, C(0) = 0.

(98)

Let ZT = Z + C1. Then, from the ODEs (98) and the initial conditions, we see that ŻT = kZ − δZT , ZT (0) = kZ
δ . 741

Thus, ZT (t) = kZ
δ is a constant. Similarly, defining MT = M + C2 gives a constant MT (t) = kM

δ . The variables 742

Z = ZT − C1 and M = MT − C2 can then be eliminated from the system. Further, we define c = C
pT

. The reduced 743

system is then: 744

Ẋ = k(t)− δX − a1X(ZT − C1) + d1C1 + k2C2, X(0) = 0,

Ẋ∗ = −δX∗ + k1C1 − a2X
∗(MT − C2) + d2C2 − konX

∗pT (1− c) + koffpT c, X∗(0) = 0,

Ċ1 = a1X(ZT − C1)− (d1 + k1)C1 − δC1, C1(0) = 0,

Ċ2 = a2X
∗(MT − C2)− (d2 + k2)C2 − δC2, C2(0) = 0,

ċ = konX
∗(1− c)− koffc− δc, c(0) = 0.

(99)

Based on the system of ODEs (99), we bring this system to form (1) as shown in Table 6. We now solve for the 745

functions Ψ and φ as defined by Assumptions 5 and 6. 746

Solving for X = Ψ by setting (Br + f1)3×1 = 0, we have: 747

(Br + f1)2 = 0 =⇒ a1X(ZT − C1) = (d1 + k1 + δ)C1,

since (d1 + k1)� δ under Assumption 1,

XZT −XC1 ≈ Km1C1,

i.e., C1 ≈
X

X +Km1
.

For Km1 � X, C1 ≈
X

Km1
.

(100)
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U X v c

X [ X∗ C1 C2 ]T3×1 Y , I X∗, [ 1 0 0 ]1×3

G1 max
{
a1ZT

δ , d1δ ,
k1
δ ,

a2MT

δ , d2δ ,
k2
δ

}
G2 max

{
konpT
δ , koffδ

}
f0(U,RX,S1v, t) k(t)− δX − δX∗ − δC1 − δC2 − δpT c s(X, v) 1

G2
(konX

∗(1− c)− koffc− δc)

r(U,X, S2v) 1
G1

[
δ(X∗ + pT c), −a1X(ZT − C1) + d1C1 + δC1, k2C2 + δC2

]T
3×1

f1(U,X, S3v) 1
G1

[
k1C1 − a2X(MT − C2) + d2C2, −k1C1, a2X

∗(MT − C2)− d2C2

]T
3×1

A [ 1 1 1 ]1×3 D 1

B

 −1 0 0
0 −1 0
0 0 −1


3×3

C

 −pT0
0


3×1

R [ 1 1 1 ]1×3 S1 pT
S2 pT S3 0

T 1 M
[

1 1 1
]
1×3

Q I3×3 P
[
pT 0 0

]T
3×1

Table 6. System variables, functions and matrices for a single phosphorylation cycle with substrate as input brought to
form (1).

(Br + f1)3 = 0 =⇒ a2X
∗(MT − C2) = (d2 + k2 + δ)C2,

since (d2 + k2)� δ under Assumption 1,

X∗MT −X∗C2 = Km2C2,

i.e., C2 =
X∗

X∗ +Km2
.

If Km2 � X∗, C2 ≈
X∗

Km2
.

(101)

(Br + f1)1 = 0 =⇒ −δX∗ − δpT c+ k1C1 − k2C2 = 0.

Using (100) and (101), we have:
k1X

Km1
− k2X

∗

Km2
− δX∗ − δpT c ≈ 0,

i.e., X∗ ≈

(
k1ZT

Km1

)
k2MT

Km2
+ δ

X − δpT
k2MT

Km2
+ δ

c.

(102)

Thus, from equations (100)-(102), we have the function Ψ(U, v): 748

Ψ ≈
[ (

k1ZT
Km1

)
k2MT
Km2

+δ
X − δpT

k2MT
Km2

+δ
c, X

Km1
, X

Km2

( ( k1ZT
Km1

)
k2MT
Km2

+δ
− δpT

k2MT
Km2

+δ
c

) ]T
. (103)
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Solving for v = φ(X) by setting s(X, v) = 0, we have: 749

konX
∗(1− c) = koffc,

i.e., X∗ −X∗c = kDc,

i.e., φ(X) = c =
X∗

kD +X∗
.

(104)

Using (103) and (104), Γ can be found as described in Remark 1. We find that this satisfies Assumption 7. We then 750

state the following claims without proof for this system: 751

Claim 5. For the matrix B and functions r, f1 and s defined in Table 6, Assumption 3 is satisfied for this system. 752

Claim 6. For the functions f0 and r and matrices R, S1 and A defined in Table 6, and the functions Γ and φ as found 753

above, Assumption 9 is satisfied for this system. 754

For matrices T , Q, M and P as seen in Table 6, we see that Assumption 4 is satisfied. For functions f0 and r defined 755

in Table 6, Assumption 8 is satisfied. Further, for Ψ and φ defined by (103) and (104), Assumptions 5, 6 and 7 are 756

satisfied. Thus, Theorems 1, 2 and 3 can be applied to this system. 757

Results: (i) Retroactivity to the input: From Table 6, we see that R and S1 cannot be made small by changing system 758

variables. Under Claim 1, therefore, retroactivity to the input cannot be made small. 759

(ii) Retroactivity to the output: From Table 6, we see that S1 and S2 cannot be made small. Under Claim 2, 760

therefore, retroactivity to the output cannot be made small. 761

(iii) Input-output relationship: Using Theorem 3, we see that 762

Yis(t) = IXis ≈ IΓis = IΨ(Uis, 0) ≈ KXis(t), (105)

for t ∈ [tb, tf ] from (103), where K =

(
k1ZT
Km1

k2MT
Km2

+δ

)
. 763

5.8 Double cycle with substrate input 764

The reactions for this system are:

X
δ−−⇀↽−−
k(t)

φ, Z
δ−−⇀↽−−
kZ

φ, (106)

M
δ−−⇀↽−−
kM

φ, C1, C2, C3, C4, X
∗, X∗∗, C

δ−→ φ, (107)

X + Z
a1−⇀↽−
d1

C1
k1−→ X∗ + Z, X∗ +M

a2−⇀↽−
d2

C2
k2−→ X +M, (108)

X∗ + Z
a3−⇀↽−
d3

C3
k3−→ X∗∗ + Z, X∗∗ +M

a4−⇀↽−
d4

C4
k4−→ X∗ +M, (109)

X∗∗ + p
kon−−⇀↽−−
koff

C. (110)

The ODEs based on the reaction rate equations are: 765
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Ẋ = k(t)− δX − a1XZ + d1C1 + k2C2, X(0) = 0,

Ẋ∗ = −δX∗ + k1C1 − a2X
∗M + d2C2 − a3X

∗Z + d3C3 + k4C4, X∗(0) = 0,

Ẋ∗∗ = −δX∗∗ + k3C3 − a4X
∗∗M + d4C4 − konX

∗∗(pT − C) + koffC, X∗∗(0) = 0,

Ż = kZ − δZ − a1XZ + (d1 + k1)C1 − a3X
∗Z + (d3 + k3)C3, Z(0) =

kZ
δ
,

Ṁ = kM − δM − a2X
∗M + (d2 + k2)C2 − a4X

∗∗M + (d4 + k4)C4, M(0) =
kM
δ
,

Ċ1 = a1XZ − (d1 + k1)C1 − δC1, C1(0) = 0,

Ċ2 = a2X
∗M − (d2 + k2)C2 − δC2, C2(0) = 0,

Ċ3 = a3X
∗Z − (d3 + k3)C3 − δC3, C3(0) = 0,

Ċ4 = a4X
∗∗M − (d4 + k4)C4 − δC4, C4(0) = 0,

Ċ = konZ
∗∗(pT − C)− koffC − δC, C(0) = 0.

(111)

Define ZT = Z + C1 + C3. Then, the dynamics of ZT , seen from (111), are: ŻT = kZ − δZT , ZT (0) = kZ
δ . Thus, 766

ZT (t) = kZ
δ is a constant at all time t. Similarly, for MT = M + C2 + C4, MT (t) = kM

δ is a constant for all t. Thus, the 767

variables Z = ZT −C1 −C2 and M = MT −C2 −C4 can be eliminated from the system. Further, we define c = C
pT

. The 768

reduced system is then: 769

Ẋ = k(t)− δX − a1X(ZT − C1 − C2) + d1C1 + k2C2, X(0) = 0,

Ẋ∗ = −δX∗ + k1C1 − a2X
∗(MT − C2 − C4) + d2C2 − a3X

∗(ZT − C1 − C2) + d3C3 + k4C4, X∗(0) = 0,

Ẋ∗∗ = −δX∗∗ + k3C3 − a4X
∗∗(MT − C2 − C4) + d4C4 − konX

∗∗pT (1− c) + koffc, X∗∗(0) = 0,

Ċ1 = a1X(ZT − C1 − C2)− (d1 + k1)C1 − δC1, C1(0) = 0,

Ċ2 = a2X
∗(MT − C2 − C4)− (d2 + k2)C2 − δC2, C2(0) = 0,

Ċ3 = a3X
∗(ZT − C1 − C2)− (d3 + k3)C3 − δC3, C3(0) = 0,

Ċ4 = a4X
∗∗(MT − C2 − C4)− (d4 + k4)C4 − δC4, C4(0) = 0,

Ċ = konX
∗∗(1− c)− koffc− δc, c(0) = 0.

(112)

770

Based on the system of ODEs (112), we bring this system to form (1) as shown in Table 7. We now solve for the 771

functions Ψ and φ as defined by Assumptions 5 and 6. 772

Solving for X = Ψ by setting (Br + f1)6×1 = 0, we have:

(Br + f1)3 = 0 =⇒ a1X(ZT − C1 − C3) = (d1 + k1 + δ)C1.

Under Assumption 1, (d1 + k1)� δ.

Thus, XZT −XC3 ≈ (Km1 +X)C1.

If Km1 � X, we have: XZT −XC3 ≈ Km1C1.

(Br + f1)5 = 0 =⇒ a3X
∗(ZT − C1 − C3) = (d3 + k3 + δ)C3.

Under Assumption 1, (d3 + k3)� δ.

Thus, X∗ZT −X∗c1 ≈ (Km3 +X∗)C3.

If Km3 � X∗, we have: X∗ZT −X∗C1 ≈ Km3C3.

773

Simultaneously solving these two expressions, for Km1 � X and Km3 � X∗ :

C1 ≈
XZT
Km1

,

C3 ≈
X∗ZT
Km3

.

(113)
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U X v c

X [ X∗ X∗∗ C1 C2 C3 C4 ]T6×1 Y , I X∗∗, [ 0 1 0 0 0 0 ]1×6

G1 max
{
a1ZT

δ , d1δ ,
k1
δ ,

a2MT

δ , d2δ ,
k2
δ ,

a3ZT

δ , d3δ ,
k3
δ ,

a4MT

δ , d4δ ,
k4
δ

}
G2 max

{
konpT
δ , koffδ

}
f0(U,RX,S1v, t) k(t)− δ(X +X∗ +X∗∗ + C1 + C2 + C3 + C4 + pT c) s(X, v) 1

G2
(konX

∗∗(1− c)− koffc− δc)

r(U,X, S2v) 1
G1

[
δX∗, δ(X∗∗ + pT c), −a1X(ZT − C1 − C3) + d1C1 + δC1, k2C2 + δC2, δC3, δC4

]T
6×1

f1(u, x, S3v) 1
G1


k1C1 − a2X

∗(MT − C2 − C4) + d2C2 − a3X
∗(ZT − C1 − C2) + d3C3 + k4C4,

k3C3 − a4X
∗∗(MT − C2 − C4) + d4C4,
−k1C1,

a2X
∗(MT − C2 − C4)− d2C2,

a3X
∗(ZT − C1 − C2)− (d3 + k3)C3,

a4X
∗∗(MT − C2 − C4)− (d4 + k4)C4


6×1

A [ 1 1 1 1 1 1 ]1×6 D 1

B


−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1


6×6

C


0
−pT

0
0
0
0


6×1

R [ 1 1 1 1 1 1 ]1×6 S1 pT
S2 pT S3 0

T 1 M
[

1 1 1 1 1 1
]
1×6

Q I6×6 P
[

0 pT 0 0 0 0
]T
6×1

Table 7. System variables, functions and matrices for a double phosphorylation cycle with substrate as input brought to
form (1).
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(Br + f1)4 = 0 =⇒ a2X
∗(MT − C2 − C4) = (d2 + k2 + δ)C2.

Under Assumption 1, (d2 + k2)� δ.

Thus, X∗MT −X∗C4 ≈ (Km2 +X∗)C2.

If Km2 � X∗ : X∗MT −X∗C4 ≈ Km2C2.

(Br + f1)6 = 0 =⇒ a4X
∗∗(MT − C2 − C4) = (d4 + k4 + δ)C4

Under Assumption 1, (d4 + k4)� δ.

Thus, X∗∗MT −X∗∗C2 = (Km4 +X∗∗)C4.

If Km4 � X∗∗, X∗∗MT −X∗∗C2 ≈ Km4C4.
774

Simultaneously solving these two expressions, for Km2 � X∗ and Km4 � X∗∗ :

C2 ≈
X∗MT

Km2
,

c4 ≈
X∗∗MT

Km4
.

(114)

(Br + f1)2 = 0 =⇒ −δX∗∗ − δpT c+ k3C3 − a4X
∗∗(MT − C2 − C4) + d4C4 = 0,

using (Br + f1)6 = 0,−δX∗∗ − δpT c+ k3C3 − k4c4 ≈ 0.
775

From (113) and (114), − δX∗∗ − δpT c+ k3X
∗ − k4X

∗∗ ≈ 0,

i.e., X∗∗ ≈

(
k3ZT

Km3

δ + k4MT

Km4

)
X∗ −

(
δpT

δ + k4MT

Km4

)
c

X∗∗ ≈ K ′′X∗ −K ′cc, where K ′′ =

(
k3ZT

Km3

δ + k4MT

Km4

)
,K ′c =

(
δpT

δ + k4MT

Km4

)
.

(115)

(Br + f1)1 = 0 =⇒
− δX∗ + k1C1 − a2X

∗(MT − C2 − C4) + d2C2 − a3X
∗(ZT − C1 − C3) + d3C3 + k4C4 = 0,

using (Br + f1)4 = 0 and (Br + f1)5 = 0,−δX∗ + k1C1 − k2C2 − k3C3 + k4C4 ≈ 0.
776

From (113), (114) and (115), − δX∗ + k1X − k2X
∗ − k3X

∗ + k4(K ′′X −K ′cc)X∗ ≈ 0,

i.e., X∗ = K ′X −K ′′c c,

where K ′ =

(
k1ZT

Km1

δ + k2MT

Km2
+ k3ZT

Km3
−K ′′ k4MT

Km4

)
and K ′′c =

(
K ′c

k4MT

Km4

δ + k2MT

Km2
+ k3ZT

Km3
−K ′′ k4MT

Km4

)
.

(116)

Thus, from equations (113)-(116), for K ′, K ′′, K ′c and K ′′c defined in (115) and (116), we have the function Ψ(U, v): 777

Ψ ≈



K ′X −K ′′c c,
K ′K ′′x− (K ′′K ′′c +K ′c)c,

XZT

Km1
,

1
Km2

(G′X −G′′c c),
XT

Km3
(G′X −G′′c c),

1
Km4

(G′G′′X − (G′′G′′c +G′c)c)


6×1

. (117)

Solving for φ by setting s(X, v) = 0, we have: 778

konX
∗∗(1− c) = koffc,

i.e., X∗∗ −X∗∗c = kDc,

i.e., φ = c =
X∗∗

kD +X∗∗
.

(118)

Here again, we find Γ from (117) and (118) under Remark 1, and find that it satisfies Assumption 7. We then state 779

without proof the following claims for this system: 780
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Claim 7. For the matrix B and functions r, f1 and s defined in Table 7, Assumption 3 is satisfied for this system. 781

Claim 8. For the functions f0 and r and matrices R, S1 and A defined in Table 7, and the functions γ and φ as found 782

above, Assumption 9 is satisfied for this system. 783

For matrices T,Q,M,P defined in Table 7, we see that Assumption 4 is satisfied. Further, for Ψ and φ defined by 784

(117) and (118), Assumption 5 and 6 are satisfied. Thus, Theorems 1, 2 and 3 can be applied to this system. 785

Results: (i) Retroactivity to the input: From Table 7, we see that R and S1 cannot be made small. Thus, under 786

Theorem 1, h1 and h2 cannot be made small, and thus, retroactivity to the input cannot be made small. 787

(ii) Retroactivity to the output: From Table 7, S1 and S2 cannot be made small. Thus, under Theorem 2, h̄1 and h2 788

cannot be made small, and thus, retroactivity to the output cannot be made small. 789

(iii) Input-output relationship: From (117), 790

Yis(t) ≈ IΨ(Uis, 0) = KX(t) (119)

for t ∈ [tb, tf ]. Thus the input-output relationship has m = 1 and K = K ′K ′′ as defined in (115), (116), which can be 791

tuned by tuning the total kinase and phosphatase concentrations ZT and MT . 792
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