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Chapter 1

Introduction

Many educational courses at the collegiate level are offered each semester to a new set

of students. With the growing prevalence of public online educational courses, these

online formats have certain advantages. Lectures can be divided into a sequence of

shorter focused segments. Students can submit both optional and graded assignments

and receive immediate feedback. While much of a course's content generally stays

consistent either in a traditional or online setting, instructors continually look to

improve the course. With online courses comes the ability to analyze much more

detailed data on every interaction students have with the course material. Each

assignment submission and video interaction can be tracked and measured. This

allows more quantitative investigations of specific components in the course,

A general process of measuring effectiveness is measuring the impact of varying a

component, or treatment, on a desired outcome, a process called causal inference. In

this educational context, assignments such as homework, exercises, and labs are inter-

mediate treatments throughout the course with a goal of helping students ultimately

master the content, which could perhaps be assessed by exams.

The goal of this thesis is to use observational data from online courses to study

the effect of individual components in a course on exam performance. Courses such

as edX's MIT 6.002x generate observational data that can be used for this, although

this type of dataset requires different methods than experimental studies. The obser-

vational study technique used is propensity score matching, which accounts for the
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nature of online courses where students self-select the amount they interact with any

course components. These results can provide insight about treatment effects and in-

form choosing more effective in-depth experimental studies. This information may be

useful to instructors and course researchers when deciding if experimental studies are

worthwhile for future course runs. Current edX capabilities for experimental studies

are Content Experiments, where course staff can give two groups different courseware

components.

1.1 Observational versus Randomized Studies

In both randomized and observational studies, a researcher investigates the effect of

a treatment T on an outcome Y. In observational studies, treatments are chosen for

observed reasons (such as participant self-selection), while in randomized experiments

researcher assigns treatment groups.

Randomized controlled trials are considered the ideal for estimating the effects of

treatments on outcomes. Dividing participants randomly into treatment groups en-

sures that treatment status will not be affected by any characteristics of the subjects.

This allows the effect of treatment on outcomes to be estimated by directly comparing

the difference in outcomes between treated and untreated subjects. For a randomized

controlled trial, the treatment T must be decided before participants engage with it,

in order to separate subjects beforehand into the control and treatment groups.

In an observational study, a researcher does a posthoc analysis of the resulting

data, and had not altered what occurred. The subjects, instead of the researchers,

decide if they will receive the treatment, resulting in selection biases on which subjects

decide to take any given treatment.

For example, students who choose a homework problem may do better on a final

exam compared to those that do not attempt the homework. This effect is not

necessarily solely due to the homework problem's effectiveness, but also as the type

of students who choose to do the homework might have characteristics that both

make them more likely to perform better on the exam and more likely to choose to
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do homework.

Researchers using observational education data are not able to use randomiza-

tion techniques to eliminate the effects of these confounding variables. Therefore,

methodology for treatment effect estimation in observational studies must account

for confounding variables, referred to as covariates. The effect of these confounding

variables can be minimized as much as possible but likely not completely eliminated;

therefore these observational study results are more suited as indicators rather than

conclusive explanations.

For observational studies, different choices of T and Y can repeatedly be run

retroactively on any subset of treatments given the appropriate data was collected.

Therefore observational studies are effective for preliminary indicators of the effect

of T on Y; conclusions may be used to direct a more specific study later ILawallen],

such as a randomized experiment like edX A/B tests.

This thesis therefore investigates the effect of various course components on exam

grades, and it uses an observational study method that controls for the self-selecting

nature of students in online courses. This method is called propensity score matching,

which is explained in-depth starting in the next chapter and throughout the thesis.

1.2 Challenges

" The overarching challenge in study of observational data involves determining

an effect by comparing a treated population with an untreated population,

where these are not randomized by the researcher but instead self-selected by

the subjects which makes them not directly comparable. Therefore, to make

any statistically valid conclusions, these non-comparable populations must be

transformed into comparable populations. The technique used for this is the

propensity score methodology.

" The propensity score method requires the ability to account for covariates that

either affect or capture a student's propensity to self-select a treatment. The

availability of detailed MOOC data makes capturing many covariates possible.
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There are various considerations, such as the following, which are addressed in

Chapter 4, Variable Extraction.

- Not all covariates are objectively quantifiable. Some, specifically assign-

ment grades, have a definite value. However, variables for other course

components such as lecture / tutorial videos, such as how long each was

watched, are not as clearly measured and must be estimated. These esti-

mated values vary based on the methodology used.

* The propensity score methodology is not an effective solution for all possible

studies. Therefore the ability to measure its effectiveness is critical to determin-

ing when it is valid. One example of its shortcomings are when the treatment

and control populations greatly differ for a given treatment. When looking

at which students attempt optional exercises in 6.002x, many students either

attempt the vast majority of exercises, or a very small number of exercises.

This leads to a very small subset of comparable students for propensity score

matching on a given exercise, and therefore non-conclusive results on estimat-

ing the treatment effect of an exercise. Propensity score methods should have

metrics to indicate when they are effective, and when either other factors must

be accounted for or if propensity matching is not applicable for a desired study.

9 A great potential of observational data is the ability to retroactively run many

different trials, varying different combinations of treatment, outcome, and co-

variate variables. The software intrastrucure in conducting must be designed

to fully allow this capability.

1.3 Contributions

* Created a software pipeline which extracts variables for each student on lec-

ture videos, tutorial videos, homework, labs, exercises, and exams. In this

study on 6002x Fall 2012 around 250 features were extracted per student. For
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quantifying each student's video engagement, the method detailed in Chapter

4 approximates how long a student watches a given video.

" Applied propensity score methodology detailed in "Some Practical Guidance

for the Implementation of Propensity Score Matching" by Caliendo, Kopeinig

2005, to edX observational data for MIT 6.002x. This technique generates a

propensity score for each student and creates comparable populations to more

accurately estimate treatment effects for various course components.

" The methodology as applied to each treatment is evaluated by statistical tech-

niques for amount of remaining self-selection biases and standard error. These

give quantifiable metrics for the accuracy and level of bias for the resulting

treatment effect estimation, answering both the questions of the effectiveness of

the balancing and if balanced enough, the uncertainty of the treatment effect

estimate. This results can indicate to the researcher if their results are suffi-

ciently unbiased, if capturing more covariates further reduces bias, or if this

specific study is not a good application for the propensity score method.

" This propensity score method is applied to three exercises, one lab, and three

homework problems in a chosen week. Significant results are reached for home-

work problems and labs, and the propensity matching process is shown to be

not as effective for the optional exercises. The software infrastructure is set up

for a researcher to repeatedly choose their desired features to extract, covari-

ates, treatment and outcome variables by specifying the corresponding module

tags for either this choice of 6.002x or in application to another course.

1.4 Thesis Outline

The thesis is organized into the following chapters:

9 Chapter 2 explains the propensity score method, its various forms, and metrics

for evaluating its effectiveness when applied to observational studies.
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" Chapter 3 provides an overview of the selected course of study, MIT 6.002x.

Background is provided on the overall course, as well as the specific topic of

study chosen, Second Order Circuits. Specific course components and their

available datasets are outlined, resulting in an overall "feature matrix" that

encompasses all variables needed for each student to conduct the propensity

score method.

" Chapter 4 describes in more detail the process used for extracting variables from

the edX data source to generate the feature matrix.

" Chapter 5 applies the propensity score method in Chapter 2 using the feature

matrix described in chapters 3/4, -using a specific homework problem as an

example.

" Chapter 6 displays and interprets the results from repeating the preceding

propensity score method to selected labs, exercises, and homework problems

in the Second Order Circuits section of the course.

" Chapter 7 concludes with putting these results in context for how they can

inform the improvement of educational courses.
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Chapter 2

Propensity Score Methods for

Observational Studies

Studies investigating treatment effects aim to measure the effect of an independent

variable (the treatment) on a dependent variable (the outcome). For example,

Do students who choose to attempt a homework problem perform

better on a final exam compared to those that do not attempt the

homework ?

In this case the treatment variable is a binary value of whether a homework prob-

lem is attempted, with the goal to measure its effect on the outcome variable of exam

grades. When observational data like that from online courses is used, researchers do

not have control over which participants receive the treatment, in this case which stu-

dents choose to do the homework problem. Therefore the difference in outcomes is not

solely due to the homework problem's effectiveness, but also as the group of students

who choose to do that particular homework can have characteristics or tendencies

which make them more likely to do better on the exam than those that do not do the

homework. Therefore observational studies must separate the treatment's effect from

characteristics, called confounding variables, that affect both a student's likelihood,

also called their propensity, to self-select a treatment and exam performance.
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Students may have varying propensities of interacting with each component in

the course, and the one of interest is their propensity to choose the treatment, the

homework problem. Variables related to homework from previous weeks and lecture

videos in the current week are examples of covariates, which either affect or capture

a student's propensity to self-select a treatment. Building a model such as a logistic

regression on these covariates allows estimation of each students propensity score: the

probability a student will choose the treatment based on any measured covariates up

to that point.

To minimize the effect .of the confounding variables on the estimation of the treat-

ment's effect, propensity score matching aims to compare the treated population with

a new control population that has a similar distribution of student likelihoods; this

works to make balance the effects confounding variables might have between the two

treatment groups.

Although there are various methods for creating these balanced populations, the

most straightforward and common technique is matching each member of the treat-

ment population to the member in the control population with the closest propensity

score. This attempts to generate two groups with very similar propensity score dis-

tributions, meaning the students in the newly generated "matched treatment group"

are no more likely to choose the treatment than in the new "matched control group,

and allows for a direct comparison in outcomes to isolate and estimate the treatment

effect, by reducing the effects of the self-selection bias.

This chapter will be structured as follows:

* Section 2.1 will go into more detail into the calculation of the propensity score

9 Section 2.2 will go through various matching algorithms for creating balanced

treatment group populations using the propensity scores.

* Section 2.3 will analyze the matching quality including the procedure's effec-

tiveness in reducing self-selecting bias across all covariates

9 Section 2.4 will estimate the effect of the treatment using the balanced treatment

groups
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* Section 2.5 estimates the statistical variance of the treatment effect's value

Key terms used in this paper are:

Assessment: a homework, lab, exam, or exercise with a grade. Quantity of sub-

missions and grades for these assessments are candidates for treatment and outcome

variables, as well as covariates.

Video: Lecture or Tutorial videos. Measurements for length of time students spend

on each video are included as covariates.

Module: The general term for a single unit in the courseware, such as an assessment

or video.

Treatment variable: The independent variable of interest

Outcome Variable: The dependent variable of interest. A researcher wants to de-

termine the effect of the treatment variable on the outcome variable.

Propensity score (p) : the probability a given student chooses the treatment. Its

value ranges from 0 to 1.

Covariates C1 ... C,.: The set of variables that either affect or capture to some degree

a student's propensity to self-select a treatment.

Confounding A study has confounding variables and is therefore biased if the mca-

sure of the treatment T on the outcome Y is also influenced by some unmeasured

variable(s) Z, where Z is related to both T and Y. Accounting for covariates via

propensity score balancing aims to remove confounding effects from the study.

Treatment Population: All participants who select the treatment.

Control Population: All participants who do not select the treatment.

Matched Treatment Group: The subset of students from the treatment popula-

tion used after matching.

Matched Control Group: The subset of students from the control population.

Average Treatment effect on the Treated (ATT): The estimated effect of the

treatment on the outcome for all students who receive the treatment.

Variance Approximation: Variation (also called standard error) that accounts for

all factors throughout the procedure including the normal sampling variation and

estimation of the propensity score.

17



2.1 The Propensity Score

A student's propensity score p is the probability that a student will choose the treat-

ment T

p = Pr(T = 1|C 1.... ) (2.1)

given all covariates C.. C.. A logistic regression is a common model for calculating

this. The inputs are the covariates for each student as the features array, and the

treatment labels for each student: a 1 if they received the treatment or a 0 otherwise.

From this training data, the model calculates optimal weights for each covariate to

minimize the error in predicting each student's label. The model will then, given an

input of covariates, output the propensity score, a cnotinous variable between 0 and 1

that a student with those covariate features will receive the treatment. All covariates

must be either static or occurring before the treatment to ensure they are independent

of the treatment choice. In an educational course this includes covariates related to

content occurring chronologically before the treatment.

2.2 Balancing with Propensity Score Matching

Attempts to balance effects of individual covariates between treatment groups leads to

the curse of high dimensionality: as the number of covariates (dimensions) to consider

grows, the amount of data needed to fill the space grows exponentially and becomes

ultimately infeasible. Instead, the effect of confounding variables on outcome can be

best reduced by balancing the aggregate effect of all covariates, as captured by the

propensity score.

Once a propensity score for a given treatment is generated for each student, new

treatment and control populations are generated with similar propensity score distri-

butions: for each student in the treated group, a synthesis of one or more students

in the untreated group with a similar propensity score is added to a new "matched

control group". Rosenfield and Ruben demonstrate that if the propensity score dis-

tributions between the new treatment and control populations are very similar, the

18



distribution of covariate variables is much more similar between these new groups as

well. For example, if homework attempts in the preceding week is a significant covari-

ate, then after propensity score matching the newly matched treatment and control

groups will have similar distributions of homework attempts from the previous week,

and similarly for all other covariates. The extent of remaining bias per covariate is

a metric for the effectiveness of balancing, and this process is detailed later in the

following section "Measuring Latent Bias Per Covariate".

2.2.1 Choosing A Balancing Method

The following balancing methods using propensity scores are compared in Austin 2011

and Caliendo, Kopeinig 2005.

Nearest Neighbor Matching.

1. For each participant in the treated group tj find the participant in the

control population, cj with the closest propensity score, minlp(ti) - p(cj)

for the all of the members tj in the treated population.

2. If this difference is less than a small threshold, called a caliper, add tj to

to the new matched treatment group and cj, to the new matched control

group. Otherwise, this pairing is not included in the new treatment groups.

3. If doing this with replacement (which is encouraged), cj remains a can-

didate for all following matches. Otherwise, remove it from the set of

candidates. If matching without replacement, the order in which control

group participants are considered should be randomized so it doesn't have

a pre-determined effect on the matches.

4. Repeat this for all tj in the control group. At the end, the matched treat-

ment group and the matched control group will have very similar propen-

sity score distributions.

Matching with replacement allows an untreated individual to be matched to

multiple treated individuals. Matching with replacement is encouraged, which
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increases the average quality of matches and decreases biases (Caliendo Kopeinig

2005). This is of particular interest with data where the propensity score dis-

tribution is very different in the treatment and control group; in this case it

also can lead to a much more significant sample size of matched populations.

The caliper's value as set by the researcher is the maximum allowed propensity

difference between a match and therefore reduces bad matches.

Propensity Score Stratification

partitions the range of the propensity score into a set of intervals and calcu-

lates the impact within each interval by taking the mean difference in outcomes

between treated and control observations. For example if the common support

region was 0.1 to 0.9, stratification into four intervals would yield four treatment

effect estimations for participants with propensity intervals 0.1-0.3, 0.3-0.5, and

0.7-0.9. This method is advantageous when wanting to study how the treatment

effect varies based on propensity score. For example, the stratification method

could indicate if attempting a homework problem has a different effect for stu-

dents who are unlikely to do homework compared to those that are more likely.

While this method can lead to more specific conclusions, some evidence sug-

gests that it is not always as effective in removing systemic differences between

populations as nearest neighbor or the following weighted matching techniques.

* Inverse probability of treatment weighting

can be a useful alternative when it is difficult to directly obtain data samples

(either covariates or whole participants) from a target population. Possible

difficulties include time, ethical concerns, and missing data. Each participant

in the treated group is weighted by the inverse of their propensity score 1/p,

or 1/(1 - p) for the untreated participants. This accounts for each participants

self-selecting bias by giving more weight to samples that are underrepresented

due to missing data, and therefore aims to generate populations representative

of the overall population for both the treatment and control groups.

* Kernel matching is a process where a match is constructed for each person in

20



the treated group from a weighted combination of multiple similar people in the

control group, weighted by the closeness of their propensity score to that of the

treated person. These methods lead to lower variance because more information

is used for each. However, it also increases the likelihood of bad matches being

used by using matches in the control group with a further propensity score

difference.

2.3 Assessing Balancing Quality

With a goal of balancing the treatment and control populations, using each of these

following methods measures the similarity of treated and untreated subjects.

Overlap / Common Support

The most straightforward accepted overlap approach is a qualitative visual analysis

of the density distribution of the propensity score in both groups. The number of

nearest-neighbor matches, without replacemen,t and using a caliper is also an indi-

cator of propensity distribution overlap between the two treatment groups. A more

involved quantitative metric involves estimations of each group's density distribution.

Measuring Latent Bias per Covariate

in the matched sample includes a comparison of the means of continuous covariates

(or the distribution of the categorical covariates) between treated and untreated par-

ticipants.

One suitable indicator for assessing the balance of distributions for the marginal

distribution of each covariates is the standardized bias (SB) suggested in Rosenbaum

and Rubin 1985. For each covariate C

SB 100 * 0 treatment - Ocantrol (2.2)
* 

.5 (Vtreatmrent(C) + Vcontrot(C)))(

where 0 is the mean covariate value for each group and V(C) is the group's variance.
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For binary variables,

SB btreatedo -bntrot (2.3)
treated(l - btreated) + bcontrol(1 - bcontrol)

2

where btreated and bcontro denote the mean of the binary variable in treated and un-

treated subjects.

In most empirical studies a bias reduction below 5% is considered sufficient.

2.4 Treatment Effect Estimation

At this point, propensity scores have been calculated and used to generate balanced

populations, and the quality of balancing has been measured, which fulfill the re-

quirements to get a valid estimation of the treatment effect. There are two possible

metrics for any treatment effect: ATE is the average treatment effect for the whole

population, and the ATT, average effect of treatment on only those subjects who

ultimately choose the treatment. Propensity score methods focus on generating ATT

results. After matching, the ATT (average treatment effect on the treated) is found by

simply taking the difference in means of outcome variables between the two matched

populations.

2.5 Standard Error of Treatment Effects

With a treatment effect value, the final step is to measure how good this value is, in

terms of statistical variance, or standard error. The estimated standard error of the

treatment effect includes the variance due to the estimation of the propensity score,

the coverage of the common support, standard sampling error. Both bootstrapping

and variance approximation (Lechner 2002) aim to measure the desired standard error

that accounts for all of these components in the procedure.

* Bootstrapping involves repeating a complete retrial of the procedure, from

22



the first steps of the estimation (including the propensity score calculation),

where the randomization step (when matching without replacement) provides

varying results. The procedure is repeated N times to give N bootstrap samples

and N estimated average treatment effects. The distribution of these treatment

effects is an approximation for the sampling distribution and therefore also

approximates the variance of the treatment effect estimate (Caliendo, Kopeinig

2005)

o Variance Approximation by Lechner For the estimated treatment effect

obtained via the Nearest Neighbor Matching method, the following formula is

applied:

1 (ZE (w )2

TATT -Var(Y'IT =1) + 0E''.~) * Var(YIT =0) (2.4)
N 1  (N1 )2

where T is 1 for treated individuals, 0 for untreated; Y is the value of the

outcome variable; N1 is the number of matched treated individuals. wj is the

number of times individual j from the untreated group has been used for all

matched students in the untreated group Io. This equation accounts for match-

ing to be performed with replacement, and its results in practice vary little from

the bootstrapping method and is much more efficient (Lechner 2002).

2.6 Procedure Selections for this Thesis

This thesis chooses these components to calculate the following values:

o propensity scores for the treatment variable are estimated with a logistic regres-

sion.

o two treatment groups mttreated and m with balanced propensity score dis-

tributions, using nearest-neighbor matching with replacement and a caliper.

o ATT treatment effect estimate of the difference in the outcome variable between

mltreated and mncontrol
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* Bias remaining for each covariate after balancing, with comparisons to each

covariate's bias before balancing

* Lechner's Variance Approximation. Due to matching with replacement, ran-

domized ordering in matching is not applicable, which reduces the value of

bootstrapping.
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Chapter 3

Data Description

The previous chapter outlined steps for estimating a treatment effect by using propen-

sity score methods, which require a treatment variable, outcome variable, and covari-

ates. The next step is to determine these variables in the context of the desired

observational study.

This study focuses on a specific week in the 6.002x course, Second

Order Circuits, and aims to measure treatment effects for attempting

various homework, labs and exercises on final exam problems involv-

ing second order circuits.

This chapter starts with background information on both 6.002x as a whole and specif-

ically Second-Order Circuits, including descriptions of the various course modules. V

Variables related to these modules form the set of candidates for the treatment, out-

come, and cOvariates, and at the end of this chapter a feature matrix will define the

necessary variables for all desired effect estimations in Second Order Circuits. The

next chapter, Feature Extraction, describes the implementation process for generating

all these values.

3.1 6.002x Background

6.002x Circuits and Electronics is an introductory STEM course, one of the first re-

quirements for the 6-1 electrical engineering major curriculum at MIT. edX's stated

25



prequisites for 6.002x are that students "should have a mathematical background

of working with Differential Equations and a physics background through AP level

Electricity and Magnetism". MIT's prerequisite classes for 6.002 are 8.02 Physics II:

Electricity and Magnetism, and 18.03 Differential Equations.

Throughout 6.002x, various problems combine conceptual knowledge of circuits with

solving differential equations. One primary purpose of this thesis is to use the 6.002x

course as an example study to develop the propensity score methodology for edX

data. Results here are not intended to be conclusive, but rather to inspire methods

of investigating educational courses going forward. Potential topics of educational

studies of which 6.002x has highly relevant content of interest could include student's

mastery of different types of learning, from conceptual understanding to mathemati-

cal problem solving. Different types of course modules as described in the following

section could complement each other or provide options to students with varying pref-

erences. The sequential design of the course where early weeks build the foundation

for material in later weeks provides an opportunity to study how various students

accelerate with, keep up, or fall off the designed pace. This thesis involves data on

variables related to all of these topics. While not striving an in-depth conclusive

results, it works on developing a groundwork for propensity score methodology that

could spark directions for future studies in any of these directions.

3.2 Course Content Description

There are 14 weeks of material, and each week's course content is composed of various

modules. The term module refers to a single unit of any of the following:

" Lecture videos take the form of an ordered sequence of multiple videos, typi-

cally two sequences per week. Individual videos often focus on a single concept,

application, or solve an example, and are on the order of 5-10 minutes long

each.

" Exercises are optional questions interspersed in lecture video sequences. They
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are related to the material just covered and are often in the form of either

multiple choice or numerical answers. Once submitted, they provide immediate

feedback on correctness and can provide explanations, but do not count towards

a student's overall course grade.

* Homework problems are due at the end of each week and count in the overall

grade.

* Tutorial videos are videos that demonstrate how to solve specific problems.

These are not part of the lecture sequence, instead a supplementary part of each

week.

9 There are two exams. There is a midterm after Week 8, and a final exam after

Week 14. Each has six questions.

* A course textbook is provided, with relevant sections referred to throughout I

each section of the course. This study does not cover students' usage of these

text materials, as detailed student textbook activity was not available for the

course in this study.

3.3 Second Order Circuits

As stated above, a primary purpose in deciding the part of the course to conduct is the

extent that it is related other other weeks in the course, as well as the breadth of skills

its content covers. Second Order Circuits in Week 9 is a core section in the middle of

6.002x that directly builds on many concepts earlier in the course. Weeks 6 and 7 focus

on first order circuits as prerequisite material for second order circuits. Solving an

electric circuit involves conceptual understanding of resistor, capacitor and inductor

circuit components and resulting circuit interactions, which have been covered in

previous chapters. Second order circuits builds on this by involving two independent

energy storage components, such as both a capacitor and an inductor. Therefore this

chapter covers solving the new second order differential equations that describe these
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circuits, as well as iesulting properties like damped circuits and oscillating voltages /

currents that arise from these second order systems.

While not the focus of this study, second order circuits also provides the foundation for

applications later in the course. These include Impedance (Week 10), a characteristic

of second order circuits, and Week 11 covers how second-order circuits can be used

as filters.

Week 9, Second Order circuits has

9 38 lecture videos divided into two sequences

o 2 supplementary tutorial videos

* 18 exercises

* 3 homework problems

o 1 lab

The following graphic illustrates a second order circuit homework problem, the one

used as an example in Chapter 5: Procedure.
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3.4 Overall Dataset Statistics

6.002x has multiple runs of course data available starting with Spring 2012. This study

used the Fall 2012 semester. Students in this course, as common with online courses,

interact with the course with widely varying intentions and levels of engagement;

although some may not complete the course due to its difficulty, many may never

intend to complete it in the first place. An advantage of the large number of people

who can interact with online courses allows focusing on just a fraction of them and

still have sample sizes in the thousands. There were:

* 106,825 users who had some interaction with the 6.002x content that semester.

* Of these, 17,380 had at least 1 submission to a problem in the course.

* 4294 students attempted the midterm, and

* 3269 attempted the final exam. As this contains the majority of student who

attempt the midterm, engagement with the midterm is a strong indicator for

continuing to the course's completion.

This study focuses on the student population defined as the 3,269 students who

either earned at least 1 point on the final exam or attempted the second order final

exam questions; this narrows the scope of the study to focus on only those students

who engage with the complete course. Although this definition of students of interest

is somewhat arbitrary, as discussed in the results section, this definition's variations

only have a marginal impact on the effect estimation that does not detract from

the overall significance. With the student population and relevant course material

determined, the relevant variables can be extracted.

3.5 Extracted Feature Matrix

The following variables are extracted for 6.002x from MOOCdb. The criteria for

inclusion in this matrix is as follows: variables related to all modules in Week 9
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Second Order Systems, the week of focus, are included. Also included is are the same

types of variables on first order circuits, which spans the second half of Week 6 and

the first half of Week 7, along with any assessments related to first order circuits in

those weeks.

The process for generating these feature from the edX dataset is described in the

following chapter, Feature Extraction. This creates an overall feature matrix of 3269

students by 256 features.

variable module type selected modules variables value

X1 _6 1  lecture videos Weeks minutes watched 0 - 10
6, 7, 9

X 62- 92  homework Weeks was attempted 0-1
6,7, 9 grade 0-1 per subproblem

X93 - 1 2 2  midterm Questions was attempted 0-1
1 - 6 grade 0-1 per subproblem

X12 2 - 14 9 final exam Questions was attempted 0-1
3 and 4 grade 0-1 per subproblem

X150 _191 exercises Weeks was attempted 0-1
6,7, 9 grade 0-1 per subproblem

X192 - 220  tutorial videos Week 7, 9 minutes watched 0 - 10

X 221 - 256 lab problems Week 7, 9 Labs was attempted 0-1

grade 0-1 per subproblem

Figure 3-2: Feature Matrix

3.6 Treatment, Outcome, and Covariate Variables

The target outcome for this study is two final exam questions on second order sys-

tems. These combine for 8 subproblems, so each student's outcome variable ranges

from 0 to 8.

Seven treatments in Week 9 are investigated in this study: all the three homework

problems (H9P1, H9P2, H9P3), and the Week 9 Lab which ar the course grade for

the week, as well as three exercises (S18E1, S18E2, S18E3).

Covariates used are the variables in the avove table related to the labs, homework,

exercises, and tutorial modules that precede the chosen treatment. This range is the
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set of modules from Week 6 and 7 on first-order circuits and Week 9 second order

circuits. All problems on the midterm exam are also included as covariates. Trials for

the above treatments each use around 170 of the variables from the feature matrix as

covariates.

32



Chapter 4

Feature Extraction Process

This section details the process for extracting each variable in the feature matrix for

for each student. Two processes are used; one for extracting grades on assessments,

and another for estimating time spent watching videos.

Each module in the courseware is identified by a module tag, such as H9P1 for a

homework problem or S18V1 for a video. These tags are defined in a course production

json file associated each course, one per semester. The set of these module tags for the

desired features for each student arc input into a script that generates a SQL command

for each variable. These SQL scripts are executed in the MOOCdb database for 6002x

Fall 2012 to generate the feature matrix.

4.1 Feature Extraction Pipeline for Assessments

Each student can have multiple submissions for each subproblem. The number of

allowed submissions for each subproblem either can be limited or unlimited, at the

discretion of the instructor. This extraction process counts each subproblem as cor-

rect if it is ever answered correctly; in practice this is the same value as the last

submission per student, as an assessment gives the student immediate feedback of

correctness after each submission if it allows multiple submissions.

The following query is generated for all assessments
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1 INSERT INTO grades (user-id, problem-name, max-grade)

2 SELECT submissions.userid userid, problems.problem-name,

3 max(assessments.assessment_grade) maxgrade

4 FROM problems

5 LEFT JOIN submissions

6 ON submissions.problem-id=problems.problemid

7 LEFT JOIN assessments

8 ON assessments.submission_ id=submissions.submission_ id

9 WHERE problems.problemname like '%H9P1%'

10 GROUP BY submissions.userid, problems.problemname;

The results of the previous created table are then output

1 SELECT CONCATWS(',', user-id, problem-name,max-grade)

2 FROM grades

3 WHERE userid is not NULL

4 INTO outfile '/grades.csv';

This data is then converted into covariates. An assessment with n subproblems

has n+1 covariate variables, 1 for if the assessment problem was submitted, and a

covariate for each of s subproblems (as all subproblems in this course have a grade

of either 0 or 1 for correctness). For example, 119P1 has 8 subproblems, so it will

produce 9 covariates.

4.2 Feature Extraction Pipeline for Videos

There are 60 lecture and tutorial videos from Weeks 6, 7 and 9 related to first and

second order circuits. Each one has a feature for the estimated number of minutes it

was watched, with ten the maximum value.

o All observed events on edX are recorded for each user with an associated times-

tamp. The video events are PLAYVIDEO, STOPVIDEO, and PAUSEVIDEO.
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All events for users are extracted during the time period of Week 9 (defined as

from the end of the midterm to the due date of the homework and labs).

" For each user, each event is processed chronologically to estimate time spent on

each video. Every time a PLAYVIDEO event is recorded, the time from that

event until the next event, to a maximum of ten minutes, is added to the total

time spent on that video.

" This time spent per video is then converted into covariates. For this study, these

covariates are NULL if the user never plays the video, the number of minutes

if they spend between 0 and 10 minutes, and 10 if they spend more than 10

minutes. This covariate process is not precise, but determined to be the most

effective.

" A preliminary randomized logistic regression was run for video variables predict-

ing final exam problems scores using various cutoff strategies; having a single

cutoff (at various cutoff values), and using total time spent in minutes. Using a

cutoff time had a much higher correlation coefficient with the outcome variable;

however there was no significant difference between cutoff values from 1 to 20

minutes. Therefore, a cutoff of ten minutes was chosen. Estimating time spent

is an approximation that can be skewed by various possibilities, such as the

user leaving the edX site or the user leaving the video running without watch-

ing it. Having a threshold mitigates the erroneous variance resulting from these

possibilities.
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Figure 4-1: Mlean correlation coefficent of 0.193 across all videos for binary threshold
with one cutoff value at 1 minute in in estimating time spent watching each video
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Figure -1-2: Mean correlation coefficent of 0.199 for allowing values up to a maximum
of 10 minutes is comparable to the hinary threshold
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Figure 4-3: M\ean correlation coefhcent of 0.083 drops off significantly for total time
spent watching videos without a threshold
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Chapter 5

Procedure

With all variables extracted into the feature matrix, the propensity score method can

be executed for a choice of treatment, outcome and covariates. This procedure section

details these steps whether a student attempts the first homework problem of week 9

(H9P1) as the treatment variable. The results section in the next chapter shows the

result of this method applied to all treatment variables investigated in the study.

1. Define the student population of interest. The population for this trial is

all students who have scored at least 1 point on the final. This gives a study

population of 3269 students.

2. Define the treatment, outcome and covariate variables, and extract

them with the SQL extraction scripts from the preceding chapter.

T = is H9P1 attempted (Homework 9, Problem 1)

Y = Final Exam Questions 3 and 4. Y's value ranges from 0-8

C = preceding exercises, labs, exercises, lecture and tutorial videos in Weeks

6,7 and 9, as well as midterm problems, These total to 178 covariates.

3. Calculate the propensity score for each student. A logistic regression

is fitted with the covariates as features and the treatment as the label. Each

student's propensity score is p = P(T = 1|C1.,), the probability this model

predicts student will choose the treatment based on their covariates.
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Overall Propensity Score Distribution (H9P1)
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Figure 5-1: Prolpensity scorce dist iu)ltioll for all stuldents ill the studiy pmol)llat ion.

25:30 students receive the treatment and 739 did not.

4. Separate students into treatment groups.

All students wio attempted H9P1 are placed in the treated group. and those

that did not are in the untreated control group. The propensity score dis-

tributions for each subset is shown below. with more proepensity scores in the

treated group skewed towards 1. anld more student s in the nut reated group) witi

propelnsity scores closer to 0.

900
Boo
700
600
Soo
400
300
200
100

Propensity Score Distributions (H9P1) Before Matching
Treated

6.o 02 0.4 06
Untreated

140
120
100
80
60
40

.o

0.8 1.0

0.2 0.4 0.6 0.8 1.0

Figure 5-2: Propensity score (list ribultions of the treated (2530) and ultreated stu-
dents (739). The treated student's propensitY scores skew miuch more towards 1.

5. Check Overlap / Common Support
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t Ie t reatM lent group A(d t Ie distril hIt io1 of t he ut reut ('d group. lie students

who submnit H9P1 skew iiore towards having a higher Iropeisity to suibIIt it

thain the uiitreated grouj. These (listrib utions show str~onl( ger sIII1)ort for the

)r'ope(nfsitY rainge of 0.5 to 1.

G. Match Propensity Scores using the nearest neighbor method. This

1lathies each treated studeiit with a 11 ultreateld studelwit 1 tle closest propen-

sity score. Tlhe stiuidenits are searated nito 2 grol)S. lreanient (gt,,O,,a) fir

those that sulmitted H9P1 and(l (oltrol ( ,t) for those that did not. Each

miatching is dne with reh)lacemlenlt. where a11 lnt reated studliet (.11 liatch minul-

tiple treated sludeiits. A caliper of 0.01 is used. This matdhing (reates two new

noi' i1alaineed )ol)U18at ions of studieits. rCl d a cnrfiol. withi verY similir

j)i(I] eiiSitY scole (list ii)11t o11s.
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Figure 5-3: Propensity Score distribuitions of new treatment grou )s are extremuely
siifilar after iiiatchiiig

7. Calculate the treatment effect on the treated. Y(YO((.) - ......

The average 0o meii for i realt (d st h(lenlt S III I he imuat(lehd po)lilatioln. Y( c~c)

is 6.00 compareid to 5.57 fr mutreate Sd studens ilI lie population. Y(g ..... ).

giving a treatmnenut (ffect of 0.13.

8. Calculate the standardization biases for each covariate

This 111(i is an il(lication f1 m.r how hia.sed I lie two( genera(Itcd poula)1h10io1S re-

3!)
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1Vminl. It is the (iflerelce present for eac covariate betweenl the two g eneration

populat ions.

This equat ion. described in Chapter 2: propensity score ilet1h(1d is ed

SB - " - buonfol (5.1)
btult i(1 - t ,(IIt) + bermtronl(1 - bolto1 1)

2

where >trutcid an(d coroid are tihe mean of the bi nary variable in treated and

untreated groups. calculated 1oth before a1(d after llatchilng.

The following graphics show the (list ributions of standardized biases per covari-

ates before and after matching.

Standardized Bias Per Covariate Before Balancing
Mean: 39.2292134831
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Figure 5-4: Standardized Bias per Covariates before matching widely vary and can
have high values

Certain sets of modules are much more biased before matching than others.

The six covariates with the highest standardized b)iases. all greater than 90%

were the Week 9 labs. The next highest biases were W\eek 9 exercises. ranged

from 0.7 to 0.9. and the midterm questions. with )iases from 50X to 80/.

ihese captred tile majority of the self-selectinug bias. which makes sense il

that students who engaged with the week's exercises and labs were imuichi ore
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Figure 5-5: Standardized Bias per c(ovariate ofter matching are rmnch reduced, with
a lilean of 5.67

likely to attemupt lhoitiework problem in t hat week. -lotitework from previous

weeks was not iearlv as strong of a biased covariate. with most bias levels below

6 1wircelt .

9. Calculate the variance of the treatment effect, using Lechner's Vari-

ance Approximation

1Var(Y T - 1) ", - *Var(T =0)
A1 1  (!7 1)2

This formula. as described in Section 2.5 Standard Error of Treatmneit Effects.

acc(nlits for co1rol group student s )eiilg Used miiult hip4e tines in ilat chinig with

replacellielt.

5.1 H9P1 Results

SFor H9P1. q,hmfiu has 2530 students and hoitro, has 739 students.

*7Ili ave agC talget -ilial exam Sc(orc is 6.00 1( 0 tlie t'eatlwielit groUt alld 5.57 for

lie contol group. giving amn ATT estimate of 0.43.

0 Te ineIml s amldaldized )ias across 256 covariat es is 5.67. The mean si andard-
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ized bias is a little higher than the generally desired 5 percent threshold, but

not unreasonable.

* The variance of the estimation of the treatment effect (using Lechner's Approx-

imation) for H9P1 is 0.0031. There is a low sampling error in the treatment

effect approximation due to a sample size of over 2000 matches.

In the next chapter: Week 9 Treatment Results, the same procedure is repeated

for two other homework problems, a lab, and three exercises in the second order

circuits module.
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Chapter 6

Week 9 Treatment Results

The propensity score procedure run for all three homework problems (H9P1, H9P2,

H9P3) and the lab (Lab 9) in the second order circuits unit, as well as 3 exercises

(labelled S18E1, S18E2, and S18E3).

The terms each for each row are:

Number Treated: The number of students in group gtreated who submitted the

assessment in the corresponding column.

Number Untreated: The number of students in group guntreated who did not submit

the assessment.

Treated Average Outcome Score: Average outcome for gtreated, the grade of for

the two final exam problems

Untreated Average Outcome Score: Average outcome, the grade of g',ntreated for

the two final exam problems

ATT Effect: treatment effect estimate: average outcome score difference between

treated and untreated groups

Mean Standardized Bias Per Covariate: The standardized Bias calculated for

each covariate averaged across all covariates, around 170 covariates per trial

Variance Approximation: Variation (also called standard error) that accounts for

factors beyond the normal sampling variation such as estimation of the propensity

score
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H9P1 H9P2 H9P3
Number Treated 2530 2410 2440

Number Untreated 739 859 829
Treated Average Outcome Score 6.00 6.03 6.04

Untreated Average Outcome Score 5.57 5.50 5.58
ATT Effect 0.43 0.53 0.46

Mean Standardized Bias Per Covariate 5.67 7.02 6.13

Variance Approximation 0.0031 0.0032 0.0032

Figure 6-1: All three Week 9 homework problems

Lab 9
Number Treated Students 2503

Number Untreated Students 766
Average Treated Final Exam Score 5.98

Average Untreated Final Exam Score 5.67
ATT Estimate 0.42

Mean Standardized Bias Per Covariate 6.59
Variance Approximation 0.0032

Figure 6-2: Week 9 Lab

S18E1 S18E2 S18E3
Number Treated Students 967 957 861

Number Untreated Students 2290 2312 2408
Average Treated Final Exam Score 5.66 5.63 5.67

Average Untreated Final Exam Score 5.52 5.45 5.76
ATT Estimate 0.14 0.18 -0.09

Mean Standardized Bias Per Covariate 16.67 23.80 12.89
Variance Approximation 0.0073 0.0075 0.0082

Figure 6-3: First 3 Week 9 Exercises; other exercises had similarly high stand
biases

ardized

These results indicate that homework and lab problems seem to have a significant

treatment effect in magnitude on the final exam grades, with ATT estimates around

0.4-0.5. Mean Standardized Biases are a little high, ranging from a mean of 6 to 7

percent with a variance of 4.2 across all covariates; each trial has approximately 170

covariates.

The students who submit homework tend more towards having a higher propensity

to submit it than the untreated group, which intuitively makes sense. The important

element is that there is adequate overlap, or common support, of samples through the
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dist ribution for each side. Co)iparing this to the propensity score distributions of an

eXercise. the plropensity score (listrihitiois for S1178E1 skew drastically iiiore towards

Ile extrelles

700 Treated (Submitted S18E1)
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1igur(' G-4: Propensity scores for treatinent groups of exercise S18E1

.St ldents are cit her likely to do either nearly all exercises, or none at all. exercise

ATT est iinates are much closer t o 0: however this inl )ahilce even aft cr im at cling leads

to their Mean Standardized Bias Per Covariate being iuch higher. This is due to

the populations of students in the treatment cont rol populations being. This leads

to fewer comparable sanples between the two groups and less of an ability to reach

anv valid conclusions about the treatment effect using propensity score techiniques.

Another indicator is looking at the quant ity of matches witliout replacement and

with a caliper. H9PI Yields about 950 matches in this case. while S18EI yields oilY

aroiiiind 250.

For all trials. the variance approxiniation is (jilite low. with all b)low 0.01. This

is largely due to the high number of matches in this stuidenit population. with over

2000 for homework and labs. and over 800 fomr exercises. This significant sample size

is a statistical bIenefit resulting from the large mumibl er of studdcits per IOOC course.

even whei a studY focuses on a fractioni of* them.
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Chapter 7

Conclusion

Online educational courses track detailed data on their participants that has the

opportunity to further inform the improvement on of educational courses. For obser-

vational studies, different choices of treatment and outcome variables can repeatedly

be run retroacively on any subset of treatment modules given the appropriate data

was collected. Therefore observational studies are effective for preliminary indicators;

findings can inform a more specific study for later course runs, such as experimental

A/B tests, which each must be predetermined and set up before students interact with

it, but allow for a complete randomization of biases and therefore more confident and

conclusive results.

7.1 Research Findings

" The results of this study provide evidence that individual assessments, specif-

ically homework and labs, have an impact on student performance on final

exams.

" Identifying good candidates for covariates for course modules is feasible in

courses that have an order where content earlier weeks is foundational for learn-

ing content in later weeks, and many STEM courses have this format. In this

study, the section on first order circuits can be examined when studying students
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in the week on second order circuits.

" While assessment grades have precise values, other variables related to a stu-

dent's academic performance can only be indirectly observed an approximated.

The amount a student watches videos or reads course material can only be

approximated at best from indirect events emitted as they navigate the site.

Studies using these must account for the uncertainty inherent with these vari-

ables.

" The most important covariates that capture the self-selecting nature of students

are other assessments in the same week. For a homework problem, this is the

exercises and lab that week.

" Propensity score matching is more applicable to some parts of a course than

others. In this 6.002x study, the Week 9 homework problems and labs each had

significant treatment effects in magnitude, with lower bias differences between

populations after balancing. This technique is ineffective when the propensity

distributions are greatly skewed towards the extremes, such as optional exercises

where most students either do the vast majority of them or very few. Exercises

had a much smaller effect in magnitude of treatment effect, but the comparable

populations in exercises were much more unbalanced, leading to less conclusive

results.

" Various types of uncertainty arise in this process, and making a distinction

between statistical and methodological sources of standard error are critical to

evaluating the process. In this study, statistical uncertainties such as sampling

error were largely mitigated with the large number of students in the MOOC

course, even when focusing on a small fraction of the students. More uncertainty

comes from the both the procedure and remaining self-selecting biases. Feature

approximations such as time watching videos generate imprecise metrics. The

two treatment populations remain unbalanced to some extent per covariate

after matching by propensity score. These have much more of an impact on
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statistically significant meaning than the sampling error.

7.2 Contributions

This thesis describes a methodology design for estimating effects course components

have on an outcome, in this case a final exam score. This uses the observational data

generated as students interact with the course, using a propensity score method to

account for this self-guided interaction. The components of this are:

" Creation of a pipeline to extract features for each student on lecture videos,

tutorial videos, homework, labs, exercises, and exams. In this study on 6002x

Fall 2012, 256 features were extracted per student.

" With these features as input to the propensity score matching methodology,

treatment effect estimates were generated for 3 homework problems, 1 lab, and

3 exercises in Week 9, Second Order Circuits on students' performance on related

final exam problems.

" Each trial is evaluated by statistical techniques for amount of remaining self-

selection biases and standard error. This gives indicators for the accuracy and

usefulness of treatment effect estimation.

" The framework developed in this observational study creates a pipeline that can

retroactively estimate the treatment effect and bias levels on various choices

of outcome and treatment variables for a given course, and a way to extract

relevant covariates.
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Appendix A

Sample Configuration File

# defines student population to study.

STUDENTPOPULATION = SCOREDON_MIDThERM or SCOREDONFINAL

- covariate assessment tags fed into sql generator.py

# tags are defined in an edX courses 's production.json file

exercises [ 'S12E1 , 'S12E2' .

hw = ['H6P3', 'H7P1' ....

midterm ['VITQ1' , 'MTQ2' .1
final [ 'Q1Final2012' 'Q2Final2012' .1

labs [ 'First -order_ Transients' , 'Second-order - Circuits'I

tutorials [ [...I

ASSESSMENTTAGS = exercises + hw + midterm + final + labs + tutorials

# video covariates extracted 'with video extractor.py

INCLUDEVIDEOS = True

VIDEOTHRESHOLDTYPE BINARY " Can be BIN4RY or INTEGER

VIDEOTAGS [t"S18V1" , "S18V2" ... ]

119P1 P can be one or multiple modules
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TREATMENTDEFINITION = ATEMPTED # c an b e A TTEMPTED o r CORRECT

# propensity score matching

MATCH_WiTH_REPACEMENT = True

CALIPER_THRESHOLD = 0.01

# histograms

PLOT_OUTCOME_SCORE_DSTBUTI[ON = True

PLOT_PROPENSITY_SCOREDISTRIBUTIONS = True
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