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Abstract

Eye exams via a slit lamp are critical in screening for conditions such as cataracts,
corneal opacities and pterygia early on to avert vision loss. The slit lamp, however, is
a purely qualitative optical device that is bulky, expensive, can cause eye discomfort
due to light sensitivity. It also requires a trained physician to operate, making it
unsuitable for large-scale screening in resource-constrained settings. In this thesis,
we propose a spectrum of portable anterior segment imaging solutions that can be
operated by minimally trained health workers.

On one end, we present a smartphone attachment with minimal optics and no elec-
tronic components beyond what is present in the smartphone itself to examine and
image the anterior segment of the eye. This cost-effective, easily scalable solution
would help extend the reach of anterior segment examination to extremely resource
constrained settings, such as mass-screening camps, mobile ophthalmology clinics,
war zones etc. On the other end, we propose purely solid-state instrumentation that
employs programmable illumination and light steering optics to simulate the motion
of a slit on the eye, thereby exhibiting functionality similar to that of a slit lamp
with no moving parts. Finally, we discuss potential deployment strategies for two
implementations of this technology in the specific cases of two contrasting healthcare
systems in India.
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Chapter 1

Introduction

The human eye is conventionally viewed as having two principal anatomical segments

[1]: the anterior segment and the posterior segment. A virtual plane just behind the

lens forms the boundary between the two segments. The anterior segment consists

of the cornea, iris, lens, ciliary body, and the anterior portion of the sclera. It also

includes the anterior chamber, which lies between the cornea and the iris, and the

posterior chamber, which lies between the iris and the lens. Both the anterior and

posterior chambers are filled with aqueous humor.

A host of disorders [101, such as cataracts, ulcers, pterygia, angle-closure glaucomas

etc. affect the anterior segment of the eye and can lead to blindness if left undi-

agnosed. Specific meaningful clinical interventions are available for each of these

common pathologies this form of blindness is completely preventable.

16



Ciliary
Muscle

Psterior Chamber
(Aqueous Humor)

Cilar Vitreous Fovea
Comea Boy Humor Visual Centralis

Zonular Axis
Pupil Rbers -

Crystalline O al Blin dOpi
Anterior Chamb r Lens Apis Spot Nptve
(Aqueous Humor) Lens

Inis Cotx Retina
Psterior

Human Eye Zonules Sclera

Section View Choroid

Figure 1-1: Sectional anatomy of the human eve. The lens and all parts of the eye to

the left of the lens in the image comprise the anterior segment. (Photo from [4].)

1.1 Motivation

The current standard for screening the anterior segment of the eye is the ophthahnic

slit lanp [2]. A slit lamp comprises a high-intensity light source that can be focused

to shine a thin sheet of light into the eye. This sheet illuminates a thin slice of the eve,

optically isolating it from the rest of the transparent anterior segment. Different layers

of the anterior segment have different refractive indices [5], resulting in scattering of

light, at the boundary of these layers. Thus, from a sufficiently large angle off the

optical axis of illumination, a single cross-sectional slice of the anterior segment can

be examined. Manipulation of the angle at which this sheet of light hits the surface of

the eye allows for viewing different cross-sections of the eye. Various pathologies and

conditions affecting the anterior segment manifest themselves as a change in refractive

index and scattering properties. which is then picked up by the ophthalmologist.

Though simple in concept, the need for mechanically rotating arms to manipulate the

light sheet and eyepiece constrains the form factor and size of the device. A shorter

arm length would result in a lower tolerance for error in position of the end of the arim,

17
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Figure 1-2: A conventional benchtop slit lamp. The optics of the device do not make
it large - it is ergonomic to have a chin rest and to have the device mounted on a stable
platform like a table. In this image the clinician is using an additional handheld lens
to examine the retina. (Photo from 13].)
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making it harder to illuminate the desired cross-section of the eye. Additionally, the

presence of moving parts requires the device to be sufficiently far from the subject's

eye to prevent injury.

More advanced techniques such as Scheimpflug imaging [6] [7] and OCT [9] [8] do exist,

but their high cost makes them inaccessible to most, except for the largest ophthalmic

clinics and hospitals.

In this thesis we propose a smartphone attachment that utilizes the camera sensor and

LED flash of the smartphone for imaging and illumination respectively, thereby pro-

viding slit lamp-like imaging without any electronic components over what is present

in most commercially available smartphones.

Additionally, we present a new modality to image the anterior segment of the eye

using programmable illumination and light steering optics to enable fast, software-

driven manipulation of a laser light sheet without any moving parts. We go on to

show how this system can be molded into a compact, portable head-mounted device

for fully automated data capture in resource constrained settings and discuss the

theoretical limitations of such a system.

1.2 Novelty and Primary Contributions

This thesis makes important contributions in showing how consumer electronics can

be used to extend the reach of anterior segment examination to resource constrained

settings.

* A smartphone attachment for slit lamp-like imaging of the anterior

segment of the eye
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- A 3D printed smartphone attachment with no electronics and minimal

optics to produce slit lamp-like images of the anterior segment.

- Use of the LED flash and camera modules present on most commercially

available smartphones for illumination and imaging respectively.

A programmable illumination-based head mounted device for fast,

automated data capture

- Use of a commercially available laser pico-projector and light steering op-

tics to simulate the motion of the slit on the eye without any moving parts.

- Complete programmatic control of the illumination and imaging, enabling

the device to be operated by lesser-trained healthcare workers as compared

to a conventional slit lamp.

* Theoretical studies to determine the maximum bounds on perfor-

mance of a programmable illumination-based device

- An ellipsoidal reflector-based optical design that significantly increases the

maximum angular sweep of the slit on the eye while producing lower chro-

matic aberration.

- Mathematical modeling of the proposed design to explore the dependence

of the maximum angular sweep on eccentricity of the ellipse, geometric

parameters of the system and throw ratio of the projector.

20



Chapter 2

Background and Related Work

The conventional slit lamp is used to screen for a wide variety of ophthalmic conditions

through illumination of individual cross-sectional slices of the eye separately, thereby

enabling the ophthalmologist to mentally reconstruct and inspect the different layers

of the anterior segment in great detail, to an extent that is not possible through direct

visual examination. The work presented in this thesis aims to present a variety of

solutions to extend the reach of slit lamp-like imaging. In this respect, this work draws

from three broad areas - ophthalmology, optics and computer graphics. Following are

the key developments in each field which form the basis of this work.

2.1 Ophthalmology

Examination of the anterior segment of the eye has not changed considerably for

over a century, since the advent of the slit lamp in the early 1900s [11]. One of the

earliest designs of the slit lamp was by Alvar Gullstrand in 1911. Gullstrands "large

reflection-free ophthalmoscope" employed a Nernst glower as an illumination source

21



and a simple optical setup to project a slit of light onto the patient's eye. In 1919

Vogt Henker's slit lamp was the first design to mechanically connect the illumination

source and the ophthalmoscopic lens [2]. In 1914 Henker proposed a design in which

the double articulated arm of the microscope illumination system was not fixed to the

table spindle but to the microscope column. This was the first combined connection

of microscope and illumination system for co-ordinate motion. Combergs design in

1933 was the first to employ a common swiveling axis for both the illumination and

microscopic viewer. In 1938, Haag-Streit engineers proposed a joystick design for x

and y coordinate movement [2]. This design was further improved by Littmann in

1950 by employing magnification changers, completing the list of major components

of a slit lamp today.

Today, in addition to desktop-mounted slit lamps, smaller, portable slit lamps are also

widespread, with most major manufacturers Haag-Streit [12], Keeler [13], Reichert

[14] having products in the market. These portable devices operate on the exact

same technology as their tabletop counterparts, but are packaged into a smaller form

factor. A tabletop slit lamp is not large and bulky because of the size of the individual

components, but purely out of ergonomic reasons. It is much easier to use a fixed,

desktop-mounted device with a chin rest to lock the subjects face in place and large

swiveling arms to achieve small precise rotations. Portable slit lamps are not as

ergonomic as their larger counterparts and are, thus, harder to use.

Digital slit lamps can also be found in the market today [15][16][17], but they also

operate on the exact same technology, merely replacing the optical eyepiece with a

digital sensor. Digital slit lamps whose eyepieces can be replaced with smartphones

can also be found [18][19][20]. None of these digital slit lamps apply any major post-

processing or extract any additional information from the data captured.

The only known anterior segment imaging modalities that are capable of operating

completely automatically, with low to no operator input, are Scheimpflug imaging
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[6] and anterior segment optical coherence tomography (OCT) [22]-[25]. The Oculus

Pentacam [21] is one such device that operates on the Scheimpflug principle. It

employs a mechanically rotating camera and light source to capture different cross-

sections of the eye from differnt angles. The slit of light emitted by the device rotates

about the axis of the subjects eye, while the camera images the eye off-axis at a fixed

position and angle with respect to the source. Tomographic reconstruction techniques

are then used stitch these images together to generate a three dimensional (3D) model

of the eye [29], This device is big, bulky and expensive, making it useful for specialized

clinics, but not ideal for resource-constrained settings.

2.2 Optical Sectioning

Optical sectioning is a technique well understood in literature to produce cross-

sectional views of a 3D refractive object. The objective is to image only those regions

of an object that lie either on or close to a defined focal plane and to vastly attenuate

or blur light originating from out-of-focus regions of the object.

The simplest way to observe a particular depth is to use a large aperture lens. The

large aperture makes the depth of field shallow, and the region outside the depth of

field is blurred. Synthetic aperture methods have also been developed to mimic a

large virtual aperture by combining many small apertures [26], However, out of focus

depths are still bright and visible, though they are blurred.

Techniques to attenuate light from out of focus depths have been well implemented

in microscopy - in confocal microscopy [27] and light sheet fluorescence microscopy

[28). In confocal microscopy contrast of the image is enhanced through the placement

of a spatial pinhole at the confocal plane of the lens, thereby blocking light from

out of focus depths. In light sheet fluorescence microscopy (LSFM), the problem is

addressed differently, through illumination of only the depth that is currently being
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imaged. This is achieved using a laser light-sheet which is focused into a single plane,

most commonly through the use of a cylindrical lens. This sheet of light can then be

moved along the depth of the transparent sample by translating the source along the

depth of the sample.

The conventional slit lamp and the Pentacam are both special cases of the application

of optical sectioning techniques to ophthalmology. Similar to LSFM, only one cross-

section of the eye is illuminated at a time, resulting in no stray light from out-of-focus

regions. Unlike LSFM, however, the source of contrast in both these techniques is not

fluorescence, but the natural scattering of light at the boundary of different layers of

the anterior segment due to changes in refractive index.

2.3 Graphics

Generating accurate 3D models of the eye has been of recent interest to the graphics

community. In computer graphics, for a number of years, the shape of the eye was

approximated by two spheres one for the cornea and one for the eyeball [31]. In

[30], an array of cameras and high-power LEDs are used to generate high-quality 3D

models of the eye for animation. This technology, however, requires the subject to

be lying down with their head in a headrest under an array of cameras. Additionally,

depth is measured through registration of multiple views of the eye from different

cameras, not through actual tomography. This results in accurate modeling of the

sclera, cornea, iris and pupil, but not of the lens. Also, depth resolution is poor and

the model generated is not ideal for medical diagnosis.

There has been recent interest in the computational photography community in the

use of commercially available technology for ophthalmic diagnostic applications. This

includes smartphone-based screening for refractive errors in [50] and screening for

cataracts through measurement of the backscatter produced by the eye lens in [51].
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In addition to diagnosis, there have also developments to accomodate for refractive

errors in digital displays, such as the light field computational displays in [52][53][54]

[69] [711-[77].
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Chapter 3

A Smartphone Attachment for Slit

Lamp-like Imaging of the Eye

The slit lamp is the most commonly used ophthalmic device for examining the anterior

segment of the eye, but is big, expensive, contains many moving parts and is designed

with specialized ophthalmic clinics in mind. In this chapter, we present a smartphone

attachment with minimal optics and no electronics beyond the smartphone itself to

examine and image the anterior segment of the eye [45]. This cost-effective solution

would help extend the reach of anterior segment examination to resource constrained

settings well beyond the scope of ophthalmic clinics.

3.1 Concept and Challenges

Most commercially available smartphones today. are equipped with high definition

cameras and LED flash modules. The flash modules in smartphones serve the purpose

of illuminating a scene in poor lighting conditions to capture high quality images.
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Unlike flash modules used with standalone cameras, they are rarely capacitor-based

light sources and can, hence, be operated continuously. With the right optics to

focus the light emitted by the LED into a movable slit and the right camera view, a

smartphone attachment could be built for slit lamp-like imaging of the eye without

any additional electronics over what is present in the smartphone itself.

There are certain constraints, however, which make building such an attachment

challenging -

" Beam Divergence. In order to illuminate the entire scene, flash modules

are designed to emit light that spreads as wide as possible. This makes it

challenging to build a lens system that can collect a large portion of the light

to be redirected to the eye in the form of a movable slit.

" Placement. Ideally, to reduce the appearance of shadows and to illuminate

the scene uniformly, a camera's flash should be co-axial with the camera itself.

Practically, however, this is difficult to achieve without affecting image qual-

ity and most camera systems, including smartphone cameras, place the flash

module as close to the actual imaging sensor as possible, though not co-axial.

This makes it challenging to design an attachment that separates the imaging

and illumination optical pathways without occluding a significant portion of the

camera's view or sacrificing collection of some of the light being emitted by the

flash.

3.1.1 Illumination Pathway

In order to capture a significant portion of the light emitted by the flash module

we use two high numerical aperture (NA) aspheric condenser lenses to collimate and

focus the diverging beam respectively. Aspheric condensers allow larger apertures,
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Figure 3-1: Illumination pathway of the snartphone slit lamp attachment: light
collection and projection of the image of a slit onto the eye. High NA aspheric
condensers are used to collect light from the LED module and low NA cylindrical

lenses are used to project an image of the slit onto the eye.

higher NA, and lower f-number ratios than spherical lenses, making them ideal for

high-efficiency light gathering. Their short focal lengths and low f-numbers also allow

them to be stacked in close proximity to one another, making for a more compact

system that can operate within the form factor constraints set by the proximity of

the flash module to the imaging sensor.

Following collection by the pair of asheric condensers. we pass the beam through a

physical slit that can be moved in a direction orthogonal to the optical axis of the

system. The image of this slit is then projected onto the eye through a pair of low

NA cylindrical lenses. We intentionally choose large focal length, low NA cylindrical

lenses to allow a larger tolerance in the placement of the eye and to ensure that the

slit remains in focus on different layers of the eye.
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Figure 3-2: Benchtop experimental setup to test optical design presented in section
3.1 on an anatomically correct synthetic eve.

3.1.2 Imaging Pathway

The primary purpose the imaging pathway serves is to change the angle at which the

camera "sees" the eve, and to raise the point of view so as to eliminate occlusion of

any part of the eye by the illumination optics. As can be seen in 3-1 the camera and

LED flash modules in most smnartphones are located very close to each other and we

must use a pair of first-surface flat mirrors to change the point of view of the camera.

3.2 Experimental Setup

3-2 shows the benchtop setup we built to validate our illumination and imaging optics.

We use an off-the-shelf Nexus 5 for this experiment. The Nexus 5 features an 8MP
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main camera with a 1/3.2-inch CMOS sensor and an F2.4 30mm equivalent lens. The

camera is also capable of capturing 1080p HD video at 30 frames per second. The

phone comes with a built-in LED flash that sits 11 mm below the imaging axis.

We use a pair of" Edmund Optics 15 mm diameter, 7.3 mm back focal length (12

mm effective focal length) aspheric condenser lenses to collect light from the phone's

flash module. These lenses feature a high 0.63 NA, allowing for high efficiency light

collection. We use a 3 mm thick acrylonitrile butadiene styrene (ABS) sheet with

a 1 mm thick slit, made with a 3D printer. Finally, to focus the image of this slit

onto the eye, we use a pair of Thorlabs 38.1 mm focal length plano-cylidrical lenses.

The relatively large focal lengths of these lenses allows for a large tolerance in the

placement of the eye and ensures that the slit remains focused on different layers of

the eyeball.

As can be seen in 3-2, the illumination pathway also comprises two flat mirrors that

were not present in 3-1. These mirrors are used to shift the optical axis of illumination

slightly to ensure that it is no longer coplanar with the optical axis of imaging. This

simply serves the purpose of reducing specular reflection produced by stray light from

the flash that escapes the aspheric condenser lenses and can with the images captured

by the camera. In an actual smartphone attachment enclosed in a housing, as shown

in section 3.3, these mirrors would not be necessary.

The imaging pathway comprises two 20 mm x 20 mm square flat mirrors to change

the point of view of the camera. The first mirror is placed directly in front of the

camera at an angle of 450 with respect to the imaging aperture and the second lens

is placed at a distance of 5 cm directly above the first at an angle of 60' with respect

to the imaging aperture, as was experimentally found to result in least occlusion and

produce the best quality images.
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Figure 3-3: A similar optical design to that shown in figure 3-2 is placed inside a

housing made of 1/8" thick black acrylic. This linage does not show the actual slit.
but the slot through which the user moves the slit is visible on the side wall of the
device.

3.3 Building a portable device

3-3 shows a prototype smnartphone attachment we built. based on the optical design

described in 3-1. We built a portable housing around the experimental setup described

3-2 out of 1/8" thick black acrylic. The optical components used in 3-3 are exactly

the same as those used in 3-2, except for the absence of the mirrors used in the

illumination pathway. which are unnecessary as the housing does not allow stray

light from the flash module to affect the images captured by the camera, in any way.

This housing was designed to fit onto a Nexus 5 smartphone, as shown in 3-4, next

to a mannequin head for size comparison.
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Figure 3-4: The same srnartphone attachment as shown in figure 3-3 is shown clipped
onto a Nexus 5 smartphone with a, mannequin head for size comparison.

Figure 3-5: Single frame from video sequence captured by
Nexus 5. The slit used was 1 mun thick and was made out of'

reflections.

the rear camera of the
ABS to reduce internal
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3.4 Results and Use-case Studies

The prototype smartphone attachment shown in 3-4 was tested on synthetic anatom-

ically accurate eye models with varying pupil size. 3-5 shows a single frame of a video

sequence captured with the rear camera of the Nexus 5 by projecting a slit onto a

synthetic eye with a 6 mm pupil. As the slit is mechanically translated along the

width of the device, different cross-sections of the eye are illuminated and can be

imaged by the built-in camera. Both 3-3 and 3-2 do not show the actual slit, but

instead show the slot in the walls of the device through which the user would translate

this slit. The slit used in this device was the same as the one used in the benchtop

setup shown in 3-2, since ABS is a more diffuse reflector than acrylic and would less

in less internal reflection.
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Chapter 4

Programmable Illumination-based

Imaging of the Eye

The biggest constraint in compressing the optics of a conventional slit lamp is the

need for large rotating arms. Shorter arm lengths would result in a lower tolerance

for error in position of the end of the arm, making it harder to illuminate the desired

cross-section of the eye. Electronic rotation of the arms, say with a stepper motor,

would allow much more precise control over the orientation of the light sheet than

mechanical movement by an operator, but would still involve moving components

that need to be sufficiently away from the eye to prevent injury, resulting in a larger

form factor.

In the following sections we describe a new modality for illuminating individual cross-

sections of the eye that eliminates the need for moving parts altogether, instead relying

on solid-state MEMS components that can be built into a significantly smaller form

factor.
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Figure 4-1: Light sheet formation using a laser pico projector. A vertical line is
programmatically moved in the frame of the projector, which results in formation of
a light sheet that scans the eye, similar to a slit lamp. The high contrast ratio and
infinite focus of the laser projector ensure that this light sheet remains sharp at all
depths if coupled with the correct light steering optics.

4.1 Illumination

4.1.1 Programmable Illumination

The primary idea proposed in this chapter is to use a MEMS-driven programmable

light source, such as a pico projector, to programmatically control the orientation

of the light sheet without any moving parts [43]. A conventional, LED-based pico

projector requires refocusing of the image based on depth of the screen to produce

a sharp image. To avoid refocusing of the illumination, we propose to use a laser

pico projector. Unlike an LED projector, each individual pixel in a laser projector

is a collimated beam originating from the laser source within the projector. Laser

projectors, thus, do not require refocusing for different screen depths.

Laser pico projectors conventionally feature very high contrast ratios, which means

the intensity of light projected for dark pixels is many orders of magnitude lower than

that for bright pixels. Therefore, if we project a single thin line in the frame of the

projector, the resultant beam emitted by the projector very nearly approximates a

thin light sheet, with almost no stray illumination from dark pixels. This line can then

be moved programmatically in the frame of the projector, to change the orientation
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of the sheet of light.

The pico projector can project any computationally generated pattern onto the eye. 4-

1 describes how this concept can be extended to produce a moving light sheet, similar

to a slit lamp, by projecting a binary line pattern that is translated in software. The

width, orientation, direction of motion and scanning speed of this light sheet can be

controlled in software to vary the cross-sectional slice of the anterior segment of the

eye being illuminated. Additionally, different layers of the eye have different refractive

indices, resulting in scattering at the boundary of layers, which serves as a source of

contrast in the illumination sectional slice. Most abnormalities in the anterior segment

manifest themselves as a change in either the refractive index or scattering properties

of the region affected, resulting in high contrast that can be imaged. This method

of illumination is, hence, similar to light sheet microscopy, except that the source of

scattering is light scatter, not fluorescence.

4.1.2 Light Steering Optics

Projectors are designed to emit diverging beams of light, to produce large images

on distant screens. The projected light sheet, would, thus, rotate radially about a

virtual spot within the body of the projector. In order to best simulate slit lamp-like

illumination it would, hence, be necessary to "steer" this diverging beam, forcing

it to converge into a virtual point within the eye being imaged. This would enable

examination of cross-sections at a wide range of angles with respect to the optical

axis of the system.

4.1.2.1 Single Lens Light Steering

4-2 shows one such simple optical configuration utilizing a single converging lens.
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Figure 4-2: A simple optical configuration to steer the beam being emitted by the
projector to produce slit lamp-like illumination using a single converging lens. This
model suffers from two major drawbacks - the laser projector is no longer able to
focus at any depth without an additional focusing lens and the maximum angular
sweep possible by the sheet is limited.

This simplistic single lens configuration to steer the light sheet suffers from two major

drawbacks

" Loss of the infinite focusing ability of the laser projector. The reason

laser projectors are able to focus to any screen, irrespective of the distance of

the screen from the projector, is because each individual pixel of the projector

is, in essence, a collimated beam, similar to a laser pointer. After refraction

through the converging lens in this design, however, this will cease to be true,

resulting in the projector needing additional focusing optics.

" Angular sweep range of the slit is limited. In the proposed single lens

design, the angular sweep range of the slit at the eye, 3, is a function of the

focal length of the lens, f, the diameter of the lens, D, the angle of divergence

of the beam emitted by the projector, 0 and the distance of the projector from

the lens, u. For a given focal length, / would be greatest in the limiting case of

the projector being at an infinite distance from the lens, in which case the rays

passing through the lens would be parallel, resulting in the beam focusing at a
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Figure 4-3: An improvement on the design shown in figure 4-2. The first, collimating
lens serves the dual purpose of ensuring that laser projector is able to focus at any
depth and enabling the second, focusing lens to function in the limiting case of the
projector being at infinity with respect to it.

distance f from the lens. In this theoretical limiting case,

D
3 = 2 tan- 1( ) (4.1)

2f

This limiting case, however, can never be achieved practically with a single lens

as, even at large finite distances, the amount of light emitted by the projector

that is collected by the lens will be extremely small, and will be infinitesimally

small in the limiting case of a -4 0.

In order to address these two issues, we propose a two lens model to steer the beam

emitted by the projector.

4.1.2.2 Two Lens Light Steering

4-3 describes the proposed model, comprising two aspheric achromatic converging

lenses of focal lengths fI and f 2. The first lens collimates the beam emitted by the

projector and the second lens refocuses it to a virtual point within the eyeball.

By placing the two lenses at a distance of f l+f2 apart, we ensure that each collimated

pixel emerging from the projector focuses to a point between the two lenses and
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remerges as a collimated pixel at the eyeball, thus preserving the infinite focus of the

laser projector.

Additionally, since the rays emitted by the projector are collimated by the first lens,

the virtual image of the projector is at oo, even though the projector is at a finite,

small distance away and a large portion of the light emitted has been collected by

the first lens. In this way, this system behaves like the limiting case of the single lens

model described in section 4.1.2.1, and 3 would be defined by equation 4.1. The sweep

angle achieveable with this system is, hence, significantly higher than that possible

with a single lens configuration.

4.2 Imaging

The second rotating arm is provided in a slit lamp to allow for adjustments in the

viewing direction of the illuminated sectional slice of the eye. 4-4 explains why having

a single viewpoint is not ideal to resolve cross-sectional slices of the entire anterior

segment. When the light sheet is at the position shown in the figure, the angle

between the optical axis of camera 1 and the projected light sheet is a. We call this

angle the viewing angle of the slit for camera 1. The image captured by camera 1 is

a view of the sectional slice, compressed along one dimension by a factor sin a. For

a small a (as in the figure), this compression is significant. Since the data captured

by the camera sensor is dicretised, at a small a there is significant information loss

in one dimension that cannot be recovered in software. Ideally, we want to view the

slice perpendicular to the light sheet at all positions of the sheet to avoid any data

loss.

Since the light sheet rotates about a virtual point in the eye, this condition would

require the camera to rotate with it. In order to avoid rotation of the camera, we

make the approximation of placing cameras at a finite number of viewpoints and use
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Figure 4-4: Camera 1 has a small viewing angle, a and hence captures an image of
the cross-section that is severely compressed along one direction. Camera 2, on the
other hand, has a much larger viewing angle, 3, close to 90' and captures an image
that can be easily rescaled in software to accurately depict the actual cross-section
without significant loss of information.

the image captured by the camera with the highest viewing angle. This image can

then be scaled in software by a factor of (1/ sin a), where a is the viewing angle of

the camera the image was captured with. If a is large (close to 900), loss of resolution

would be minimal and the scaled image would preserve significant detail. In 4-4,

camera 2, with viewing angle 3, would capture much more detail than camera 1. The

image captured by camera 2, after scaling by a factor of (1/ sin #) would preserve

sufficient detail to be a good approximation of the cross-sectional slice being imaged.

For larger viewing angles, however, the margin of error allowed in placement of the eye,

ensuring that it stays within the camera view, reduces. As shown in 4-5, projection of

a fixation target is able to impose constraints on the placement of the eye in one two

dimensions, but the eye is still free to move along the optical axis of the projector.

This means that for a camera placed perfectly on-axis (00 viewing angle), the margin

of error is infinite, since the eye would always be along that axis if the fixation target

is in view. For a 900 viewing angle, however, the margin of error is proportional to

the ratio of the field of view of the camera at that depth to the size of the eye (this

imposes a lower bound on the margin of error). In general, for any viewing angle, the
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Figure 4-5: Projection of a fixation target helps constrain the position of the eye
along all directions but the optical axis. The eye is free to move back and forth on
the optical axis and the only change perceived by the subject would be a change in
size of the fixation target.

margin of error is proportional to the ratio of the field of view of the camera at that

depth to the size of the object scaled by the sine of the viewing angle., meaning larger

angles require the eye to be more precisely aligned for the cameras to capture useful

data.

In addition to this, the geometry of the eye imposes practical constraints on the

range of viewing angles that would result in good data capture. The eye is not purely

transparent under visible light illumination - the sclera and the iris are opaque. This

would make it impossible to view the lens at a 900 viewing angle at some slit positions,

even if the position of the eye could be precisely controlled, as it would be occluded

by the sclera or iris. It becomes necessary to have a small enough viewing angle to

be able to image the lens through the pupil, avoiding occlusion by the sclera and the

iris..

Experimenting with multiple camera positions, number of viewpoints and eye place-

ments, we determined that having an imaging system comprising two cameras placed

at 450 angles on either side of the optical axis of the illumination is the most practical.
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Figure 4-6: Experimental setup of one and two lens models for data (apture on bovine.

porcine and rabbit eyes ex miuo.

4.3 Experimental setup

To experimentally denionstrate this (concept, we built a benchtop setup of the two

lens model and used it to capture data on bovine, porcine and rabbit eyes ex v'ivo.

e Illumination. We used two laser pico projectors in our experiments - the

Cellulon PicoPro and the MicroVision PicoP. The Cellulon PJicoPro was found

to produce a more defined slit. The projector features a 1:3 throw ratio and a

contrast ration of 80000:1. The high resolution of the projector allows for 1920

vertical line positions or 720 horizontal line positions, allowing for fine control

over the orientation of the light sheet.

" Light steering optics. Ve used two Thorlabs achronatic doublets with a

focal length of :30 mm and a diameter of 25.4 inn, coated for operation in the

visible range (400-700 n1).

" Imaging We used two Point Grey Blackfly color cameras with 1.3 MP sensors

to image the eye from two directions. The Blackflys come fitted with global
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shutters, preventing corruption of data due to rolling shutter artifacts. Both

cameras were placed out of plane of the illumination system at an angle of 450

with respect to the plane of illumination, as shown in 4-6.

* Software. We setup the laser projector to project a vertical line of width 8

pixels, experimentally chosen for optimal illumination. The line was translated

one line width (8 pixels) at a time, at a refresh rate of 30 Hz, resulting in a

total of 160 line positions and a total scan time of just over five seconds. The

cameras were synchronized with the projector, to prevent data capture when

the laser projector was refreshing to a new slit position. The computer then

selected, scaled and stored the image captured with the camera with the highest

viewing angle, based on the known position of the light sheet.

4.4 Results

The following figures, show images captured under different conditions on bovine

and porcine eyes (MIT Committee on Animal Care protocol number E15-04-0318,

MIT Committee on the Use of Humans as Experimental Subjects protocl number

1411006734). 4-12 has not been captured by the authors, but has been shown for

comparison purposes. Rabbits have albino irises [47], and the scattering properties

of their anterior segments are, hence, quite different from that of humans. The data

captured on rabbit eyes was found to be significantly different from that captured on

bovine and porcine eyes and is not representative of what can be expected if we were

to test this on humans.
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Figure 4-7: Iniage captured with a conventional slit lanip on a hunian subject (not
captured by the authors. for comparison purposes only).

Figure 4-8: Cross-sectional slice of a bovine eye illuminated using two lens model.
Image shown was captured with the camera with the larger viewing angle. The thick
bluish-white curve is the cornea. The thickness is due to scattering at the boundary

of different layers of the cornea. The thin red curve is the iris.
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Figure 4-9: The same bovine eye as 4-8, imaged at the same instant with the camera
with lower viewing angle. The image was not scaled in software to help illustrate the

extent of compression along one dimension ldue to low viewing angle.

Figure 4-10: Mildly damaged bovine eye, as illuminated by two lens model. Part
of the cornea has been scraped off with a scalpel. As can be seen in the figure the
central portion of the cornea (thick bluish-white curve) is missing.

I
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Figure 4-11: Severely damaged bovine eye, as illuminated by two lens model. The

cornea and the iris have both been severely damaged with a scalpel. A large amount

of scattering is visible clue to mixture of different layers of the eye.

Figure 4-12: Cross-sectional slice of a porcine eye illuminated using two lens model.

Image shown was captured with the camera with the smaller viewing angle. Once

again, the thick bluish-white curve is the cornea and the thin red curve is the iris.
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Figure 4-13: A hand-held implementation of the two lens model described in earlier
sections would suffer from a number of bad frames due to relative motion between the
device and the head. The two lens model described in section 4.3 can capture data
on the entire eye in about five seconds, but even at that speed any relative motion
would cause significant loss of data.

4.5 Concept Head-mounted prototype

One of the major problems with portable slit lamps is the relative motion between the

device and the subject's eyes. Benchtop slit lamps face much less of an issue since the

person's head is mounted securely on a chin rest. The solid state device presented in

this chapter is capable of capturing data extremely fast (about 5 seconds) compared

to a conventional slit lamp, but any head movement would still have a significant

effect on the images captured. A portable version of this prototype, such as the

hand-held device shown in 4-13, would suffer from significant bad frames due to this

relative motion.

In this section we present a concept prototype that attempts to solve this problem by

resting directly on the person's head, instead of being in the hands of the operator.
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There are two major types of motion that can cause bad data capture by an anterior

segment imaging device. We show how this concept device can minimize both.

" Motion between the subject's head and the device. Having the device

head-mounted eliminates nearly all motion between the head and the device.

This is similar to a virtual reality headset, in that the subject wears a device

that is strapped onto the back of his or her head and covers both eyes, optically

isolating them.

" Movement of the subject's eyes within his or her head. This kind of

motion is not reduced by simply making the device wearable. The experience

provided by a virtual reality headset is not necessarily affected by this kind of

motion, but in the case of capturing images of the eyes, this kind of motion can

introduce a number of motion blurred or noisy frames. A simple way to restrict

motion along directions perpendicular to the optical axis of illumination is by

projecting a fixation target that the subject must look at while data is being

captured, as shown in 4-5. As was noted earlier, however, a fixation target does

not restrict motion along the optical axis of illumination at all. In the case of a

head-mounted device, however, as will become clear in 4-14, since the device is

designed to be strapped onto the back of the subject's head, this kind of motion

is greatly minimized.

4-14 shows a possible implementation of such a device. The device would comprise two

sets of illumination and imaging components, with each eye being imaged independent

of the other. The projectors could be mounted vertically, as shown in 4-14 and the

rays redirected to the eyes using a mirror. This would help center the weight of the

device closer to the subject, reducing the torque the subject would feel on his or her

neck.
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Figure 4-14: Concept head-mounted prototype. Each eye is illuminated and imaged
independently and the device is strapped onto the back of the subject's head to reduce
relative motion between the device and the subject.
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Chapter 5

Theoretical Limits of

Programmable Illumination-based

Methods

A conventional slit lamp features a angular sweep of close to 1800. Even with the two

lens configuration described, achieving sweep angles in excess of 500 is impractical,

without significant chromatic aberration. In an effort to improve the angular sweep

range of the design presented in Chapter 4 to better match that of a conventional

mechanical slit lamp, we propose an improved optical design and study the theoretical

limits of such a design.

5.1 Proposed concept

The basic purpose of this model is to solve two major problems with the two-lens

model described earlier -
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Projector

Figure 5-1: Proposed optical design with ellipsoidal reflector for light steering. The
pico projector is placed at one focus, f, and the eye at the other, f2. The angle of
divergence of light from the projector. o-, is fixed, but 3 can be varied by varying e
and 0. In this manner the input angle at fi can be amplified at f2.

* Chromatic aberration as the light travels through the lenses

* The maximum sweep angle attainable is constrained by the type of lens used.

A lens with a high refractive index would allow a higher sweep angle, but would

induce more chromatic aberration, while one of a lower refractive index would

induce lower chromatic aberration, but would limit the sweep angle attainable.

Combination lenses, such as achromatic lenses. could be used to greatly reduce

the chromatic aberration, but this puts practical constraints on the angular

sweep to about 40".

The concept proposed here draws from advances in optical scanners, specifically those

used in Terahertz (THz) imaging applications. Optical scanners are used to mnechan-

ically steer beams using movable mirrors and lenses. They are able to achieve image

rates of up to a few frames per second (fps) [37]. A common type of optical scanner

comprises a pair of galvanometer mirrors that can steer the beam in the horizontal

and vertical directions. The apertures (15 to 20 mm) and deflection angles (15 to
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20 degrees) necessary to steer beams in the THz part of the spectrum and beyond

impose a limitation on achieving frame rates higher than a few fps. Large deflection

angles and apertures reduce the speed in which galvanometers can operate to less

under 100 Hz, which becomes a significant barrier to imaging in this range.

One of the techniques used to amplify the effect of the moving galvanometers is

to place them at the foci of an ellipse. [38]-[41]. The geometric properties of the

ellipse then make it possible to vary the amplification factor of the rotation of the

galvanometers by varying the eccentricity of the ellipse.

5-1 describes the proposed design [44]. The geometric properties of the ellipse ensure

that all the light emitted from focal point fi converges at f2. Thus, if the pico

projector used in Chapter 4 is placed at one focal point and the eye at the other, all

light emitted by the projector must converge onto the eye. The angle of convergence is

a function of the angle of divergence of light emitted by the projector (a), eccentricity

(e) of the ellipsoid used and the angle of projection with respect to the major axis of

the ellipse, (#). Placing the projector at fi and the eye at f2, as shown in 5-1, would

result in the light sheet rotating about the virtual point f2, which lies within the eye,

as desired for capturing cross-sectional images of the anterior segment and the angular

sweep range of this light sheet could be varied by varying geometric parameters of

the ellipsoid.

5.2 Model

As mentioned earlier, the sweep angle angle of the light sheet at the eye (3) is a

function of the angular range of the projector (a), the orientation of the projector

with respect to the major axis of the ellipse (#) and the eccentricity of the ellipse (e).

Thus,
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#3 = g(a, #, e)

The input sweep angle (a) is fixed for a given projector, determined by the internal

hardware of the device. Thus, the largest sweep angle achievable (#max) is as follows

/max = max[g(#, ela)] (5.2)

If a ray of light originates from fi at an angle # 1 with respect to the major axis of

the ellipse and, after reflection, passes through f2 at an angle of #2 with respect to

the major axis, then, based on the geometric properties of the ellipse,

7r - [1 + arcsin( 2e(1 - e cos #1) sin # 1

1 + e2 - 2e cos # 1
(5.3)

Thus, for a pico projector of angular range a placed at fi projecting at an angle of

0 = #2(0 + a/2) - 02(0 - o/2) (5.4)

Reflection by the ellipsoid would cause the input at fi to be multiplied by a deter-

ministic factor at f2. This can be calculated as follows -

Multiuplicationf actor = 02(? + a/2) - 02(? - a/2)
a (5.5)

5-2 suggests that for the highest possible multiplication of input the pico projector

should be placed such that its projection is centered on the major axis of the ellipse.
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Figure 5-2: Multiplication factor as a function of angle of projection (#) at small a
(a - 0). The highest amplification factor is achieved in the limiting case of 4 -÷ 0.

Practically, however, placing the pico projector in this manner would result in direct

projection onto the eye placed at f2, without any reflection by the mirrored surface

of the ellipsoid.

5-3 shows this same data for a more practical scenario, for an input angle (a) of 100

and ellipsoid of eccentricity 0.63.

5.3 Path Folding

One of the primary drawbacks of a model such as the one described in 5-1 is the

need to place the projector and the eye relatively far apart at different foci. In

experiments run with an Edmund Optics 128 mm diameter, 288 mm focal length

ellipsoidal reflector this distance worked out to be 27 cm. This results in a fairly large

device. Using ellipsoids with similar eccentricities but smaller major axes reduces the

tolerance for error in placement of the eye.

To reduce the form factor of the setup while still allowing sufficient tolerance in
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Figure 5-3: Multiplication factor as a function of angle of projection (<p) at a = 100
and eccentricity of ellipsoid (e) = 0.63. This figure represents a more realistic system
than that described in figure 5-2. Placing the projector at an angle of about 100
results in an amplification factor of about 4.

Camera 2
Camera 1

Ellipsoidal reflector

f- V-Q
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Projector

Figure 5-4: Path folding can be used to reduce the form factor of the device. The
projector is placed at point fi such that the virtual image of the projector in the flat
mirror is at the focus fi of the ellipsoid. This path folding approach can be repeated
infinitely as long as the virtual image of the projector remains at fi.
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placement of the eye, we propose a path folding approach, like that shown in 5-4.

In 5-4 the projector is placed at fj, such that the virtual image of the projector in

the flat mirror is at fl, one of the foci of the ellipse. In this respect, even though

the projector is not actually placed at fi, the light from the projector appears to be

emitted from fi, resulting in it converging onto the eye placed at the other focus, f2,

just as in 5-1. By folding the path of light the effective form factor of the device has

been reduced. This path folding approach can be infinitely repeated as long as the

virtual image of the projector is eventually at fi.

5.4 Discussion

The ellipsoidal reflector-based optical design presented in 5-1 allows for multiplication

of the input angular range (determined by the properties of the pico projector) by

about 4 under ideal conditions (5-3). The theory developed in this chapter helps

determine the limits on performance of a programmable illumination-based anterior

segment imaging device. This ellipsoidal reflector-based design can be used to build

high-end devices for specialized ophthalmic clinics and large hospitals. The designs

presented in Chapter 4, however, are most suitable, from a practical standpoint, for

development into a device for resource constrained settings.
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Chapter 6

Analysis of Deployment Strategies

and Impact

6.1 Social Need

With soaring demand for health care, easy accessible solutions for simple and fast

health screenings and disease monitoring are sought after [591. This concept holds

true especially for early detection of cataracts, corneal opacities, and pterygia to avert

vision loss. Though simple in concept, the hardware complexity of current standard

devices (slit lamps) limits their use to specialized ophthalmic clinics and to use by

trained professionals, rendering them impractical for resource-constrained settings

such as primary care and rural areas. Recent advances in mobile computing, portable

imaging, and wireless communication have the potential to enable specialized anterior

segment ophthalmic imaging in a point-of-care or even out-of-clinic setting at large

scale; this provides new data-driven opportunities for disease detection, diagnosis and

treatment.
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A WHO study [32] found that in 2002 over 160 million people globally were clini-

cally blind from conditions outside of refractive errors. Almost 60% of these were

due to conditions associated with the anterior segment and eyelids, with cataracts

alone accounting for 76 million cases. Most conditions of the anterior segment are

completely treatable at an early stage, with low to almost no lasting effects on vision.

According to another finding of this study, 90% of the worlds visually impaired live

in emerging markets. This high prevalence of anterior segment-related blindness is

largely arising from poor access to specialized ophthalmic clinics and large hospitals

that are taken for granted in major cities and in the developed world. In addition to

direct costs associated with diagnosis and treatment, blindness almost always leads

to loss of productivity. Even in the United States the total economic burden of vision

loss and eye-related disorders is over a $100 billion [33].

The goal of this thesis goal is to radically improve access to eye screenings. The

ophthalmic imaging devices presented comprise a smartphone attachment capable of

capturing slit lamp-like images of the anterior segment with no additional electron-

ics over what is commonly found in commercial smartphones and a fully automatic

programmable illumination-based device that requires little to no operator input,

making it ideal for use by untrained nurses for large-scale screening in rural camps

and primary care. Post-screening, patients, suspected of having a condition that re-

quires treatment, can be connected with ophthalmologists in larger cities. Improving

the screening efficiency will lead to a funnel system for referrals to specialist clinics

and dramatically increase the likelihood of a condition being diagnosed early when

treatment is most effective.
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6.2 Customer Segments

There are three major customer segments this work would benefit [46], as shown in

6-1.

6.2.1 Resource Constrained Settings and Primary Care

The primary application of this thesis would be in resource-constrained settings. This

includes rural clinics, war zones, mass screening camps and mobile ophthalmology

vans. Current anterior segment imaging technology requires the presence of a trained

operator and a specialized ophthalmologist to make inferences from the data. This

work focuses on making portable devices that are easy to use and require minimum

operator input.

Such devices could be used by untrained nurses for large-scale screening in rural

camps and primary care. Patients who are suspected of having conditions requiring

treatment can be connected with ophthalmologists in larger cities. This reduces

the number of times a patient would need to visit specialized clinics by increasing

screening efficiency and increases the likelihood of a condition being diagnosed early.

As stated earlier, in 2002, over 160 million people globally were clinically blind from

conditions outside of refractive errors, and 90% of the worlds visually impaired live in

developing countries [32]. This is truly a huge unmet need, arising from poor access

to specialized ophthalmic clinics and large hospitals that are taken for granted in

major cities and the developing world. In addition to direct costs associated with

diagnosis and treatment, blindness almost always leads to loss of productivity. Even

in a developed country like the United States the total economic burden of vision loss

and eye-related disorders is of the order of a $100 billion [33].
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Figure 6-1: Breakdown of existing technology and proposed solutions by use case.

There has also been recent interest in the need for eye exams and other specialist

exams at the primary care level [55] [60]-[68] [70] [79] [81]. Most general practition-

ers learn little ophthalmology, which means it is routine to perform no routine eye

exams at the primary care level, and even basic screening for eye conditions must be

performed by specialized ophthalmic clinics. Regions lacking specialized ophthalmic

clinics Methods have been suggested from increasing the role of optometrists [57] [58]

to forming of "community ophthalmic teams" [56] to address this issue. 6-1 helps

puts this in perspective.

6.2.2 Specialized Ophthalmic Clinics

A possible secondary application of the programmable illumination-based designs

discussed in chapters 4 and 5 would be in existing ophthalmology clinics. Complete
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computational control over illumination and a feedback loop between the imaging

and illumination modules could, potentially, allow generation of complete 3D models

of the anterior segment of the eye that could be used to provide visualization aids

and quantitative metrics for easy diagnosis. This capability would make the device

preferable to a conventional slit lamp in a specialized ophthalmic clinic or a large

hospital in both developing and developed countries.

In a more developed clinic, in addition to slit lamps, more modern imaging modali-

,ties like Schiempflug imaging [35] and anterior segment OCT [36] already exist as

specialized anterior segment examination tools. The technical limitations in the

way these systems are designed make them far more expensive to manufacture than

the programmable illumination-based designs discussed earlier. With software post-

processing, reconstruction and rendering of the data that is generated by the ellip-

soidal reflector based model, it could be possible to generate Pentacam-like data for

a fraction of the cost. Specialized ophthalmology, today, is huge market. Over the

past decade the market for ophthalmic OCT systems has grown tremendously and

was over $300M/year in 2012 [34]. There are now 14 companies making ophthalmic

OCT instruments.

6.3 Scalability

We explored the significance of our approach in India during health tech workshops in

Mumbai as well as workshops focused on eye diagnostics held at the LV Prasad Eye

Institute in Hyderabad, and showed overlap in interest with health care professionals

in India. In India, a two-tier hospital system prevails, a) large hospitals with outreach

clinics and b) cities without outreach clinics, which would be influenced in distinct

ways. Our device will empower less trained employees in the first system, (point-of-

care setting), whereas in the latter we will be providing the required hardware as well
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Figure 6-2: The team that worked with engineers from MIT and clinicians from

LV Prasad Eye Institute to build programmable illumination-based anterior segment

imaging devices during a week-long camp in Hyderabad. India. A subset of this team

continued development of these devices in the form of a full-time internship at the

LVP-MITRA innovation center. (Photo: John Werner)
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Figure 6-3: Prototype hardware for the two lens model built in Murnbai during a
week-long camp in January 2015 to develop clinic-ready devices specific to the Indian

context. Six local innovators worked with MIT engineers and clinicians from the

Boston area and India to define the need for portable anterior segment imaging devices

in the Indian context. (Photo: John Werner)

as the basic required training necessary to operate the devices to health care workers

in an outside-clinic setting. Training will include collection of data, transfer of data

to teleiedicine centers, receiving data from these centers and conveying information

back to the patient.

We have established partnerships for initial testing with multiple Indian eye clinics

(Aravind in Pondicherry; LVPEI in Hyderabad). which may also be first up-take

partners. We have identified specific implementations of this technology suitable for

the contrasting cases of LV Prasads structured multi-tier ophthalmic screening net-

work, based out of Hyderabad, and the relatively unstruct ured healthcare ecosystem

prevalent in many tier 2 and tier 3 Indian cities, based out of the city of Nashik in

Mahfarashtra [80].
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In the US, improved at-home monitoring and telemedicine could provide a platform

to strengthen our technology. We could potentially form a business model similar to

that of eyeNETRA [48][50] [78], which operates on a Uber-like service model. We

have filed a patent with the US Patent Office (patent pending) [42]. By involving

clinical partners in the United States and India, technology licensing and industry

liaison personnel at MIT, we feel that we have the initial ingredients for successful

and scalable devices that have the potential to create significant impact.
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Chapter 7

Conclusion and Future Work

A host of disorders, such as cataracts, corneal opacities, ulcers, pterygia, angle-closure

glaucomas etc. affect the anterior segment of the eye and can lead to blindness if left

undiagnosed. Specific meaningful clinical interventions are available for each of these

common pathologies, but over 160 million people globally are clinically blind [32],

primarily sue to poor access to eyecare. The aim of this thesis was to present a range

of imaging modalities to image the anterior segment of the eye that are portable and

require minimum operator training.

7.1 Summary

In Chapter 3 we presented a 3D printable attachment that fits onto commercial

smartphones and is able to redirect the light from the LED flash module to produce

slit lamp-like images with no additional electronics. Additionally, we showed how

this device could be potentially used in a resource constrained setting and briefly

discussed possible deployment strategies.
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Figure 7-1: Future work: building a portable head-mounted device based on the two
lens model, as discussed in 4.5

In Chapter 4 we presented a new modailty to image the anterior segment, using a

pico projector to produce a laser light sheet similar to that employed in light sheet

fluorescence microscopy. We also showed how this could be built into a benchtop

setup and tested our prototype on bovine, porcine and rabbit eyes ex vivo. Our pro-

grammable illumination-based setup was able to capture high quality cross-sectional

views of the animal eyes and we showed how these views change if we mechanically

damage the eyes.

In Chapter 5 we presented a different optical design for pico projector-based imaging

of the anterior segment, drawing from optical scanners used in THz imaging. We

mathematically computed the upper bounds on such a design and presented ways to

compress the form factor in order to build a portable device.

Finally, in Chapter 6 we discussed possible customer segments for these devices and

analyzed how they could be deployed into different healthcare setups in resource

constrained parts of India, as well as business models that could be employed in the
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US market.

7.2 Future Work

Future work would primarily involve product development and refinement of the de-

signs presented in this thesis. The head-mounted concept prototype presented in

section 4,5 and the smartphone prototype presented in section 3.3 are the closest

to conducting research studies on human subjects and actual deployment. The el-

lipsoidal reflector-based design presented in Chapter 5 would need significant more

refinement to reach the stage of being a clinic-ready device, but can serve as a re-

search prototype to design software routines to generate Pentacam-like 3D models of

the anterior segment to aid in disease diagnosis.
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