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Abstract 

Air transportation is an integral part of the economy and the transportation 
infrastructure. However, aircraft activity at airports generates CO2 emissions that affect 
the climate and other pollutants that affect air quality and human health. The focus of 
this thesis is to enable the reduction of the air quality impacts of aircraft operations at 
airports by (1) advancing the understanding of the relationship between aircraft activity 
and its air quality impacts and (2) evaluating the air quality benefits of controlling 
aircraft operations. 

There are atmospheric conditions where decreasing fuel burn (which is directly 
proportional to CO2 emissions) results in increased population exposure to fine 
particulate matter (PM2.5) and ozone (O3). This thesis quantifies the duration and 
magnitude of the tradeoffs between CO2 emissions and population exposure. The 
research complements current studies that optimize aircraft operations at airports for 
CO2 emissions but have not quantified the air quality implications of doing so. This 
raises the possibility of reducing the air quality impacts of airports beyond focusing only 
on minimizing fuel burn.  

Next, this thesis characterizes the atmospheric conditions that give rise to tradeoffs 
between emissions and population exposure to ozone. The ozone exposure response to 
nitrogen oxide (NOx) and Volatile Organic Compound (VOC) emissions is quantified as 
a function of ambient NOx and VOC concentrations using ozone exposure isopleths. 
This is the first time that ozone exposure isopleths are created for all locations in the 
US, using emission sensitivities from the adjoint of an air quality model. Metrics are 
calculated based on the isopleths which can be used to determine whether NOx and 
VOC emission reductions will improve ozone exposure or be counter-productive and the 
optimal NOx/VOC reduction ratio. 

Finally, this thesis calculates, for the first time, the air quality and climate benefits of 
pushback control and de-rated takeoffs for simulated aircraft operations at the Detroit 
Metropolitan Wayne County Airport (DTW). Operations are also optimized for 
minimum air quality, environmental and fuel combustion-related costs. The results show 
that the gate holding strategy is effective in mitigating the environmental impacts of 
taxi operations at airports, reducing CO2 emissions and air quality impacts by 35-40% 
relative to a baseline without gate holds. De-rated takeoffs at 75% thrust are effective in 
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reducing the air quality impacts of takeoff operations by 19% but increase fuel burn by 
3% relative to full-thrust takeoffs. Environmental costs are minimized with average 
optimal thrust setting of 81%, while maintenance cost savings are estimated to be 2 
orders of magnitude larger than the increase in fuel costs from de-rated takeoffs. 
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Chapter 1 

Introduction 

Air transportation is an integral part of the economy and the transportation 

infrastructure, generating an annual economic output of USD 1.6 trillion in the US in 

2015 (EDR Group et al., 2015) and moving ~800 million passengers (BTS, 2016a). 

However, aircraft operations are responsible for a number of environmental externalities, 

including noise impacts on near-airport population as well as air quality and climate 

impacts that affect people regionally and globally (Mahashabde et al., 2011; Wolfe et 

al., 2014; Yim et al., 2015). Air quality impacts are a public health concern as 

population exposure to particulate matter less than 2.5 micrometers in aerodynamic 

diameter (PM2.5) and ozone (O3) is associated with increased risk of mortality and 

morbidity (USEPA, 2011; WHO, 2008, 2006). Premature mortalities due to aircraft 

emissions near airports (i.e. emissions within 3000ft of airports, referred to as the 

Landing and Take-Off (LTO) cycle) have been most recently estimated at 650 early 

deaths in North America, accounting for 43% of total aviation-attributable health 

impacts in the region with monetized damages of 2006 USD 3.07 bn (Yim et al., 2015).  

There is growing pressure on US airlines and airports to mitigate aviation’s 

environmental and particularly human health impacts. The Federal Aviation 

Administration (FAA) has set forth goals as part of the development of the Next 

Generation Transportation System (NextGen) to mitigate the effect of aviation 

operations on significant adverse air quality and health impacts by 2025, to halve 

aviation-attributable health impacts by 2018 relative to a 2005 baseline and be on a 
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trajectory for carbon-neutral growth by 2018 (FAA, 2012). Furthermore, airports 

located within non-attainment areas in the US – i.e. where pollution levels exceed the 

US National Ambient Air Quality Standards (NAAQS) – are required by the US 

Environmental Protection Agency (US EPA) to implement measures that bring 

pollution levels into compliance (40 C.F.R. §51.110, (FAA, 2010)). This task may 

become more challenging in future for two reasons. First, air traffic in the US is forecast 

to grow at ~3% per year over the next 20 years (The Boeing Company, 2013). Second, 

the health impacts of aviation in the future are expected to approximately double as a 

result of anticipated changes in non-aviation anthropogenic emissions (Levy et al., 

2012). The latter is attributed to increased availability of free ammonia in the 

atmosphere, which results in increased ammonium nitrate PM2.5 formation from aviation 

NOx emissions (Woody et al., 2011). 

This thesis is focused on enabling the reduction of the air quality impacts of aircraft 

operations at airports. First, previous research is reviewed in section 1.1 pertaining to 

current assessments of aviation’s air quality impacts and improving the environmental 

impacts of aircraft operations at airports. Section 1.2 outlines the core contributions of 

this thesis towards reducing the air quality impacts of aircraft operations at airports. 

Finally, section 1.3 provides the organization of the remainder of this thesis. 

1.1 Background and review of previous research 

1.1.1 Aircraft operations at airports 

A brief narrative of typical aircraft operations at US airports is provided here, 

paraphrased from Belobaba et al. (2009) and Lee and Balakrishnan (2010). Readers are 

referred to these sources for a more detailed description of aircraft operations. When a 

flight is ready to depart, the flight crew requests for clearance to push back from ramp 

control or air traffic control (ATC). The controller may issue a gate hold or expected 

takeoff time in response to airport congestion, routing conflicts or adverse weather. Once 

pushed out of the gate area, the engines are started and the flight crew requests for taxi-

out clearance and a routing to the departure runway. The aircraft may experience taxi 
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delays en-route to the runway due to surface congestion or if there are many departures 

ahead of it in the takeoff queue.  

Once cleared, the pilot applies takeoff thrust and the aircraft begins its ground roll. The 

takeoff may be accomplished at reduced or “de-rated” thrust (up to 25% from the 

maximum setting) to reduce engine wear and mitigate noise impacts (FAA, 1988; Lee, 

2005). The decision to de-rate is subject to takeoff safety limits, aircraft performance 

margins, runway availability and meteorological factors. Once airborne, the aircraft 

climbs to the thrust reduction altitude where it accelerates to its low-altitude climb 

speed and continues the climb-out. 

Arriving aircraft, after touching down and vacating the runway, establish contact with 

ground control for their taxi-in route. The flight may incur delays if its gate is occupied 

by a delayed departure. Once parked at the gate, the aircraft shuts its engines down and 

the disembarkation process begins. Departures and arrivals occur simultaneously, share 

the airport resources, and interact with each other on the taxiways. 

1.1.2 Improving the environmental impacts of aircraft operations at airports 

Efforts to reduce the environmental impacts of airport operations have been coupled to 

the goal of reducing ground delays during taxi. This is based on the understanding that 

reducing taxi times would reduce fuel burn and emissions, and thereby reduce air 

quality and climate impacts. Departure metering strategies have been proposed that 

reduce taxi delays by regulating the number of aircraft on the airport taxiways (Carr et 

al., 2002; Idris et al., 2002, 1998; Pujet et al., 1999; Simaiakis and Balakrishnan, 2009). 

Balakrishnan and Jung (2007) developed an integer programming formulation to 

optimize throughput of airports and minimize delays incurred by taxiing aircraft 

through taxi re-routing and pushback scheduling (i.e. holding departing aircraft at their 

gates to reduce surface congestion instead of pushing back immediately). The results 

showed up to an 18% reduction in average taxi-out time at the Dallas/Fort-Worth 

International Airport (DFW). Burgain et al. (2008) proposed a pushback control 

strategy (“N-control”) and showed that it could reduce average passenger delays by up 

to 15% during congested conditions. Lee and Balakrishnan (2010) extended the work of 
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Balakrishnan and Jung (2007) to include additional operational constraints that exist in 

practice, and showed reductions in departure taxi times of 55% using a simulation of 

taxi operations at the Detroit Metropolitan Wayne County Airport (DTW). Simaiakis 

and Balakrishnan (2010) estimated that the elimination of taxi delays at New York 

John F. Kennedy International Airport (JFK), Newark Liberty International Airport 

(EWR), Boston Logan International Airport (BOS) and Philadelphia International 

Airport (PHL) in 2007 could theoretically achieve ~50% reduction in fuel burn and 

emissions from taxi operations.  

Other research studies have had the explicit goal of minimizing aircraft fuel burn and 

emissions. An analysis of the N-control pushback control strategy at BOS showed 1-5% 

reduction in fleet-wide fuel burn and emissions for 4 frequently used runway 

configurations, and up to 20% reduction during congested periods (Simaiakis and 

Balakrishnan, 2010b). Nikoleris et al. (2011) developed a fuel burn and emissions model 

for estimating aircraft fuel burn and emissions from taxi operations at DFW using 

aircraft position data and assumed thrust levels. Applying this model, Jung et al. (2011) 

quantified the reductions in taxi delay, fuel burn and emissions of a departure 

scheduling algorithm at DFW and found a 66% reduction in departure delay and a 

~38% reduction in fuel consumption and hydrocarbon (HC), carbon monoxide (CO) and 

nitrogen oxide (NOx) emissions. Levine and Gao (2007) found a 43% reduction in NOx, 

HC and CO emissions from schedule de-peaking (spreading out departure demand 

evenly throughout the day) at EWR. Deonandan and Balakrishnan (2010) estimated a 

25-60% reduction in fuel burn and emissions from single-engine taxiing, operational tow-

outs and advanced queue management techniques. King and Waitz (2005) found that 

de-rated takeoffs (i.e. taking off with less than 100% thrust) reduce LTO NOx emissions 

by 0.7% and increase fuel burn by 0.6% for every percent de-rate in thrust for B777 

aircraft. 

Pushback control and departure metering strategies have been tested in field trials. 

Simaiakis et al. (2011) implemented a pushback rate control strategy during eight four-

hour field trials conducted at BOS and found reduced taxi-out times by 4-5 minutes on 
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average (compared to an average taxi-out time of ~20 minutes) and 12-15 tonnes of fuel 

savings (50-60 kg per flight). In another field trial at BOS, the authors calculated 

optimal pushback rates using a dynamic programming approach accounting for random 

delays and periodic updates. They estimated a reduction of ~8 tonnes of fuel burn (~57 

kg per flight) (Simaiakis and Balakrishnan, 2012). Departure metering trials at New 

York’s John F. Kennedy International airport reduced taxi-out times by 14800 hours, 

reduced fuel consumption by ~19 million liters and lowered CO2 emissions by 48,000 

tonnes (Nakahara et al., 2011). As a point of comparison, Deonandan and Balakrishnan 

(2010) estimated an average fuel burn per flight of 521 kg at JFK and 270 kg at BOS 

using flight activity data from the Bureau of Transportation Statistics (BTS) and 

Federal Aviation Administration’s Airspace System Performance Metrics (FAA ASPM) 

databases for 2007. 

1.1.3 Aviation’s impact on air quality 

Aircraft engines produce gaseous emissions of carbon dioxide (CO2), water vapor, carbon 

monoxide (CO), sulfur dioxide (SO2), volatile organic compounds (VOCs; also referred 

to as unburned hydrocarbons, HC) and oxides of nitrogen (NOx). Aircraft engines also 

emit volatile particulate matter in the form of organic carbon (OC) and sulfates (SO4
=), 

as well as non-volatile particulate black carbon (BC). The majority of particulates are 

emitted in the form of PM2.5 (Stettler et al., 2011). Primary PM2.5 (BC, OC, SO4
=) which 

are emitted from the engine directly contribute to ambient PM2.5 concentrations through 

atmospheric dispersion (Barrett et al., 2013; Barrett and Britter, 2008). Emissions of 

gaseous species of NOx, SO2, CO and HC are precursors to secondary PM2.5 and O3 

concentrations via chemical reactions in the atmosphere (Ashok et al., 2013; Barrett et 

al., 2010; Seinfeld and Pandis, 2006). A number of epidemiological studies have found 

chronic (long term) exposure to elevated levels of PM2.5 or O3 to be positively correlated 

with increased premature mortality and morbidity (Dockery et al., 1993; Jerrett et al., 

2009; Krewski et al., 2009; Pope et al., 2002). These form the basis for the assessment of 

the public health impacts of air pollution by regulatory agencies in the US and Europe 

(USEPA, 2011; WHO, 2008, 2006).  
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Several works have quantified the contribution of aircraft activities at selected airports 

to near-airport concentrations of PM2.5, O3 and other gaseous species via modeling and 

measurement campaigns (Adamkiewicz et al., 2010; Carruthers et al., 2011; Carslaw et 

al., 2006; Diez et al., 2012; Dodson et al., 2009; Hsu et al., 2013, 2012; Hu et al., 2009; 

Lobo et al., 2012; Schürmann et al., 2007; Unal et al., 2005; Westerdahl et al., 2008; Yu 

et al., 2004). Regional- and global-scale impacts of aviation have been calculated using 

3-dimensional chemical-transport and dispersion models. For instance, regional impacts 

in the US, considering only LTO emissions, are estimated to be 75-650 premature 

mortalities from aviation in 2005 (Ashok et al., 2013; Brunelle-Yeung et al., 2014; Levy 

et al., 2012; Mahashabde et al., 2011; Yim et al., 2015) with monetized damages 

between 2006 USD 1.5 bn - 3.1 bn (Brunelle-Yeung et al., 2014; Wolfe et al., 2014; Yim 

et al., 2015). Regional-scale impacts of aviation in Europe and Asia as well as global 

scale impacts of aviation have also been quantified in the literature (Barrett et al., 2010; 

Koo et al., 2013; Yim et al., 2015, 2013). 

A limited number of research studies have investigated the air quality benefits of 

operational mitigation strategies. Yim et al. (2013) found up to 65% of premature 

mortalities from airport emissions in the UK could be avoided by using ground electric 

power, electrification of ground support equipment, single-engine taxiing and 

desulfurizing jet fuel. Barrett et al. (2012) estimate that global implementation of 

desulfurized jet fuel could reduce aviation-attributable premature mortalities by 900-

4000 incidences. Dorbian et al. (2011) estimate annual air quality damages of $230 per 

tonne of fuel burned within the LTO cycle at US airports. 

1.1.4 Tradeoffs between air quality and climate impacts 

Aircraft activity has adverse impacts on air quality, as shown by the literature reviewed 

in the previous section. Emissions from aircraft activity also impact the climate: CO2 

emissions exert a warming effect on the atmosphere, while aerosols affect the radiative 

balance of the Earth directly and indirectly (Lee et al., 2010). In the mitigation of these 

environmental impacts, however, tradeoffs can exist where a reduction in one of CO2 
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emissions or PM2.5/O3 population exposure corresponds to an increase in the other. Prior 

research on such tradeoffs (mostly from a non-aviation context) is reviewed below. 

Tradeoffs between greenhouse gas emissions and air quality impacts have been identified 

with the introduction of alternative technologies and fuels. For example, shifts in 

household fuel choice and woodstove technology that lead to health benefits may have 

increased GHG impacts (Bailis, 2005; Freeman and Zerriffi, 2012; Grieshop et al., 2011). 

Power-plants with carbon capture technologies emit less CO2 emissions but could incur 

an efficiency penalty that increases emissions of NOx and other gases (Koornneef et al., 

2010; Tzimas et al., 2007). The use of alternative fuels and engine technology has also 

been studied in the context of automobiles by MacLean and Lave (2000), who found 

direct-injection diesel engines may not be able to meet strict emission standards without 

lowering efficiency. Aircraft engine technologies, under consideration by International 

Civil Aviation Organization’s Committee on Aviation Environmental Protection (ICAO 

CAEP) to meet stringencies on NOx emissions were shown by Mahashabde et al. (2011) 

to reduce air quality impacts but emit more CO2 due to engine efficiency penalties.  

Sulfate particles have a cooling effect on the atmosphere due to their reflectivity of 

sunlight but also contribute to adverse human health impacts. Regulating emissions of 

sulfate particulate emissions or precursor gases could lead to climate-air quality 

tradeoffs. For example, Barrett et al. (2012) identified a climate-air quality tradeoff 

relevant to cruise emissions – that of desulfurizing jet fuel. They estimated that reduced 

aerosol loading resulting from global desulfurization of jet fuel would result in a net 

climate warming equivalent to ~10% of the warming from aviation CO2 emissions. 

Similar tradeoffs involving de-sulfurized marine bunker oil have also been reported 

(Lack et al., 2011; Partanen et al., 2013). Aardenne et al. (2009) studied global climate 

change policies for future years targeted at fuel and technology shifts and energy 

savings. They found that ambitious air pollution controls would lead to an almost 

doubling of the overall radiative forcing relative to a scenario without these controls, 

due to the reduction of sulfate aerosols. 
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Tradeoffs between air quality and climate could arise when emissions reductions – 

associated with reduced fuel consumption and therefore reduced CO2 emissions – lead to 

air quality degradation instead of improvements. An example of this is the ozone 

weekend effect in major cities (Cleveland et al., 1974; Cleveland and McRae, 1978; 

Lebron, 1975), where elevated ozone concentrations were seen during weekends relative 

to weekdays. This is attributed to larger reductions in NOx relative to VOC emissions 

within the city as a result of lowered diesel traffic during weekends (Heuss et al., 2003), 

where the nonlinearity of NOx-VOC-O3 chemistry leads to increases in O3 due to NOx 

reductions in polluted urban environments. Emissions reductions may also increase 

PM2.5 concentrations. For instance, a NOx control strategy in Europe was found to 

increase PM2.5 concentrations during the winter (Megaritis et al., 2013). This was found 

to be the result of increased availability of oxidants to convert SO2 and VOCs into 

PM2.5. Reductions in sulfate aerosols due to NOx emissions have been noted (Ashok et 

al., 2013; Mahashabde et al., 2011; Pinder et al., 2008; Zhang and Wu, 2013), attributed 

to competition for free ammonia in the atmosphere. Increases in nitrate PM due to 

sulfur emission controls have been observed (Barrett et al., 2012; West et al., 1999), as a 

result of increased transfer of nitric acid to the aerosol phase. 

1.2 Thesis contributions 

This thesis is focused on the mitigation of the air quality impacts of aircraft operations 

at airports, and presents research that addresses this objective in two ways. First, this 

research furthers the understanding of the links between aircraft activity and its air 

quality impacts by quantifying tradeoffs between fuel burn (and associated emissions) 

and air quality impacts. Second, this thesis evaluates the air quality benefits achievable 

via the control of aircraft operations at airports. These goals are accomplished via the 

three core contributions of this thesis listed below:  

1. Assessment of the air quality-CO2 tradeoff potential at US airports. 

Current approaches to reducing the environmental impacts of aircraft operations are 

based upon reducing fuel burn and emissions. While the potential for optimizing 

aircraft surface movements to minimize CO2 emissions has been assessed in the 
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literature, the implications of CO2 emissions minimization for air quality have not 

previously been quantified. The work presented in this thesis is the first to quantify 

the extent of the tradeoff between CO2 emissions and air quality impacts at US 

airports. This raises the possibility of reducing the air quality impacts of airports 

beyond minimizing fuel burn as well as optimizing for minimum net environmental 

impact.  

 

2. Characterization of the ozone exposure response to emissions reductions. 

Efforts to mitigate population exposure to ozone involve reducing emissions of NOx 

and VOCs. However, nonlinearities in the NOx-VOC-O3 chemistry could result in 

increased O3 exposure from reductions in NOx emissions depending on ambient NOx 

and VOC concentrations (e.g. in polluted urban environments). This thesis 

characterizes the ambient conditions in which this tradeoff occurs by quantifying the 

ozone exposure response to NOx and VOC emissions as a function of ambient 

atmospheric VOC and NOx concentrations at each location in the contiguous US. 

Metrics are developed which can be used to determine whether NOx and VOC 

emission reductions will improve ozone exposure impacts or will be counter-

productive and the optimal NOx/VOC reduction ratio. This is the first research 

effort to perform such a quantification for all locations in the contiguous US.  

 

3. Quantification of the air quality benefits and associated tradeoffs of the 

pushback control and de-rated takeoff mitigation strategies. Previous 

studies have evaluated the fuel burn and emissions reductions of environmental 

mitigation strategies, but few have related them to the resulting air quality impacts 

(Barrett et al., 2012; Yim et al., 2013). In this work, the air quality and climate 

benefits of the pushback control and de-rated takeoff emission reduction measures 

are quantified for aircraft operations at DTW. Aircraft operations are optimized for 

air quality, environmental and fuel combustion-related costs beyond fuel burn 

minimization, and tradeoffs between air quality impacts and fuel burn/CO2 emissions 

are quantified. This is the first time that the air quality benefits of the pushback 
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control and de-rated takeoff strategies have been quantified and is also the first 

attempt at controlling aircraft movements at airports with the objective of 

minimizing air quality impacts.  

 

1.3 Outline of thesis 

The organization of this thesis mirrors the order of the core contributions defined in 

section 1.2. Chapter 2 quantifies the air quality-CO2 tradeoff potential for airports. 

Chapter 3 characterizes ozone exposure response to emission reductions as a function of 

ambient conditions for all locations in the US. Chapter 4 presents an analysis of benefits 

and tradeoffs of pushback control and de-rated takeoffs. Each chapter includes a 

description of the methods used in that study, followed by a discussion of the results, 

and ends with a summary of the main findings and limitations of the study.  
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Chapter 2 

Quantifying the air quality-CO2 
tradeoffs at airports 

This chapter presents research that quantifies conditions in which there is a tradeoff 

between aircraft CO2 emissions and population exposure to secondary PM2.5 or O3. A 

“tradeoff” is defined as where a reduction in one of CO2 emissions or exposure 

corresponds to an increase in the other. As noted in section 1.1.4, tradeoffs can occur 

when the atmospheric response to emissions, associated with fuel burn and therefore 

CO2 emissions, is negative. For example, NOx emissions may reduce O3 under certain 

conditions due to nonlinear O3 photochemistry (Seinfeld and Pandis, 2006). Similarly, 

NOx emissions may decrease PM2.5 based on the availability of ammonia (Ashok et al., 

2013).  

There are two main goals of this work. The first is to identify time periods (at three-

hourly intervals over a year) in which a tradeoff between CO2 emissions (which are 

directly proportional to fuel burn) and population exposure to PM2.5 and O3 exists. The 

second goal is to identify airports with relatively high population exposure reduction 

potentials beyond CO2 minimization– i.e. airports that have a relatively high magnitude 

and duration of tradeoff between fuel burn and population exposure. 

This chapter is organized as follows. First, the methods used to assess tradeoffs between 

fuel burn and air quality impacts are described in section 2.1. An example of a CO2 – air 

quality tradeoff condition is shown in section 2.2. The duration and magnitudes of these 
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tradeoffs are quantified in sections 2.3 and 2.4, respectively. Airports with relatively 

high reduction potentials are identified in section 2.6. Section 2.7 assesses the magnitude 

of aircraft and airport emissions relative to other near-airport anthropogenic emission 

sources. Finally, section 2.8 summarizes the results of this chapter. 

2.1 Methods 

In section 2.1.1 the estimation of aircraft emissions is described. Section 2.1.2 provides 

an overview of the air quality modeling that is used to quantify population exposure to 

PM2.5 and O3 attributable to aircraft emissions. The tradeoff between CO2 emissions 

(directly proportional to fuel burn, F) and PM2.5 and O3 population exposure (P) is 

defined in section 2.1.3. The approach to quantifying the tradeoff at US airports is 

detailed in section 2.1.4.  

2.1.1 Emissions modeling 

The total mass of emissions of species i, Mi, from a given engine can be written as a 

product of an emission index (EI) (defined in aviation as grams of pollutant emitted per 

kilogram of fuel burned) and the fuel consumed, i.e. Mi=F⋅EIi(m� f), where the emission 

index is specific to an engine type and may be a function of the rate of fuel burn, m� f. 
The rate of fuel burn is approximately proportional to engine thrust (Wey et al., 2007). 

Emission species considered in this work include CO, HC, NOx and SO2, which are 

precursors for secondary PM2.5 and O3 formation. Population exposure to primary PM2.5 

(that is, BC, OC and SO4
= that are directly emitted from the engine) is proportional to 

emissions and therefore no tradeoffs occur. Furthermore, secondary PM2.5 contributes to 

~80% of total PM2.5 population exposure from US LTO activity in 2018 (Ashok et al., 

2013). Emissions are computed using the Aviation Emissions Inventory Code (AEIC) 

v2.1 (Simone et al., 2013; Stettler et al., 2011), with modifications. Emission indices are 

estimated according to the Boeing Fuel Flow Method 2 (BFFM2) (Baughcum et al., 

1996). The BFFM2 method uses engine emission certification data from the 

International Civil Aviation Organization (ICAO), tabulated in the engine emissions 

databank (ICAO, 2012). Engines are certified at standard thrust settings of 7%, 30%, 
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85% and 100%, representing engine operation during the taxi/idle, approach, climb-out 

and takeoff phases of flight. For an arbitrary thrust setting, the BFFM2 method 

prescribes a log-linear interpolation for the NOx emission index (EINOx
) and a log bi-

linear interpolation for EIHC and EICO. EISO2
 is independent of thrust and is calculated 

assuming a fuel sulfur content (FSC) of 600 ppm with a SIV - SVI oxidation efficiency of 

2% (Stettler et al., 2011). Uncertainty distributions are applied that account for 

variability and deviations in EIs from the ICAO emissions certification measurements 

upon which emissions estimates are based (Stettler et al., 2011). 

The current work includes changes to emissions modeling at low thrust and modeling 

the dependence on ambient conditions beyond those presented in (Stettler et al., 2011). 

These are described in the following two sections. 

Estimation of EIs at low thrust 

Hydrocarbon and CO emission indices increase as thrust is decreased due to incomplete 

combustion of jet fuel at relatively low combustion temperatures. The BBFM2 over-

predicts CO and HC emissions at thrust settings below the lowest certification 

measurement (7%) that is available for all engines. Based on new and existing 

experimental data, Herndon et al. (2012) propose the use of a linear relationship 

between EIHC and fuel flow rate at thrusts below 7%. In particular, for thrust settings 

below 7% their suggested relation of  

EI����� 	

EI�� ��� 	�%�

= 1 − �HC ��� 	 − �� 	�%�, Eq. 2-1 

is adopted, where ��� = 52 s kg-1±23% is the fuel flow dependence parameter for EIHC. 

A similar expression for EICO is derived using the experimental data included in the 

appendix A of Herndon et al. (2012), i.e. 

EI����� 	

EI�� ��� 	�%�

= 1 − �CO ��� 	 − �� 	�%�, Eq. 2-2 
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where ��� = 29 s kg-1±23% is the fuel flow dependence parameter for EICO. The 

uncertainty in the fuel flow dependence parameters includes measurement errors and the 

spread in observed emission indices (Herndon et al., 2012).  

Dependence on ambient conditions 

The dependence of NOx emissions on ambient conditions is modeled according to the 

BFFM2 method. Ambient temperature, pressure and humidity are used to compute 

correction factors to the ICAO certification EIs, which assume sea level standard 

atmospheric conditions.  

Temperature correction for HC emissions follow the approach of Herndon et al. (2012), 

who find a negative correlation between Volatile Organic Compounds (VOC) emissions 

and temperature at low thrust (<7%). No data is available for the influence of ambient 

temperature on CO emissions at low thrust. The same relative correction factors as for 

HC are assumed for CO, on the basis that ambient temperature influences the 

combustor inlet and operating conditions (Lyon et al., 1979) and the formation of both 

pollutants is determined by combustion efficiency.  

GEOS-5 meteorological data from the NASA Global Modeling and Assimilation Office 

(GMAO) for the year 2006 is used to calculate EI correction factors at US airport 

locations. Across all airport locations considered in this study, the correction factors are 

found to be normally distributed with a standard deviation of 8% for EINOx
 and 

uniformly distributed between ±50% for EIHC. 

2.1.2 Regional air quality modeling 

Population exposure to ozone is calculated using the adjoint of the GEOS-Chem model 

(GEOS-Chem Adjoint v33). GEOS-Chem is a tropospheric chemistry-transport model 

(Bey et al., 2001) that calculates transport, gas- and aerosol-phase chemistry, as well as 

wet and dry deposition. The standard GEOS-Chem simulation of HOx-NOx-VOC-O3 

chemistry including aerosols as described by Bey et al. (2001) is used, with updated 

chemical reactions and reaction rates from JPL/IUPAC. The modeling domain applied 

in this study encompasses the contiguous US between 140°W to 40°W and 10°N to 70°N. 
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The resolution of the horizontal grid is 0.5° × 0.667° (latitude × longitude, 

approximately 50 km resolution over North America), with 47 vertical layers up to 80 

km and a surface layer depth of ~120m. Boundary conditions for the domain are 

obtained from a GEOS-Chem simulation for the global domain (at 4° × 5° resolution). 

Emission inputs include the 2005 National Emissions Inventory in the US, the BRAVO 

inventory for Mexico and 2005 CAC inventory for Canada.  

Meteorological data for the year 2006 from the NASA GMAO GEOS-5 modeling system 

(Rienecker et al., 2008) is used to drive GEOS-Chem. The GEOS-5 Atmospheric 

General circulation Model (AGCM) has been evaluated against surface, upper-air and 

satellite observations for several years including 2006 (Decker et al., 2011; Jordan et al., 

2010; Yi et al., 2011). Surface air temperatures are found to be well-correlated (r>0.9) 

to World Meteorological Organization observations for 2003-2006 (Yi et al., 2011) and 

observations from 33 flux towers in North America from 1991-2006 (Decker et al., 2011), 

with mean biases between 1-2.5 K. Decker et al. (2011) find surface wind speed to be 

positively biased by ~2 ms-1 on average with a correlation of 0.4 - 0.8 based on flux 

tower measurements in North America. Jordan et al. (2010) find planetary boundary 

layer (PBL) heights in GEOS-5 are within 25% of Cloud-Aerosol Lidar and Infrared 

Pathfinder Satellite Observations (CALIPSO) in 2006, with correlation coefficients 

between 0.47-0.73 in the Western hemisphere and Africa. 

The GEOS-Chem model outputs for annual average PM2.5, daily maximum O3, NOx and 

VOC species are validated against surface measurements from the US EPA AQS 

database (US EPA, 2015) for 2006. For O3, an average annual bias of 7.0 ppb and a 

correlation coefficient of R=0.69 are calculated across all monitor sites (~1200 sites). 

This is comparable to the model performance reported in other studies (Fiore et al., 

2014; Wang et al., 2009; Zhang et al., 2011). The biases are relatively higher near major 

cities, with 11.7 ppb in the New York Metropolitan Statistical Area (MSA), 8.6ppb in 

the Los Angeles MSA and 12.2ppb in the Chicago MSA. The high ozone bias would 

likely lead to overestimation of the magnitude of ozone exposure response predicted by 

the adjoint sensitivities. 
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GEOS-Chem predictions for annually-averaged PM2.5 concentrations (corrected to 

include particle bound water for comparison purposes using the Aerosol Inorganic Model 

by Clegg et al. (1998) are ~40% lower on average than observed Federal Reference 

Method (FRM) PM2.5 data from the EPA’s Air Quality System (AQS) database for 

~1,000 monitor locations in the US. 

The AQS database contains VOC measurements at 6-50 monitor sites (depending on 

VOC species) across the contiguous US. Annual mean biases for isoprene, formaldehyde 

and acetone concentrations are -0.2 ppbC, 0.07 ppbC and 1.5 ppbC respectively with 

correlations between 0.31 and 0.47. Ethane and propane concentrations are under-

predicted by 13.3 ppbC and 14.7 ppbC, respectively, likely due to emission plumes being 

unresolved by the GEOS-Chem model. When compared against measurements in 28 US 

cities from Baker et al. (2008), however, relatively smaller negative biases are found (-

2.0 ppbC for ethane and -2.8 ppbC for propane). Surface NOx concentrations in 2006 are 

under-predicted by 10.2ppb on average across ~330 monitor locations. This is driven by 

under-representation of NOx near major urban areas, with mean biases of -19.1 ppb, -

17.0 ppb and -10.8 ppb in the New York, Los Angeles and Chicago MSAs respectively. 

Low NOx biases in GEOS-Chem have been observed in previous studies. For example, 

Zhang et al. (2012) find that the NO2 tropospheric column over urban areas of the US in 

2006 is under-represented by 15-40% relative to OMI satellite data. Fiore et al. (2002) 

find that peak NO values are underestimated in an urban area (Nashville, TN) in the 

summer of 1995 due to emission plumes from power plants being unresolved by the 

model. Bey et al. (2001) find that GEOS-Chem predicts global NO concentrations in 

1994 to within a factor of 2 of observations. Furthermore, the validation does not 

consider NOy (a combination of NOx and its oxidation compounds) which could result in 

the model being biased low against NOy measurements from AQS monitors. 

The adjoint model of GEOS-Chem, originally developed by Henze et al. (2007) and 

Singh et al. (2009) and extended to the nested domain by Jiang et al. (2015), is used to 

compute receptor-oriented sensitivities of national population exposure to PM2.5 or O3 to 

aircraft emissions; that is, the sensitivity of population exposure with respect to 
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emissions of each of the modeled species at every location and time in the model domain 

(Henze et al., 2007; Koo et al., 2013; Sandu et al., 2005). It is based on the forward 

model described above, and the same grid.  

An adjoint model is a computationally efficient way of calculating sensitivities, which 

are partial derivatives of a quantity of interest with respect to various control 

parameters. In the present study, annually averaged population exposure to PM2.5 or O3, 

i.e. PPM2.5
 or PO3

 are the quantities of interest. They are defined as  

����.� = 1
� !"# 

$ $ [&'()  ∙ ,���.�'(, -)]
/01230

456
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 Eq. 2-3 

and 
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 Eq. 2-4 

respectively, where k indexes GEOS-Chem model surface layer grid cells from 1 to Ncells, 

t indexes model time steps from 1 to Nsteps, p'k) is the population in grid cell k, 

CPM2.5
(k,t) is the mass concentration (in ng/m3) of PM2.5 at grid cell k at time interval t, 

and CO3
(k,t) is the mixing ratio (in ppt) of O3 at grid cell k at time step t. The 

population data was re-gridded from the 30 arc-second resolution data obtained from 

the GRUMP 2006 database (Balk et al., 2006). This study considers ozone exposure of 

the US population only, and therefore the population within grid cells outside the US is 

set to zero. 

The control parameters in this case are the different aviation emission species, Mi. 

Therefore, the sensitivities computed by the nested grid GEOS-Chem adjoint model are 

;<'=, >) = ?�
?@<'=, >), Eq. 2-5 

which are computed separately for population exposure to PM2.5 or O3. The units of the 

sensitivities for each time step therefore are ppl⋅ngm-3⋅kg-1 and ppl⋅ppt⋅kg-1 for PM2.5 

and O3 respectively, and quantify the change in population exposure given a change in 
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any of the emission species Mi at each point in time. Note that in this case K is the 

location of emission (an airport) rather than the location of exposure (denoted by k), 

thus the sensitivity is for spatially-integrated exposure to emissions at location K. 

Similarly, while T is the time step of emission, t in Eq. 2-3 - Eq. 2-4 denotes the time 

step of exposure. The adjoint sensitivities are calculated relative to an emissions scenario 

which includes aircraft emissions. Second-order effects caused by aviation emissions on 

the adjoint sensitivities are expected to be negligible (Ashok et al., 2013; Koo et al., 

2013). The adjoint simulations were for a 12-month period, with an additional period of 

3 months used as the adjoint spin-up time to ensure that the complete impact of the 

emissions on air quality is captured, assuming that any emission event does not 

contribute significantly to exposure beyond 3 months after the event. The sensitivities 

are therefore interpreted as the partial derivatives of annual average total US population 

exposure with respect to emission of species A at any time and any location. These 

adjoint-calculated sensitivities are used to estimate exposure, i.e. 

�'B, =, >, �� C) = $ ;<'=, >) ⋅ @<
<

= B ⋅ $ ;<'=, >) ⋅ EI<��� C

<

. Eq. 2-6 

The sensitivities Si are functions of location and time of emissions (in this case, 

emissions in time interval T at airport K). Thus, population exposure is a function of 

the total amount of fuel burn (F), the location and time of operation (K and T) as well 

as the thrust setting of the engine (equivalently the fuel burn rate, m� f), which affects 

the EI. 

2.1.3 Calculating the tradeoffs between CO2 emissions and population 

exposure to PM2.5 and O3 

The relationship between population exposure and CO2 emissions (proportional to fuel 

burn) is obtained by taking the partial derivative of P with respect to F in Eq. 2-6, to 

yield 

?�
?B = $ ;<'=, >) ⋅ EI<��� C


<
 Eq. 2-7 



30 
 

The partial derivative denotes the change in population exposure with respect to fuel 

burn, while holding thrust setting constant for a given time and airport.  

It is typically expected that the relationship between aviation fuel burn and the 

resulting exposure to pollutants is positive. While this assumption may hold true for 

long-term impacts [for example, as demonstrated by Ashok et al. (2013) and Koo et al. 

(2013)], hourly atmospheric sensitivities Si at a given airport location K and time of 

emissions T may be either positive or negative depending on atmospheric conditions. 

For example, O3 formation is dependent on background NOx and hydrocarbon 

concentrations, and under certain conditions aircraft emissions may lead to an O3 

reduction. Similarly, a reduction in sulfate PM2.5, one of the main components of PM2.5, 

may occur due to increased NOx emissions based on the competition for free ammonia in 

the atmosphere. Thus, when combined with emissions indices as per Eq. 2-7, negative 

atmospheric sensitivities could result in a tradeoff between CO2 emissions and air 

quality, i.e. ∂� ∂B⁄ < 0.  

2.1.4 Approach to quantify tradeoffs 

The relationship between CO2 and population exposure to PM2.5 and O3 is assessed for 

five commonly-used aircraft engines in the US aircraft fleet. Engines were selected based 

on activity data obtained from the FAA’s Aviation Performance Metrics (APM) 

database for 2012 for 35 Operational Evolution Partnership (OEP) airports in the US 

(see section S3 of the SI). The OEP airports are among the busiest in the US, 

representing more than 70% of passenger traffic in the US (FAA, 2011) and account for 

70% of US aviation LTO fuel burn (Ashok, 2011). Table 2-1 lists the engines, their 

abbreviations used in this paper, and an example aircraft within the US fleet that is 

powered by the engine.  
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Table 2-1: Top five aircraft engines (by activity) selected to quantify tradeoffs. The engine manufacturer, 
name, year of certification, ICAO unique identifier (UID) and abbreviation used in this work are 
tabulated. An example aircraft within the US fleet that is powered by the engine is also listed. 

Engine (abbrev.) ICAO 
UID 

Certification Example 
aircraft 

General Electric  
CF34-3B 

(CF34) 5GE084 1991 Canadair CRJ-
200 

CFM Int’l. CFM56-
7B24 

(CFM56) 3CM032 1996 Boeing B737-800 

Allison Engine 
Company AE3007A1 

(AE3007) 6AL005 1994 Embraer ERJ-145 

Rolls Royce RB211-
535E4B 

(RB211) 3RR034 1984 Boeing B757-200 

Pratt & Whitney 
JT8D-219 

(JT8D) 1PW019 1983 McDonnell 
Douglas MD88 

 

Eq. 2-7 is evaluated for every set of atmospheric sensitivities over the course of a year 

(sampled every 3 hours) at all of the OEP airports except Honolulu International 

Airport, in order to capture spatial and temporal variations in sensitivities. Eight 

discrete thrust settings are used: 4%, 7%, 10% and 13% to span the range of taxi 

thrusts, and 85%, 90%, 95% and 100% to span the range of takeoff thrusts. These thrust 

settings were selected to reflect operational taxi thrust settings and reduced thrust 

takeoffs observed at airports, and are based on a review of literature from Stettler et al. 

(2011) and King and Waitz (2005). 

2.2 Example of CO2 – air quality tradeoff 

The analysis method in section 2.1.4 results in a four-dimensional “lookup table” of 

relationships between fuel burn and population exposure indexed by engine type, thrust 

setting, airport location and time of emissions. As an example, Table 2-2 shows the 

change in population exposure to PM2.5 and O3 per kilogram fuel burn at Hartsfield-

Jackson Atlanta International Airport (ATL), for two of the five engine types, and all 

eight thrust settings. 
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Table 2-2: Change in population exposure to PM2.5 and O3, per unit fuel burn at Atlanta’s Hartsfield-
Jackson airport (ATL). Values are shown for one specific hour (1500-1600 UTC on Jan 10, 2006) and 
annual average for the RB211 and CFM56 engines. Engine operation is assumed to be at one of the eight 
thrust settings studied: four taxi thrust settings (4, 7, 10 and 13%) and four takeoff thrust settings (85, 
90, 95 100%). 

?� ?B⁄  PM2.5 exposure [ppl⋅ngm-3⋅kg-1] 

Jan 10, 2006, 

1500 UTC 

 
4% 7% 10% 13% 85% 90% 95% 100% 

RB211 0.003 -0.01 -0.02 -0.02 -0.27 -0.30 -0.33 -0.36 

CFM56 0.02 -0.01 -0.02 -0.03 -0.14 -0.15 -0.16 -0.17 
 

Annual  

average 
 

4% 7% 10% 13% 85% 90% 95% 100% 

RB211 0.12 0.15 0.17 0.20 1.36 1.49 1.63 1.78 

CFM56 0.24 0.21 0.23 0.24 0.75 0.79 0.83 0.87 
 

 

?� ?B⁄  O3 exposure [ppl⋅ppt⋅kg-1] 
Jan 10, 2006, 

1500 UTC 
 

4% 7% 10% 13% 85% 90% 95% 100% 

RB211 0.04 -0.17 -0.24 -0.30 -2.65 -2.94 -3.22 -3.51 

CFM56 0.41 -0.11 -0.25 -0.34 -1.44 -1.52 -1.60 -1.67 
 

Annual  

average 
 

4% 7% 10% 13% 85% 90% 95% 100% 

RB211 0.40 0.33 0.38 0.46 3.61 3.99 4.37 4.77 

CFM56 1.28 0.65 0.57 0.57 1.78 1.87 1.97 2.06 
 

 

The values shown in Table 2-2 represent the change in population exposure to PM2.5 

and O3 per kilogram of fuel burn annually averaged and for a single hour. The annually 

averaged values are positive, implying that a unit of fuel burn every hour of the year 

causes a net increase in population exposure. However, considering the specific example 

hour shown, a unit increase in fuel burn causes a decrease in PM2.5 and O3 exposures at 

7% thrust or higher. Thus there exists a tradeoff between the CO2 and air quality 

impacts of emissions during these conditions, where minimizing CO2 emissions leads to 

an increase in population exposure to PM2.5 and O3, all else held constant. 

In section 2.3 the total duration of occurrence (over an annual period) of tradeoff 

conditions is quantified. In section 2.4, the magnitude of the tradeoff between CO2 
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emissions and population exposure to PM2.5 and O3 is evaluated. Finally, in section 2.6 

the magnitude and duration information are combined to identify airports with 

relatively high potential for exposure reduction. 

2.3 Duration of occurrence of CO2 – air quality tradeoff 

The percentage of the year for which a CO2–air quality tradeoff occurs is given in Figure 

2-1 (a) and (b) for PM2.5 and O3 impacts, respectively. At the 4% taxi thrust setting, 

CO2 is negatively correlated with PM2.5 population exposure 2-3% of the year on average 

across all airports and is negatively correlated with O3 population exposure 5-12% of the 

year on average across all airports, depending on the engine type. At the 100% takeoff 

thrust setting, the tradeoff duration increases to 14-18% of the year for PM2.5 exposure, 

and ~60% of the year for O3 exposure. For a given thrust setting, variability in annual 

tradeoff durations across engines arises due to differing emission characteristics amongst 

engines. For all engines, HC and CO emissions decline with increased thrust while NOx 

emissions increase. 
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Figure 2-1: Annual duration of tradeoff, expressed as a fraction of the year, between fuel burn and 
population exposure to (a) PM2.5 and (b) O3, by each engine type and thrust setting. For each engine and 
thrust setting, annual durations are averaged over all 34 airports. 

At high (takeoff) thrusts, the occurrence of tradeoff conditions is limited by the presence 

of negative atmospheric NOx sensitivities, i.e. occasions where SNOx
= ?�/?@I�J < 0. 

This is because, as thrust increases, the ratio between EINOx
 and other species becomes 
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larger. For example for the CFM56 engine, increasing thrust from 4% to 100% increases 

EINOx
/EIHC from ~1/3 to ~256, EINOx

/EICO from ~1/20 to ~53 and EINOx
/ EISO2

 from 

~2.4 to ~22. This trend holds for all other engines. As a result, tradeoff conditions are 

more dependent on SNOx
 at high thrust settings relative to low thrusts. As EINOx

 is a 

positive quantity, the atmospheric sensitivities of PM2.5 and O3 exposures to NOx have 

to be negative for ?� ?B⁄ < 0 (as will be discussed further in the next section). At 

takeoff thrusts, therefore, the fractions of the year that tradeoff conditions occur for all 

engines (14-18% for PM2.5 and ~60% for O3 exposures, as seen in Figure 2-1) 

approximately equals the annual duration of negative NOx sensitivity (~19% for PM2.5 

exposure and 60% for O3 exposure across all airports). 

Engine operations at maximum thrust result in CO2 emissions – O3 exposure tradeoff 

conditions 5-12 times more frequently than operations at 4% thrust. This suggests that 

minimizing fuel burn during taxi operations is less likely to result in an O3 exposure 

tradeoff than reducing fuel burn at takeoff. To explain this, it is noted that over all 

airports, engines and thrust settings, less than 5% of the magnitude of CO2 – O3 

exposure tradeoff is attributable to CO emissions, while <0.4% of the magnitude of CO2 

– O3 exposure tradeoff is attributed to SO2 emissions. Therefore Eq. 2-7 is simplified as 

?�
?B ≈ ;I�L ⋅ EII�L + ;�� ⋅ EI��. Eq. 2-8 

Taking the CFM56 engine as an example, at 100% thrust, EINOx
 is ~256 times larger 

than the EIHC for the CFM56 engine. In order to create a tradeoff between fuel burn 

(CO2 emissions) and population exposure, ?� ?B⁄  has to be less than zero and it follows 

from Eq. 2-8 that the condition  

;I�L < −'1 256⁄ ) ⋅ ;�� Eq. 2-9 

must be satisfied. At the 4% thrust setting, EIHC is ~3 times as larger than that of NOx 

for the CFM56 engine. For tradeoff conditions to occur in this regime, the inequality 

 ;I�L < −3 ;�� Eq. 2-10 
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must be fulfilled. For a given SHC, atmospheric NOx sensitivities must be ~770 times 

more negative to create tradeoff conditions at 4% thrust than to do so at 100% thrust. 

Conversely, for a given negative SNOx
, atmospheric sensitivity to HC should be relatively 

smaller in magnitude or negative. Over all airports, the combination of sensitivities 

required to satisfy Eq. 2-10 occurs less frequently than the occurrence of negative NOx 

sensitivities (~8.6 times less frequently, in the case of the CFM56 engine). As a result, 

for the CFM56 engine, O3 exposure tradeoff conditions occur ~8 times less frequently at 

the 4% thrust setting relative to the 100% setting. 

Engine operations at maximum thrust result in CO2 emissions – PM2.5 exposure tradeoff 

conditions 6-8 times more frequently than operations at 4% thrust. Compared to 

tradeoffs between CO2 emissions and O3 exposure, SO2 emissions contribute to a larger 

percentage of the magnitude of CO2 emissions – PM2.5 exposure tradeoff (up to 11% for 

PM2.5 c.f. <0.4% for O3, over all airports and engines). PM2.5 concentrations have been 

observed to increase with a reduction in sulfates under ammonia-rich conditions, due to 

a transfer of nitric acid from the gas phase to the aerosol phase (West et al., 1999). 

While Eq. 2-8 - Eq. 2-10 do not include the contribution of SO2 emissions to population 

exposure, they qualitatively describe the trends in PM2.5 tradeoff duration across thrust 

settings. For the CFM56 engine, the inequality in Eq. 2-10 is satisfied less frequently 

than the occurrence of negative PM2.5 exposure sensitivity to NOx (~9 times less 

frequently, for the CFM56 engine), which is congruent with durations of tradeoff 

between CO2 emissions and PM2.5 exposure occurring ~7.7 times less frequently at 4% 

trust than at 100% thrust. 

The duration of the tradeoff between CO2 emissions and population exposure to PM2.5 

and O3 also varies according to time of year, occurring more frequently in the fall and 

winter months than the summer months. Figure 2-2 shows the percentage of each 

month for which a CO2 – air quality tradeoff is seen for operations at 7% thrust setting. 

Over three quarters of CO2 – PM2.5 exposure tradeoffs occur within October to March. 

For O3 the duration of occurrence is highest at 33% of the month during February, 

becoming relatively less frequent in July (~17%). 
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Figure 2-2: Occurrence of tradeoff conditions as a fraction of each month, aggregated over all engines at 
7% thrust across all airports. Overlap denotes conditions when a tradeoff exists between fuel burn and 
both PM2.5 and O3 exposures. 

The variation across airports in occurrence of tradeoff conditions between CO2 emissions 

and population exposure to PM2.5 and O3 is shown in Figure 2-3 for operations at 7% 

thrust setting. For PM2.5 impacts, the tradeoff situations occur between 0-12% 

depending on the airport. Airports in the Eastern US experience tradeoff conditions for 

a greater fraction of the year than airports in the Central and Western portions of the 

country. For O3 impacts, the duration of occurrence varies between 7-45%, with airports 

in the Southern and Mountain regions of the country experiencing relatively fewer 

tradeoff conditions than other airports in the US. 
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(a) 

 

(b) 

Figure 2-3: Spatial variation in percentage of the year when tradeoffs occur between CO2 (fuel burn) and 
(a) PM2.5 exposures and (b) ozone exposures. The duration of year at each airport is averaged over all 
engine types operating at 7% thrust. 

2.4 Negative sensitivity of PM2.5 and O3 exposure to NOx 

Negative PM2.5 and O3 exposure sensitivity to NOx emissions is an important 

determinant in the occurrence of tradeoff conditions, as discussed in the previous 

section. In this section, the physical mechanisms responsible for the negative NOx 

sensitivities are discussed. 

First, the mechanisms that give rise to negative ozone sensitivity to NOx emissions are 

described. Figure 2-4 shows the chemical mechanisms involved in the production of 

ozone and oxidation of CO within the troposphere, adapted from Chapter 11 of Jacob 

(1999). This process is representative of the key features of the oxidation of more 

complex VOCs in the troposphere (Seinfeld and Pandis, 2006), and is used here to 

illustrate the dependence of ozone formation on NOx emissions as a function of ambient 

NOx and VOC (CO) concentrations.  
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Figure 2-4: Mechanism for O3-NOx-CO chemistry in the troposphere, adapted from Chapter 11 of Jacob 
(1999). Individual reactions, indicated by reaction number, are listed in Table 2-3.  

Table 2-3: Set of chemical reactions representing the mechanism for O3-NOx-CO chemistry in the 
troposphere as described in Figure 2-4. 

Reaction Formula 

(1) 
O3 + hv → O2 + O1(D) 

O1(D) + H2O → 2OH 

(2) CO + OH 
��ST CO2 + HO2 

(3) HO2 + HO2 → H2O2 + O2 

(4) HO2 + NO → OH + NO2 

(5) NO2 + hv 
O2ST NO + O3 

(6) NO2 + OH → HNO3 

 

The reaction chain is initiated by the production of the hydroxyl radical (OH) from 

photolysis of O3 (reaction 1). The OH molecule oxidizes CO (reaction 2) which results in 

the formation of the hydroperoxyl radical (HO2). In the presence of NO, HO2 is 

converted back to OH (reaction 4). This reaction oxidizes NO to NO2, which is 

undergoes photolysis to form O3 via reaction 5. The rate of ozone production is therefore 

governed by the rate of production of NO2 from NO as per reaction 4, 

PO3
=k4[HO2][NO], Eq. 2-11 
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Assuming chemical equilibrium of the HOx (OH + HO2) family (Seinfeld and Pandis, 

2006), the rate of reaction 2 and 4 can be set equal to each other, 

k2[CO][OH]=k4[HO2][NO], Eq. 2-12 

which implies that the rate of ozone production, PO3
, is also a function of CO and OH 

concentrations. 

The reaction chain is terminated when HOx is removed from the system, accomplished 

via reactions 3 and 6. At high NOx concentrations relative to CO, the termination 

reaction 6 dominates whereby NO2 is converted to nitric acid by OH and the steady-

state HOx balance is given by 

PHOx
≅k6[NO2][OH], Eq. 2-13 

where PHOx
 is the rate of production of OH via photolysis of O3 (i.e. the rate of reaction 

1) and k6 is the rate constant for reaction 6.  

Solving Eq. 2-13 for OH and substituting into Eq. 2-12,  

k4[HO2][NO]=PO3
=

k2[CO]PHOx

k6[NO2] . Eq. 2-14 

At the high NOx limit, therefore, the rate of ozone production is proportional to CO 

(and VOC) concentrations but is inversely proportional to NO2 concentrations. This 

means that an increase in NO2 concentrations (for example, via increased NOx 

emissions) decreases the amount of O3 that can be formed. The removal of OH from the 

system inhibits the conversion between OH and HO2 via reaction (2), which limits the 

conversion of NO to NO2 via reaction (4) thereby reducing the rate of O3 production. 

The threshold for high NOx concentrations is specified in proportion to ambient CO (or 

more generally, VOC) concentrations via a critical VOC/NOx ratio. This ratio is studied 

in further detail in Chapter 3 (referred to as the ozone isopleth ridge line VOC/NOx 

ratio) and quantified for all locations in the US. 

The negative sensitivity of PM2.5 concentrations to NOx emissions is also explained by 

changes in atmospheric oxidant levels. Several works have reported increased PM2.5 
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concentrations from NOx controls, mainly during the winter (Konovalov, 2003; Megaritis 

et al., 2013; Pinder et al., 2008; Tsimpidi et al., 2008; Zhao et al., 2015). The growth in 

total PM2.5 is attributed to increased formation of sulfate and organic PM2.5, in spite of 

reduced nitrate PM2.5. This occurs due to the increase in HOx radicals with NOx 

emissions reductions at relatively high NOx concentrations relative to VOCs (via the 

mechanisms described in Figure 2-4), which in turn promotes the oxidation of sulfur 

dioxide and other PM2.5 precursors into secondary PM2.5 (Konovalov, 2003; Megaritis et 

al., 2013; Tsimpidi et al., 2008). Furthermore, the reduced formation of nitric acid 

increases the amount of free ammonia available to condense sulfuric acid to sulfate PM2.5 

(Ashok et al., 2013; Pinder et al., 2008). Thus, reduction in nitrate aerosol mass due to 

NOx emissions reductions may be offset by the increase in mass of other PM2.5 

components (such as sulfates), thereby leading to an overall increase in PM2.5 exposure 

in some conditions. 

2.5 Magnitude of CO2 emissions – air quality tradeoff 

In this section the magnitude of tradeoff between CO2 emissions and population 

exposure to PM2.5 and O3 are quantified. For a given airport and time of emissions, 

population exposure is affected by engine operation in two ways: total fuel consumed 

and thrust setting (see Eq. 2-6) – the two main factors controlling emissions. First, the 

reduction in population exposure to PM2.5 and O3 per kilogram increase in fuel burn at 

constant thrust during tradeoff conditions is shown. Second, the relationship between 

thrust setting and population exposure is quantified, as in some operational cases thrust 

setting can be altered. Finally, airports are ranked according to their exposure reduction 

potentials, i.e. the combination of magnitude and duration of tradeoff between CO2 

emissions and population exposure to PM2.5 and O3.  

2.5.1 Tradeoff between CO2 emissions and population exposure to PM2.5 and 

O3 at constant thrust 

The distribution of PM2.5 and O3 population exposure reductions per kilogram fuel 

burned at constant thrust is shown in Figure 2-5 (a) and (b), respectively. As an 

example, 1 kg of fuel burned by an RB211 engine at 7% thrust causes a median [25th – 
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75th percentile] reduction in PM2.5 population exposure of 1.21 [0.33 - 3.64] × 10-2 

ppl∙ngm-3 during tradeoff conditions (the distribution reflects conditions across all hours 

of tradeoffs and at all 34 airports).  

At 7% thrust, the median reductions in PM2.5 exposure per kilogram fuel burn is ~0.016 

ppl∙ngm-3
∙kg-1 for all engines, while at 100% thrust the reductions are greater in 

magnitude and relatively more varied between 0.06 and 0.27 ppl∙ngm-3
∙kg-1 across the 

five engines. This trend is also observed in O3 exposure reductions, which are ~0.25 

ppl∙ppt∙kg-1 at 7% thrust and 0.98-4.44 ppl∙ppt∙kg-1 at 100% thrust. Relative to the 

annual average (positive) PM2.5 exposure per unit fuel burn, the median reductions in 

population exposure to PM2.5 during tradeoff conditions at 7% and 100% thrust are 6-

8% and 11-13% respectively, depending on the engine. For O3 exposure, the relative 

magnitudes are 32-1060% and 265-314% for fuel burn at 7% and 100%, respectively. The 

large variability in relative magnitudes across engines means that the potential 

improvements in O3 exposure at airports, though significant relative to the annual 

average, may be sensitive to the fleet composition of airport traffic. 

The variation in magnitude of tradeoff at 100% thrust (grey bars in Figure 2-5) amongst 

the engines is explained by differences in the NOx EI. At high thrusts, reductions in 

population exposure are more sensitive to variations in EINOx
 than other species, in part 

as EINOx
 exceeds that of other species by 1-2 orders of magnitude. Thus for a given 

(negative) atmospheric sensitivity to NOx, engines with larger EINOx
 lead to relatively 

greater reductions in population exposure to O3 and PM2.5 per unit fuel burn than 

engines with smaller EINOx
. This means that the tradeoff is greater for older engines and 

engines with higher pressure ratios, in general. 
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(b) 

Figure 2-5: Reduction in population exposure to (a) PM2.5 and (b) O3 due to 1 kg of (additional) fuel 
burned at a constant thrust setting of 7% (white bars) and 100% (grey bars). The marker within the box 
plot for each engine represents the median value across all airports and tradeoff durations; the box extents 
are the interquartile range; and the whiskers, the 10th and 90th percentile values. 

 

2.5.2 Negative dependence of air quality on thrust setting 

The operating thrust setting of an engine influences population exposure via two 

pathways. Firstly, thrust setting affects emission indices and consequently the value of 

?� ?B⁄ , as shown in Eq. 2-7 and Table 2-2. The second pathway is by affecting fuel 

burn itself. Assuming a fixed duration of operation, changing the thrust from some 

reference condition m� f,ref to m� f,1 scales the reference fuel burn Fref according to 

F1=Fref⋅ m� f,1 m� f,ref⁄ .  

In this section, the analysis assumes that the duration of operation is held constant as 

the engine thrust setting is varied. This assumption is revised in Chapter 4 where thrust 

setting is coupled to aircraft activity models for airport surface movements and takeoff 

activity. For example, King and Waitz (2005) find that reduced-thrust takeoffs lead to 

increased airborne climb durations up to 3000 ft (~1 km). (However, the study by King 

and Waitz (2005) did not account for the fact that reduced-thrust takeoffs covered 

relatively more ground track distance than a takeoff at full thrust, which is accounted 

for in the analysis presented in Chapter 4.) 
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The tradeoff between thrust setting and air quality is defined as the condition where 

there is a monotonic decrease in population exposure with increasing thrust. An example 

of such a condition is shown in Table 2-4, which tabulates the gradient of PM2.5 

exposure with respect to fuel burn, ΔP ΔF⁄ , between successive thrust settings at ATL. 

All gradients are negative, implying that population exposure is progressively lowered as 

thrust setting is increased for a constant operation time. Furthermore, population 

exposure depends nonlinearly on thrust, as gradients in the takeoff (85-100%) thrust 

regime are an order of magnitude larger than those in the taxi (4-13%) thrust regime. 

The nonlinearity arises from the power-law trends of NOx, HC and CO EIs with thrust.  

The reduction in population exposure from fuel burn (and CO2 emissions) increase from 

thrust setting is quantified by computing an average gradient over the taxi and takeoff 

thrust regimes separately. Over all airports and engine types, negative trends between 

thrust and population exposure to PM2.5 and O3 occur 13% and 59% of the year, 

respectively.  

Table 2-4: Change in PM2.5 exposure per unit fuel burn increased due to thrust setting for the RB211 
engine at ATL on 1 Jan 2006, 0600 – 0700 UTC. Units are ppl∙ngm-3

∙kg-1. Changes in population exposure 
and fuel burn are calculated between each consecutive pair of thrust settings.  

Thrust setting 

 range 
4%-7% 7%-10% 10%-13% 85%-90% 90%-95% 95%-100% 

WX WY⁄  

(ppl∙ngm-3
∙kg-1) 

-0.058 -0.049 -0.059 -0.57 -0.62 -0.68 
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(b) 

Figure 2-6: Reduction in population exposure to (a) PM2.5 and (b) O3 per kilogram of fuel burn increased 
via thrust setting, over the taxi thrust (white bars) and takeoff thrust (grey bars) regimes. The marker 
within the box plot for each engine represents the median value across all airports and tradeoff durations; 
the box extents, the interquartile range; and the whiskers, the 10th and 90th percentile values. 

PM2.5 and O3 exposure reductions per kilogram fuel burn (or per 3.16 kg of CO2 

emissions) increased via thrust setting are shown in Figure 2-6 (a) and (b) (as before, 

the distribution reflects conditions across all hours and airports). Median PM2.5 exposure 

reductions (over all airports) for the five engines are 0.05-0.10 ppl∙ngm-3
∙kg-1 for thrust 

changes within the taxi thrust regime, and 0.10-0.78 ppl∙ngm-3
∙kg-1 for changes in thrust 

over the takeoff thrust regime. Median ozone reductions are 0.80-1.77 ppl∙ppt∙kg-1 and 

1.42-8.59 ppl∙ppt∙kg-1 for thrust increments in the taxi and takeoff regimes, respectively. 

Similar to section 2.5.1, the median magnitudes of tradeoffs are compared relative to the 

annual average change in population exposure per kilogram fuel burn (i.e. the average 

change in population exposure when fuel burn is increased via thrust setting during all 

times of the year). The median PM2.5 population exposure reductions are 15-54% and 

15-23% of the annually averaged PM2.5 exposure per kilogram fuel burn, over the taxi 

and takeoff thrust regimes respectively. Median ozone reductions are 114-218% and 263-

320% of the annually averaged O3 exposure per kilogram fuel burn, over the taxi and 

takeoff thrust regimes respectively. 

For all except the CF34 engine, increasing fuel burn in the takeoff thrust regime causes 

a greater reduction in exposure than the same increase in the taxi thrust regime. For the 

CF34 engine, EINOx
 grows at a slower rate with respect to thrust than the other engines 
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(e.g. EINOx
 at 100% thrust is ~3 times larger than that at 7%, while the ratio is ~15 for 

the RB211 engine). As a result, the tradeoff magnitudes for the CF34 engine are similar 

across thrust setting while those of the other engines vary. The reductions in PM2.5 and 

O3 exposure are both 1.5-6.4 times larger if fuel burn is increased due to thrust as 

opposed to increased fuel burn at a constant thrust. 

2.6 Potential for population exposure reduction at airports 

The potential for reduction of population exposure to PM2.5 and O3 at airports at the 

cost of increasing CO2 emissions is assessed by considering both the magnitude of 

tradeoff as well as the frequency of occurrence. An airport with high potential for 

exposure reduction has a combination of relatively high magnitude of tradeoff for a 

relatively large fraction of the year, compared to an airport with relatively low exposure 

reduction potential. Figure 2-7 plots the mean reduction in PM2.5 and O3 exposure per 

kilogram fuel burn at 7% thrust (i.e. taxi operations) against the fraction of the year 

tradeoff conditions occur, for each airport. The airport locations with the highest and 

lowest exposure reduction potentials are highlighted and labeled in black. Note that the 

Los Angeles (LAX) airport has been excluded from Figure 2-7 (a) for clarity, as it has a 

relatively high PM2.5 exposure reduction magnitude of 1.58 ppl∙ngm-3
∙kg-1. The 

Philadelphia (PHL), Cincinnati (CVG) and Seattle (SEA) airports have a higher PM2.5 

exposure reduction potential than the Orlando (MCO) and Salt Lake City (SLC) 

airports. For ozone impacts, it is seen that the Los Angeles (LAX), New York’s JFK, 

Newark (EWR) and La Guardia (LGA) airports have a higher reduction potential 

relative to the Lambert – St. Louis (STL), Salt Lake City (SLC) and Denver (DEN) 

airports. 
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(b) 

Figure 2-7: Annual duration of tradeoff plotted against mean exposure reduction due to 1 kg fuel burn (or 
3.16 kg of CO2 emissions) at 7% thrust for each airport. Panel (a) plots PM2.5 impacts while panel (b) 
plots O3 impacts. The three airport locations with the highest and lowest reduction potentials – the 
product of duration and magnitude of O3 exposure tradeoff with fuel burn – are highlighted in black and 
labeled, while all other airports are shown as grey markers and not labeled for clarity. The Los Angeles 
(LAX) airport is not shown in panel (a) for clarity due to its relatively high exposure reduction 
magnitude of 1.58 ppl∙ngm-3

∙kg-1. 

The average magnitude of tradeoff is multiplied by the annual duration of occurrence to 

quantify the PM2.5 and O3 exposure reduction potentials at each airport. Reduction 

potentials are calculated for four engine operation scenarios: increased fuel burn at 

constant thrust settings of 7% and 100%, as well as thrust increments over the taxi and 

takeoff thrust regimes. Airport-specific tradeoff magnitudes and annual durations for 

PM2.5 and O3 exposures are tabulated in Appendix A. The top 5 airports, ranked 

according to their reduction potentials under each of the four engine operation scenarios, 

are given in Table 2-5. The LAX, Philadelphia (PHL) and Cincinnati (CVG) airports 

are observed to have consistently high PM2.5 exposure reduction potentials across all 

four scenarios. For O3 exposures the LAX, EWR, JFK, LGA and PHL airports 

consistently have the highest reduction potentials. 
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Table 2-5: Top five airports (identified by IATA airport code) ranked by reduction potential, the product 
of duration and magnitude of CO2 emissions – exposure tradeoff. Reductions in both PM2.5 and O3 
exposure are computed for fuel burn increases at constant thrust of 7% and 100%, as well as increases due 
to thrust setting over the taxi and takeoff thrust regimes. The parenthesis below each airport lists, in 
order, the mean magnitude (in ppl ngm-3

∙kg-1 or ppl ppt∙kg-1) and duration (as a fraction of year) of the 
fuel burn – population exposure tradeoff at that airport. Airports are grouped where they fall in the same 
~50 km nested GEOS-Chem adjoint grid cell. 

 PM2.5 exposure reduction O3 exposure reduction 

 
Increased fuel burn  

(constant thrust) 
Increased thrust 

Increased fuel burn  

(constant thrust) 
Increased thrust 

Ranking 7% 100% 
Taxi  

range 

Takeoff  

range 
7% 100% 

Taxi  

range 

Takeoff  

range 

1 LAX 

(1.58,0.03) 

LAX 

(3.56,0.09) 

LAX 

(1.60,0.08) 

LAX 

(6.76,0.08) 

LAX 

(1.97,0.53) 

LAX 

(17.09,0.83) 

LAX 

(8.36,0.83) 

LAX 

(28.17,0.83) 

2 PHL 

(0.14,0.13) 

PHL 

(0.68,0.25) 

CVG 

(0.27,0.30) 

PHL 

(1.21,0.23) 

JFK/EWR 

(1.32,0.42) 

JFK/EWR 

(7.20,0.76) 

JFK/EWR 

(3.39,0.76) 

JFK/EWR 

(11.86,0.76) 

3 SEA 

(0.42,0.03) 

SAN 

(0.48,0.31) 

PIT 

(0.24,0.34) 

SAN 

(0.99,0.25) 

LGA 

(1.21,0.38) 

LGA 

(6.99,0.71) 

LGA 

(3.52,0.71) 

LGA 

(11.50,0.71) 

4 CVG 

(0.11,0.08) 

CVG 

(0.46,0.30) 

PHL 

(0.31,0.23) 

CVG 

(0.79,0.30) 

BOS 

(0.82,0.48) 

BOS 

(4.90,0.76) 

ORD/MDW 

(2.54,0.82) 

BOS 

(8.07,0.77) 

5 ORD/MDW 

(0.12,0.06) 

PIT 

(0.36,0.35) 

SEA 

(0.89,0.05) 

PIT 

(0.65,0.34) 

PHL 

(0.99,0.30) 

PHL 

(5.08,0.67) 

PHL 

(2.75,0.67) 

PHL 

(8.37,0.67) 

 

2.7 Magnitude of aircraft and airport emissions relative to near-

airport sources 

In this section, aircraft emissions are compared to those from other airport sources that 

are airside – i.e. auxiliary power units (APUs) and ground support equipment (GSEs) – 

as well as other anthropogenic sources in the vicinity of the airport. This quantifies the 

relative order of magnitude of emission perturbations applied to the adjoint emissions 

sensitivities, which represent the linearized atmospheric response to emissions. 

Emission inventories for aircraft LTO emissions, APU and GSE are obtained from the 

US EPA 2011 National Emissions Inventory (NEI) (US EPA, 2014a) for 200 airports in 



48 
 

the US accounting for ~99% of passenger enplanements. A gridded inventory of the 2011 

NEI, with a resolution of 0.1° × 0.1° (approximately 10 km × 10 km) is used to provide 

emission estimates for non-airport sources. The gridded inventory includes emissions 

from all anthropogenic sources including airport airside sources. The comparison is 

performed for NOx, SO2, CO, primary PM2.5 (comprising BC, OC and SO4
=) and two 

VOC emission species (species with paraffinic carbon bonds, PAR, and formaldehyde, 

FORM). 

 

Figure 2-8: Relative contribution of aircraft, APU and GSE sources to airport airside emissions. Data 
from the US EPA NEI 2011 is used for ~200 airports in the US. 

Figure 2-8 shows the relative contribution of aircraft, APUs and GSEs to airport 

emissions at all the airports considered. Aircraft and APUs are responsible for 72-99% of 

airport emissions, with the proportion varying across emission species. GSEs contribute 

11% of airport VOC emissions and 28% of airport CO emissions.  

The magnitude of total airport airside emissions (i.e. aircraft, APU and GSE emissions) 

is compared relative to emissions from all anthropogenic sources in the vicinity of 

airports. Figure 2-9 plots the proportion of anthropogenic emissions that is attributed to 

airport airside emissions as a function of radial distance from airports, averaged across 

all airports. Here, the proximity to the airport is defined by the radius from the center 

of the airport grid cell, which starts at 15 km (i.e. cells adjacent to the airport grid cell) 
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and goes up to 55 km (covering approximately five grid cells in all directions). The 

proportion of anthropogenic emissions attributable to airside aviation activity is largest 

when within 15km of the airports (ranging from 0.6-4.7%), decreasing to 0.1-1.1% when 

within 55 km of the airports. The airport-attributable fraction varies depending on 

airport location – for instance, at a radius of 15 km, the upper bound of airport-

attributable emissions is ~2-26% depending on emission species (where the upper bound 

is calculated as the 95th percentile across all airports studied). 

 

Figure 2-9: The proportion of anthropogenic emissions that is attributed to airport airside emissions as a 
function of radial distance from airports. Data from the US EPA NEI 2011 is used to obtain emission 
inventories for ~200 airports in the US as well as for all anthropogenic sources. 

2.8 Summary 

This work has identified tradeoffs between CO2 emissions and population exposure to 

PM2.5 and O3 – conditions when exposure decreases with an increase in fuel burn 

(directly proportional to CO2 emissions). The analysis is performed for five commonly-

used engines operating at taxi and takeoff thrust levels and for the top 34 US airports 

by passenger traffic. Emission sensitivities from the GEOS-Chem adjoint model are 

employed to model secondary PM2.5 and O3 population exposure. Key findings from the 

study are summarized below: 

1) A tradeoff between CO2 emissions and PM2.5 population exposure occurs during 

2-18% of the year, and a tradeoff between CO2 and O3 population exposure 
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occurs for 5-60% of the year across all airport locations, depending on engine and 

thrust setting.  

2) Engine operations at takeoff thrust settings lead to more frequent occurrence of 

tradeoff conditions than when the engine is operated at taxi thrust settings (e.g. 

6-8 times more frequently for PM2.5 and 5-12 times more frequently for O3 when 

operated at 100% thrust c.f. 4% thrust). 

3) When fuel burn in increased at a constant thrust setting, the median reduction 

(across all airports) in PM2.5 and O3 exposure during tradeoff conditions per 

kilogram fuel burn are 6-13% and 32-1063% of the annually averaged exposure 

per unit fuel burn.  

4) When fuel burn in increased by changing the thrust setting, the median reduction 

(across all airports) in PM2.5 and O3 exposure during tradeoff conditions per 

kilogram fuel burn are 15-54% and 114-320% of the annually averaged exposure 

per unit fuel burn.  

5) Exposure reduction potentials beyond fuel burn minimization– i.e. a combination 

of high duration and magnitude of tradeoffs – are highest at the LAX, PHL and 

CVG airports for PM2.5 exposure, and at the LAX, EWR/JFK, LGA and PHL 

for O3 exposure. 

6) Aircraft and APU emissions constitute 72-99% of airport emissions, while total 

airport airside emissions are 0.1-1.1% of total anthropogenic emissions (depending 

on emission species) when within 55km of the airports. 

It is noted that the climate impact of aviation is affected not only by CO2 emissions, but 

also other emissions that simultaneously impact air quality. For example, the mean 

global warming potential (GWP) for NOx (North America, time horizon of 100 years) is 

-8.2 (Myhre et al., 2013). For the RB211 engine at takeoff thrust, this results in a 

(negative) CO2-equivalent emission that is ~14% relative to CO2. It is, however, out of 

the scope of this thesis to conduct further numerical simulations to quantify the total 

climate impacts in detail. Furthermore, it is noted that the uncertainty of the GWP 

value is ±10.3 (Myhre et al., 2013) which suggests that more research is required to 

improve the understanding of the climate impacts of NOx emissions. 
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This study has identified airports with relatively high population exposure reduction 

potentials beyond fuel burn minimization, but has not explained the spatial differences 

in exposure reduction potentials across airport locations in the US. Spatial differences in 

duration and magnitude of tradeoffs between emissions and O3 exposure are quantified 

in Chapter 3. A similar quantification for PM2.5 exposure reduction potentials at 

airports, while not done in this thesis, would require further numerical simulations 

which consider population exposure to speciated components of PM2.5 (e.g. ammonium 

nitrate and ammonium sulfate PM2.5). 

The findings show that at the airports and engines studied, there are times during the 

year where population exposure to both PM2.5 and O3 can be improved (in some cases, 

significantly relative to the annual mean), with an increase in fuel burn. This raises the 

possibility of reducing the air quality impacts of airports beyond minimizing fuel burn as 

well as the possibility of optimizing operations for minimum net environmental impact 

(considering air quality and climate together). This is the subject of Chapter 4, where 

aircraft operations at DTW are optimized for minimum environmental and air quality 

impact. 

The next chapter, Chapter 3, characterizes the ozone exposure response to NOx and 

VOCs emission reductions as a function of ambient VOC and NOx concentrations. This 

is done for emissions at all locations in the US. This research effort is motivated by the 

prevalence of tradeoff conditions between CO2 and O3 exposure (e.g. up to 60% of the 

year as shown in Figure 2-1) and the magnitude of tradeoffs (reductions in O3 exposure 

up to a factor of 10 of the annual mean exposure per unit fuel burn, as calculated in 

section 2.4). The knowledge of when and where emissions reductions are counter-

productive to O3 exposure enables the implementation of effective control strategies to 

mitigate the O3 exposure impacts of aircraft emissions at airports.  
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Chapter 3 

Characterizing ozone exposure 
response to emissions reductions 

Population exposure to ozone has been quantitatively associated with an increased risk 

of premature mortality and morbidity (Bell, 2004; Jerrett et al., 2009; WHO, 2008). In 

the US, premature mortality due to ozone in 2005 has been estimated at 4700-19,000 

early deaths by Fann et al. (2012) and 10,000 early deaths by Caiazzo et al. (2013) with 

155 of these attributable to aviation in North America. Efforts to mitigate population 

exposure to ozone involve reducing emissions of NOx and VOCs by the Clean Air Act 

(USEPA, 2011), NOx cap-and-trade policies such as in the eastern US (Mesbah et al., 

2013) and other state-based emission controls (Cohan et al., 2006).  

Ozone is formed via photochemical reactions of NOx with VOCs (Seinfeld and Pandis, 

2006; Sillman, 1999). Variations in emissions of these precursors as well as 

meteorological factors affecting the photochemistry (e.g. cloud cover) can result in 

nonlinear changes in O3 concentrations with respect to emissions (Ainslie and Steyn, 

2006; Sillman, 1999). For instance, increased ozone concentrations in cities were 

observed when larger reductions in NOx relative to VOC emissions occurred during the 

weekend due to a reduction in diesel vehicular traffic into cities (Cleveland and McRae, 

1978; Heuss et al., 2003; Lebron, 1975). In addition, the response of ozone 

concentrations to changes in electricity generation emissions (Mesbah et al., 2013) and 

future anthropogenic emissions in the US (Tao et al., 2007) have also been shown to 

vary with location and time.  
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The nonlinear dependence of O3 concentrations on NOx and VOC is commonly captured 

by an ozone exposure response surface (usually presented as isopleth diagram). Figure 

3-1, adapted from Figure 6.10 of Seinfeld and Pandis (2006), shows an example of an 

isopleth diagram for Atlanta. The isopleth diagram depicts the response of maximum 

ozone concentrations with respect to NOx and VOC concentrations and is useful in 

assessing the potential outcome of proposed changes in NOx and/or VOC emissions. The 

ozone ridge line on the isopleth diagram identifies the local maximum in ozone with 

respect to NOx concentration at each VOC level. In regions where the VOC/NOx ratio is 

lower than that of the ridge line (denoted as ‘VOC-limited’), reducing NOx emissions 

increases O3 concentrations whereas reducing VOC emissions lowers ozone. In regions of 

higher VOC/NOx ratios than that of the ridge (denoted as ‘NOx-limited’), reducing NOx 

emissions decreases O3 while VOC emissions have little effect on O3. 
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Figure 3-1: Example of an ozone concentration isopleth diagram for Atlanta, taken from Figure 6.10 of 
Seinfeld and Pandis (2006) and based on chemistry simulations along air trajectories. Each isopleth 
represents 10ppb increments in O3 concentration upward and toward the right of the plot. 

The work presented in this chapter quantifies the impacts of NOx and VOC emissions 

on national population exposure to ozone as a function of their ambient concentrations 

through isopleth diagrams. Isopleth diagrams are constructed for every location in the 

US, and are used to calculate three metrics that quantify the impact of emissions on 
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national ozone exposure: duration of the year that VOC-limited conditions occur, the 

VOC/NOx ratio of the ridge line on the isopleth diagram and the ozone exposure-neutral 

VOC/NOx emissions ratio. It is noted that VOC-limited conditions may not necessarily 

occur during a continuous period of time during the year, and therefore the duration of 

VOC-limited conditions calculated here refers to the fraction of time during the year 

where such conditions occur. The ozone exposure-neutral ratio is the ratio of VOC/NOx 

emissions that neither increases nor decreases ozone exposure during VOC-limited 

conditions. When used together with measured or modeled NOx and VOC 

concentrations, this information allows the determination of whether emissions from a 

particular source will increase or decrease national population exposure to ozone. 

This chapter is organized as follows: section 3.1 discusses previous research on ozone 

isopleths and the contributions of the present work to the current literature. Section 3.2 

presents the methods used to calculate ozone exposure isopleths and the associated 

emission impact metrics. Section 3.3 discusses the results including ozone exposure 

isopleths for the three largest cities in the US. These ozone exposure isopleths are 

validated in section 3.4. Section 3.5 and 3.6 describe the spatial distribution of the three 

isopleth metrics and emission sensitivities. Section 3.7 presents a summary of the 

characterization of ozone exposure response to emissions reductions. 

3.1 Background on ozone isopleths 

Isopleth diagrams have been generated from photochemical simulations using a matrix 

of different combinations of VOC and NOx emissions. Kinosian (1982) employed the 

Empirical Kinetic Modeling Approach (EKMA) together with the ozone isopleth 

plotting package (OZIP) to generate city-specific isopleths for a city in the Central 

Valley of California and the South Coast Air Basin. Other studies have calculated the 

ozone response to a range of emission perturbations at specific locations using multiple 

runs of 3-dimensional chemistry transport models (CTMs) (Milford et al., 1989; 

Reynolds et al., 2004; Sierra et al., 2013; Wagner et al., 1992; Zavala et al., 2009) and 

box models (Chameides et al., 1992; Menut et al., 2000). Menut (2003) showed isopleths 

of ozone as a function of meteorological parameters (wind speed, reaction rate, 
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atmospheric stability and temperature) and emissions (NOx and VOC) over Paris using 

multiple runs of a CTM. Apart from simulations, ozone isopleths have also been 

constructed based on measured VOC, NOx and O3 concentrations at a rural and urban 

site in Italy (Thielmann et al., 2001). 

Hakami et al. (2004) employed the higher-order decoupled direct method (HDDM) to 

compute third-order source-oriented sensitivities of ozone with respect to domain-wide 

NOx and VOC emissions. They used the sensitivities together with a third-order Taylor 

expansion to construct ozone isopleths assuming NOx and VOC emissions perturbations 

of ±70% in the San Joaquin Valley in central California. A similar approach was used to 

create an ozone isopleth in the Houston region (Koo et al., 2008). The HDDM method 

was also applied by Cohan et al. (2005) to characterize ozone response to large 

perturbations in emissions over Georgia. 

Studies have been conducted to parameterize the ozone isopleth based on a dimensional 

scaling analysis (Ainslie and Steyn, 2006) and non-linear regression (Chang and Rudy, 

1993) and were found to compare well with simulated ozone concentrations.  

This work develops isopleths of population exposure to ozone as a function of ambient 

VOC and NOx concentrations using emissions sensitivities from the adjoint of the 

GEOS-Chem air quality model (Henze et al., 2007). Adjoint sensitivities are receptor-

oriented, meaning that they relate, in this case, the integrated ozone exposure to 

emissions at every location and time. Adjoint methods have been extensively used to 

constrain sources of emissions using measurements of atmospheric concentrations (Chai 

et al., 2009; Kopacz et al., 2009; Zhu et al., 2013) and also to calculate the dependence 

of ozone and aerosols on precursor emissions (Henze et al., 2009, 2007; Parrington et al., 

2012; Walker et al., 2012). They have been applied in the context of aviation’s air 

quality impact (Gilmore et al., 2013; Koo et al., 2013), sectoral attribution of emissions 

impacts (Dedoussi and Barrett, 2014; Pappin and Hakami, 2013a, 2013b), vegetative 

exposure to ozone in the US (Lapina et al., 2014) and optimal air quality management 

strategies (Hakami et al., 2006; Mesbah et al., 2013, 2012). 
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This work is the first to generate ozone exposure using sensitivities from the adjoint of 

an air quality model to calculate national-level exposure to ozone concentrations. The 

adjoint method overcomes a limitation of the previous studies in that multiple model 

simulations with emissions perturbations were required to calculate the sensitivity of 

ozone to NOx and VOC emissions. Furthermore, the adjoint method provides 

sensitivities to emissions at every location and time, and a single simulation is sufficient 

to calculate isopleths of national ozone exposure for every location in the domain, 

instead of one simulation per location (e.g. the HDDM approach). Ozone exposure 

isopleths have been researched in prior literature (Hayes et al., 1991; Wagner et al., 

1992), though they have been created only for specific locations or regions of emissions. 

For the first time, this work presents ozone exposure isopleths for all locations 

nationwide. By calculating population exposure to ozone in the contiguous U.S., the 

spatial distribution of ozone is accounted for and the human health implications of 

changing NOx or VOC emissions at every location are assessed. 

3.2 Methods 

This section presents the methods used to calculate ozone exposure isopleths. First, 

modifications to the air quality model from section 2.1.2 are discussed. Next, the 

computation of ozone exposure isopleths from the adjoint sensitivities and modeled NOx 

and VOC mixing ratios is described. Finally, three quantitative metrics derived from the 

exposure isopleths that are used to describe the ozone response to changes in NOx and 

VOC emissions are described. 

3.2.1 Adjoint of GEOS-Chem 

Population exposure to ozone is calculated using the adjoint of the GEOS-Chem model 

(GEOS-Chem Adjoint v33) as described in section 2.1.2. An adjoint model calculates 

sensitivities, which are partial derivatives of a quantity of interest with respect to 

various control parameters. The quantity of interest here is annually averaged 

population exposure to one-hour daily maximum O3 (denoted Z). This is defined as  
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where k indexes the GEOS-Chem model surface layer grid cells from 1 to Ncells, d 

indexes the number of days from 1 to Ndays (365), p'k) is the population in grid cell k, 

CO3
(k,d) is the mixing ratio (in ppb) of daily maximum O3 at grid cell k on day d. The 

population data is re-gridded from the 30 arc-second resolution obtained from the 

GRUMP 2006 database (Balk et al., 2006). Ozone exposure of the US population only is 

considered, and therefore the population within grid cells outside the US is set to zero. 

Population exposure to one-hour daily maximum O3 was chosen as the adjoint objective 

function given that the six-month mean of one-hour daily maximum O3 is the exposure 

metric most strongly linked to increased risk of premature mortality (Jerrett et al., 

2009). It is noted that premature mortality accounts for > 90% of health costs related 

to ozone exposure (Hubbell et al., 2005; Levy et al., 2001) and is therefore the most 

significant health impact. A correction factor can be applied to convert between one-

hour maximum ozone and the regulatory metric of eight-hour maximum ozone, if 

needed (Thurston and Ito, 2001). 

The control parameters in this study are hourly emission rates of NOx (EN) and VOC 

(EV). Therefore, the adjoint sensitivities calculated by GEOS-Chem are 

Z/ = ?Z/?c/'=, >), Eq. 3-2 

 and 

Zd = ?Z/?cd'=, >), Eq. 3-3 

with units of ppl⋅ppb⋅'kg hr⁄ box⁄ )-1 and are specified for every grid box (K) and hour of 

the year (T). 

VOCs are a combination of several hydrocarbons and in this work an average emissions 

speciation profile – i.e. the amount of each species emitted per unit of VOC – from the 

US EPA’s SPECIATE database (US EPA, 2014b) is applied to the adjoint model 

outputs. The sensitivity of ozone exposure to VOC emissions is calculated by weighting 
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the individual hydrocarbon sensitivities by the speciation coefficients. Appendix B 

contains details on the VOC speciation factors as well as the weighting of sensitivities. 

Use of an average VOC speciation profile is justified in grid cells where there are 

multiple sources of anthropogenic VOC emissions; however, this may over- or under-

estimate VOC sensitivity where VOC emissions are dominated by a single source (for 

example, coal-fired power plants). It is noted that the emission inputs to the GEOS-

Chem forward model include source-specific speciation profiles. 

3.2.2 Construction of the ozone exposure isopleth 

The ozone exposure isopleths developed in this work quantify the effects of emissions in 

a grid cell (or multiple grid cells, in the case of city-level isopleths) to annual-average 

daily maximum ozone exposure in the US as a function of the ambient NOx and VOC 

mixing ratios. The approach of using adjoint sensitivities to create ozone exposure 

isopleths is based upon using the sensitivities to describe the ozone exposure response at 

the NOx and VOC mixing ratios occurring at the same time step and location.  

Time-varying adjoint sensitivities (at hourly time resolution) over an annual period from 

the GEOS-Chem adjoint model are used together with hourly concentrations of NOx and 

VOC as calculated by the GEOS-Chem forward model. The hourly adjoint sensitivities 

are first sorted according to their corresponding VOC and NOx concentrations. The 

resulting VOC-NOx (V-N) space is discretized into equally-sized bins and the 

sensitivities within each bin of VOC-NOx concentration pairs are averaged. The adjoint 

sensitivities are weighted by a time-varying mapping between emissions and 

concentrations before averaging (discussed below). This results in a vector field of ozone 

exposure gradients – i.e. a gradient vector V=[ZV,ZN] defined at every V-N coordinate, 

that represents the average VOC and NOx sensitivity within the bin (denoted ZV and 

ZN).  

An example of the gradient vector field is shown in Figure 3-4(a). The VOC and NOx 

axes are curtailed at the 85th percentiles of the hourly VOC and NOx concentrations in 

order to ensure that the ozone exposure gradients are well-represented everywhere 
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within the V-N space. The vector field e represents the average sensitivity of ozone 

exposure to emissions at each V-N coordinate, and variations in sensitivities within each 

V-N coordinate (e.g. due to meteorology) are not explicitly captured. 

The gradient vector field is integrated to obtain a surface of population exposure to 

daily maximum O3. The integration is performed with respect to NOx and VOC mixing 

ratios, whereas the adjoint sensitivities relate changes in ozone exposure, dZ, to 

perturbations in hourly NOx and VOC emission rates (dEN and dEV respectively), 

^Z = '?Z/?c/) ⋅ ^c/ + '?Z/?cd) ⋅ ^cd = Z/ ⋅ ^c/ +  Zd ⋅ ^cd. Eq. 3-4 

Perturbations in emissions are related to an equivalent change in hourly mixing ratios 

within each grid cell via a box model (Seinfeld and Pandis, 2006), which describes the 

relationship between the emissions rate perturbation (dE, kg⋅hr-1⋅box-1) and 

concentration of NOx or VOC (χ) within the box, 

^
^- 'fg h i j) = ^c + k ⋅ 'h i j) − ; + l i j ⋅ f'gm − g). Eq. 3-5 

Here, ϵ is the conversion between mixing ratio units (ppb or ppbC) and mass units 

(kg km3⁄ or kgC/km3) for NOx or VOC, L is the length of the box in km, W is its width 

(assumed to be 50km in this case), H its height in km, R is the chemical production 

rate, S is the deposition removal rate, u is the wind speed across the box in km⋅hr-1 and 

χ0 is the background concentration of NOx or VOC in ppb or ppbC. Note that the 

background concentration is assumed to be constant within the box and therefore the 

sub-grid convection is assumed to occur due to advection (i.e. no concentration 

gradients). 

The contribution of chemistry and deposition processes (R and S in Eq. 3-5) are 

assumed to be small relative to emissions rate on the spatial and time scale of interest 

(local mixing ratios on an hourly time scale), and are therefore neglected. This is 

justified since chemistry and deposition processes occur on relatively longer time scales, 

with the typical lifetime of NOx being 1-2 days and those of VOCs being on the scale of 
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several hours to days at the surface (Seinfeld and Pandis, 2006). Assuming steady state 

conditions (i.e. the time derivative is set to zero), Eq. 3-5 simplifies to 

g − gm = ^g = ^c
lijf , Eq. 3-6 

The box height, H, is taken to be the depth of the mixed layer; this is consistent with 

the boundary layer mixing assumption used in the version of the GEOS-Chem model 

employed in this study, but could over-estimate mixing when the planetary boundary 

layer (PBL) is weakly unstable or stable (Lin and McElroy, 2010).  

Through Eq. 3-6, changes in NOx and VOC emission rates (dEN and dEV) are related to 

changes in their local mixing ratios (dN and dV),  

^� ⋅ f/ = ^c//lij Eq. 3-7 

and 

^n ⋅ fd = ^cd/lij, Eq. 3-8 

Solving Eq. 3-7 and Eq. 3-8 for dEN and dEV and substituting into Eq. 3-4 yields 

^Z = Z/ ⋅ lijf/ ⋅ ^� +  Zd ⋅ lijfd ⋅ ^n, Eq. 3-9 

which enables the integration of the sensitivities with respect to mixing ratios. The PBL 

height and wind speed at each location are interpolated for every hour from 3-hourly 

GEOS-5 meteorology fields and are applied to the hourly adjoint sensitivities before 

averaging (i.e. ZN=〈ZN⋅uWHϵN〉 and ZV=〈ZV⋅uWHϵV〉).  

The gradient vector field is numerically integrated to obtain a surface of population 

exposure to daily maximum O3, denoted as Zq. The gradient vector field may not be 

conservative (i.e. numerical integration is path-dependent) since the adjoint sensitivities 

that comprise the vector field have been averaged within each VOC-NOx bin. This path-

dependency is overcome by solving for an exposure surface Zq such that the sum of 

squared differences between its gradient, ∇Zq'V,N), and the adjoint-based gradient 

vector field, V(V,N) is minimized. The sum of squared errors between ∇Zq and e is 

written as, 
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s = $�Zqt'n, �) − Zd'n, �)
u + �ZqI'n, �) − Z/'n, �)
u

d,/
. Eq. 3-10 

Here, the partial derivatives of Zq, ZqI and Zqt, are expressed in terms of Zq through a first-

order finite difference – for example,  ZqI'n, �) = �Zq'n, � + Δ�) − Zq'n, �)� ⋅ 'Δ�)w6. The 

exposure surface Zq that minimizes the sum of squared errors s is then solved for. Similar 

approaches are used in surface reconstruction from shadows in the field of image 

processing (Harker and O’Leary, 2008; Horn, 1990). The arbitrary integration constant – 

i.e. the value of Zq'0,0) – is set such that the ozone exposure surface is never negative 

inside in the V-N domain. The integration constant does not have an effect if the ozone 

exposure isopleth is used to quantify changes in ozone exposure resulting from changing 

emissions. The isopleths quantify the ozone exposure response from hourly emissions 

perturbations, since hourly sensitivities are used in the integration. 
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Figure 3-2: Grid cells belonging to one of the three most populous metropolitan statistical areas (MSAs) 
in the US. Blue grid cells are part of the New York MSA, red grid cells belong to the Chicago MSA and 
green cells belong to the Los Angeles MSA. 

Ozone exposure isopleths are developed for each grid cell in the US. City-level isopleths 

for the three most populous cities in the US – New York, Los Angeles, and Chicago – 

are computed by aggregating sensitivity and concentration data from all the grid cells 

within the respective Metropolitan Statistical Areas (MSAs). MSA boundaries are 

obtained from the US Census Bureau 2010 Core-based Statistical Areas (US CENSUS, 
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2010), and are mapped onto the GEOS-Chem model grid cells using the ArcGIS 

mapping software. The spatial coverage of each MSA is plotted in Figure 3-2.  

3.2.3 Calculating ozone exposure isopleth metrics 

Information from the ozone exposure isopleths is summarized by extracting three 

metrics that describe the ozone response to changes in NOx and VOC emissions. First, 

the VOC/NOx ratio of the ridge line of the isopleth diagram is quantified, which 

provides information on the chemical regime that governs ozone exposure for emissions 

in each grid cell. Second, the ozone exposure-neutral concentration ratio in the VOC-

limited exposure regime is calculated – that is, the ratio of VOC and NOx concentration 

perturbations that neither increases nor decreases ozone exposure. Finally, the duration 

of the year during which VOC-limited exposure conditions prevail in each grid cell is 

quantified. The calculation of these three metrics is explained in the following sections. 

These metrics are depicted graphically on a notional isopleth diagram shown in Figure 

3-3, and are described in detail in the following sections. 
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Figure 3-3: Notional ozone exposure isopleth diagram. Contours represent ozone exposures and increase in 
value towards the top-right of the figure. VOC- and NOx-limited exposure regimes are labeled on the plot. 
The red dashed line represents the ridge line of the ozone exposure isopleth diagram, which is defined as 
the local maximum ozone level with respect to variations in NOx at a fixed VOC level (the slope of the 
ridge line is quantified in this study). The red arrow represents a vector of VOC and NOx emissions that 
neither increases nor decreases ozone exposure and is its slope is quantified in this study as an ozone 
exposure-neutral VOC/NOx emission ratio. 
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VOC/NOx ratio of the ridge line of the ozone exposure isopleth diagram 

The ridge line on an isopleth diagram separates the NOx-limited and VOC-limited 

exposure regimes. The ridge line for ozone isopleths typically has a constant VOC/NOx 

ratio (Sillman, 1999). In this case, the ridge line is used to determine whether additional 

NOx emissions increase or decrease population exposure to ozone under a given ambient 

NOx and VOC concentration.  

The ozone ridge is defined as the local maximum ozone level with respect to variations 

in NOx at a fixed VOC level (Ainslie and Steyn, 2006; Seinfeld and Pandis, 2006; 

Tonnesen and Dennis, 2000). The ozone exposure ridge line is estimated from the 

surface Zq by first calculating the VOC/NOx ratio of the ozone exposure maximum for 

every VOC bin. Then, the individual VOC/NOx ratios are averaged over all VOC bins 

to estimate the VOC/NOx ratio of the ridge line. 

Ozone exposure-neutral concentration ratio 

In a VOC-limited exposure regime, ozone exposure is reduced with increasing NOx 

concentrations and increased with increasing VOC concentration. The slope of the ozone 

exposure isopleths in this regime indicates the ratio of VOC/NOx concentration that is 

exposure-neutral. This indicates a ratio of concentrations that neither increases nor 

decreases ozone exposure. It is noted that an ozone-neutral VOC/NOx concentration 

ratio implies an ozone-neutral emissions ratio, since changes in emissions result in 

changes to ambient concentrations via Eq. 3-7 and Eq. 3-8. 

The ozone exposure-neutral concentration ratio is calculated numerically via the 

discretized ozone exposure surface Zq. First, lines of constant exposure are calculated 

over each discrete panel of Zq (e.g. see Figure 3-4(b)) using the geometry of the panel 

(i.e. by evaluating the cross product of the surface normal and vertical unit vectors). 

These lines are isopleths, by definition, and therefore their slopes indicate the VOC/NOx 

concentration ratio that result in a constant ozone exposure level. This calculation is 

performed for each panel in the VOC-limited exposure regime and the median slope over 

all panels is reported for each ozone exposure surface. The ozone exposure-neutral ratios 

are calculated only in the VOC-limited exposure regime as ozone exposure is negatively 
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sensitive to NOx emissions and more sensitive to VOC emissions in this regime than the 

NOx-limited regime. 

Annual duration of VOC-limited exposure conditions 

The ridge line VOC/NOx ratio is used to quantify the percentage of the year that the 

exposure is VOC-limited at each location. This metric is calculated by identifying the 

times when the ambient VOC/NOx ratio, obtained from the forward GEOS-Chem 

simulation for 2006, is less than that of the ridge line.  

3.3 Ozone exposure isopleths at the three most populous US cities 

Figure 3-4(a) shows the gradient vector field described in Section 3.2.2 for the Los 

Angeles MSA, calculated from the hourly adjoint sensitivities over a full year. The 

vector field represents the gradient of the ozone exposure surface, Zy, i.e. the vectors 

point in the direction of increasing ozone exposure. The nonlinear dependence of ozone 

exposure on ambient NOx and VOC levels are observed from this vector field. For 

VOC/NOx concentration ratios larger than ~10.1 ppbC/ppb, the atmosphere is NOx-

limited and increasing NOx emissions leads to greater population exposure to ozone. For 

relatively lower VOC/NOx ratios, the atmosphere is in a VOC-limited exposure regime 

and the effect of increasing NOx is a decrease in ozone exposure. Ozone exposure 

increases with VOC emissions in the VOC-limited exposure regime, while in the NOx-

limited exposure regime, ozone exposure is relatively less sensitive to VOC. 

The result of numerically integrating the gradient field from Figure 3-4(a) is shown in 

Figure 3-4(b). Contours of the exposure surface for Los Angeles are shown in Figure 

3-5(d). The isopleths developed in this work relate the national population exposure to 

ozone with NOx and VOC ambient conditions that occur at the location and time of 

emissions, i.e. the characteristic concentrations on the axes of the isopleth diagram are 

the grid cell of emission, while the isopleths are the lines of constant population ozone 

exposure integrated over all grid cells in the US.  
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Figure 3-4: The ozone exposure response for emissions in the Los Angeles Metropolitan Statistical Area 
(MSA). Panel (a) shows the gradient vector field based on hourly adjoint sensitivities of population 
exposure to daily maximum ozone with respect to NOx and VOC emissions. The adjoint sensitivities are 
taken from all model grid cells within the MSA and include a mapping between emissions and 
concentration of NOx and VOCs (as described in Section 3.2.2). Note that only vectors from every third 
NOx-VOC bin are plotted for clarity. Panel (b) shows the ozone exposure surface (with units of ppl⋅ppb) 
obtained by numerically integrating the gradient vector field in (a). 

The ozone exposure isopleths at the three most populous urban centers in the US – New 

York, Los Angeles and Chicago MSAs – are shown in Figure 3-5. The isopleths 

represent the impact of NOx and VOC emissions within the cities on integrated ozone 

exposure in the US. The VOC/NOx ratios of the ridge lines are 7.9, 10.1 and 6.7 

ppbC/ppb for the New York, Los Angeles and Chicago MSAs, respectively. This is 

within the range of previous estimates of ridge lines isopleth diagrams for local ozone 

concentrations in urban environments: Finlayson-Pitts and Pitts (1993) and Pereira and 

Amiridis (1995) both suggest a ridge line VOC/NOx ratio of ~8; Kinosian (1982) notes 

that the ridge line varies between 5-20; Seinfeld and Pandis (2006) present an ozone 

isopleth diagram in Atlanta with a VOC/NO2 ratio of 5.5, and note that variations may 

exist depending on the mix of VOCs; Tonnesen and Dennis (2000) find a VOC/NOx 

ratio of 8 from ozone simulations over Atlanta. The variability in ridge line ratio 

estimates reflects the differences in meteorology as well as variability in reactivity of 

different VOC constituents across locations (Seinfeld and Pandis, 2006).  

Zq  
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Figure 3-5: Ozone exposure surfaces and associated isopleths for the three MSAs of New York (a, b), Los 
Angeles (c, d) and Chicago (e, f). Exposure surfaces and contours (or isopleths) of the ozone exposure 
surface are obtained via numerical integration of the gradient vector field of adjoint sensitivities in each of 
the cities. Contours are labeled according to their population exposure values, with units of ppl⋅ppb. The 
dashed lines in plots (b), (d) and (f) represent the ridge of each ozone exposure isopleth. 
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The similarity between the local ozone ridge lines and exposure ridge lines of the three 

MSAs is likely a result of the population weighting used in the exposure calculations 

(e.g. Eq. 3-1). The weighting emphasizes local ozone formation given the relatively high 

population densities within the MSAs compared to surrounding areas. It must be noted, 

however, that the nationally-based ozone exposure metric does not explicitly quantify 

local-scale ozone exposure impacts. For instance, NOx emissions often increase O3 

downwind while reducing local O3 during VOC-limited conditions, and thus local O3 

disbenefits of NOx controls could be under-estimated in cases where the population 

density was greater downwind than near the source. For regulatory analyses focused on 

local-scale impacts (e.g. State Implementation Plans), the adjoint function could be re-

defined for selected urban domains of interest depending on the population distribution 

and prevailing wind patterns. 

Using the ozone exposure ridge line and hourly modeled VOC and NOx mixing ratios, 

the duration of VOC-limited exposure conditions is calculated to be 44%, 50% and 64% 

of the year for the three MSAs, respectively. VOC-limited exposure conditions occur 

more frequently in the winter months than the summer (68%, 66% and 88% of the time 

in December-February, and 20%, 35% and 37% in June-August for the three MSAs, 

respectively). The VOC-limited exposure duration may also be inferred from the sign of 

ozone sensitivity to NOx, obtained from the adjoint simulation. If negative, it implies a 

VOC-limited atmosphere since ozone is reduced with NOx emissions. The adjoint NOx 

sensitivities are negative for 47%, 43% and 59% of the year for the three MSAs, 

respectively, and are within 3-7% of the VOC-limited durations predicted by the 

isopleth diagrams. Thus, the ridge line VOC/NOx ratios, used together with modeled (or 

measured) NOx and VOC concentrations, are useful in determining the ozone exposure 

regime. 

The median and interquartile range of ozone exposure-neutral VOC/NOx concentration 

ratios are 0.63 (0.09-1.31), 1.61 (0.87-2.81) and 0.72 (0.42-1.37) ppbC/ppb for the New 

York, Los Angeles and Chicago MSAs. The variability in exposure-neutral concentration 

ratios of each isopleth is a result of non-linear ozone response depending on different 
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ambient NOx and VOC conditions. An emissions reduction during VOC-limited 

conditions that results in a VOC/NOx concentration ratio lower than the ozone-neutral 

ratio leads to increased total ozone exposure. For instance, average VOC and NOx 

emission factors for heavy-duty diesel trucks are 0.447 g/mile and 8.613 g/mile (US 

EPA, 2008a). The resulting VOC/NOx concentration ratio (calculated using Eq. 3-7 and 

Eq. 3-8 and assuming the diesel exhaust VOC speciation) is ~0.067 ppbC/ppb. This is 

lower than the median and 25th percentile ozone-neutral ratios of all three cities. Under 

VOC-limited exposure conditions, therefore, reducing activity from heavy-duty diesel 

trucks in the three MSAs will likely increase national population exposure to ozone. The 

isopleths represent national exposure impacts arising from emissions at the specified 

location or MSA only, and may not be indicative of the integrated impact of regional or 

national emission controls. For instance in the case of regional NOx emission reductions, 

ozone reductions in NOx-limited environments upwind of the city could offset O3 

enhancements in VOC-limited conditions within urban areas due to ozone transport 

(Schichtel and Husar, 2001; Sillman, 1993). 

3.4 Validation of ozone exposure isopleths 

In this section, the ozone exposure isopleths are validated in two steps: first, the adjoint 

sensitivities are compared against the forward model; second, the changes in ozone 

exposure predicted by the isopleth diagrams are compared to those calculated by the 

adjoint sensitivities.  

The adjoint sensitivities are validated against the forward GEOS-Chem model to 

establish their accuracy in predicting the ozone exposure response to an emission 

perturbation. Surface-layer NOx emissions from the 2005 US NEI are perturbed by 10% 

in each of the four quadrants of the US during January and July. For each of the 8 

cases, the integrated population exposure to daily maximum ozone from the forward 

model is compared to that calculated using the adjoint sensitivities. As shown in Figure 

3-6, there is good agreement between the adjoint sensitivities and the forward model, 

with a slope of 1.03 and R2 of ~1.0.  
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Figure 3-6: Comparison of the integrated population exposure to daily maximum ozone as calculated 
using the forward GEOS-Chem model and the adjoint sensitivities. Values computed using the forward 
GEOS-Chem model are plotted on the abscissa while values calculated using the adjoint sensitivities are 
shown on the ordinate. Exposures are calculated for a 10% perturbation to surface-level NOx emissions in 
each of the four quadrants of the US during January and July. The dashed line represents the line of best 
fit, whose equation and coefficient of determination (R2) are reported. The solid line denotes parity. 

The ozone exposure response predicted by the isopleth is validated against the response 

calculated from the adjoint sensitivities. This quantifies the errors in the construction of 

the exposure surface (i.e. the averaging and integration steps). A NOx concentration 

perturbation of 0.01 ppb is implemented for each VOC-NOx bin on the isopleth and the 

ozone exposure response is quantified. The same NOx perturbation is evaluated using 

the hourly adjoint sensitivities (where the concentration perturbation is mapped to 

equivalent emissions via Eq. 3-7). The adjoint-based exposures corresponding to the 

VOC and NOx conditions of each bin are then averaged in order to compare against the 

isopleth-based exposure of that bin. This is done because the isopleth quantifies the 

average response to perturbations within each VOC-NOx bin. The standard deviation of 

adjoint-based responses within each VOC-NOx bin is calculated, which quantifies the 

variability in ozone response for a given VOC-NOx condition. 
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Figure 3-7: Comparison of isopleth-based and adjoint-based ozone exposures for a 0.01 ppb NOx 
concentration perturbation. The concentration perturbation is mapped to an equivalent emission 
perturbation on an hourly basis via Eq. 3-7. Results are compared on the basis of each VOC-NOx bin. 
Panel (a) shows the comparison for the New York isopleth, (b) for the Los Angeles isopleth and (c) for 
the Chicago isopleth. The coefficient of determination (R2) and equation of the line of best fit (plotted as 
a dashed line) are reported in the inset of each figure. 

Figure 3-7 shows the comparison between the isopleth-based and adjoint-based 

exposures for a 0.01 ppb NOx perturbation for each VOC-NOx bin (~600 bins in each 

isopleth diagram). In all three cases the isopleth-based results are well-correlated with 

the adjoint-based results (R2
≥ 0.98), with slopes between 0.96 and 0.97. Figure 3-8 

shows the mean and standard deviation of the hourly adjoint-based exposures in each 

VOC-NOx bin for the New York, Los Angeles and Chicago exposure surfaces. The 

standard deviation varies from bin to bin, and the average normalized standard 

deviation for bins with at least ±1 ppl⋅ppb is ~237% for the Los Angeles isopleth, 

~284% for the New York isopleth and ~225% for the Chicago isopleth. This variability 

is likely due to meteorology and other factors that vary hourly and are not explicitly 

represented by the exposure response surface. 
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Figure 3-8: The mean and standard deviation of the hourly adjoint-based exposures within each VOC-
NOx bin from a 0.01 ppb NOx concentration perturbation. Panels (a) and (b) show the mean and 
standard deviation for the New York exposure surface, (c) and (d) for the Los Angeles exposure surface 
and (e) and (f) for the Chicago exposure surface. The concentration perturbation is applied within each 
VOC-NOx bin and mapped to an equivalent emission perturbation on an hourly basis via Eq. 3-7. 



72 
 

It is therefore observed that the isopleths successfully predict the average exposure 

response to concentration (or emission) perturbations for each VOC-NOx condition as 

well as trends in the ozone exposure regime (i.e. annual duration of VOC-limited 

exposure conditions as quantified in Section 3.3). However, a key limitation is that they 

do not capture variations in hourly ozone exposure responses for a given ambient VOC-

NOx condition. The adjoint sensitivity data is hourly so isopleths for a specific subset of 

time can be computed in principle. It is noted that there may be a delay between the 

time of emissions and the resulting O3 impacts (e.g. the impact of nighttime emissions 

on O3 isn't felt until the daytime). 

3.5 Ozone exposure isopleths across the US 

3.5.1 Duration of VOC-limited exposure conditions 

Figure 3-9 shows the duration of VOC-limited exposure conditions for each model grid 

cell in the US. The durations are computed based on the NOx and VOC concentrations 

modeled by GEOS-Chem for 2006 and the ridge line VOC/NOx ratio, shown in Figure 

3-12(a). An empty grid cell means that VOC-limited conditions were not detected (71% 

of locations, explained further in the following section). 
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Figure 3-9: Duration of VOC-limited exposure conditions in each grid cell, expressed as a percentage of 
year. Blank grid cells mean VOC-limited conditions were not detected in that grid cell (71% of grid cells). 

Figure 3-9 shows that VOC-limited exposure conditions occur in the Northeast and 

Midwestern US, around the Los Angeles area in California, as well as in grid cells 
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containing major cities. VOC-limited exposure conditions occur, on average, for 51% of 

the year at these locations (varying between 13% and 98% of the year). In comparison, 

the adjoint sensitivities with respect to NOx emissions are negative for 44% of the year 

at these locations. These areas are typically polluted with NOx emissions from industrial 

activities (e.g. the Midwest), power generation or road traffic in major cities (Caiazzo et 

al., 2013; Russell et al., 2012) and are therefore more likely to be NOx-saturated (VOC-

limited) with respect to local ozone concentrations as compared to other (relatively 

unpolluted) areas. 

VOC-limited conditions are approximately evenly distributed diurnally, with 45% 

occurring during the daytime (defined as 6 a.m. to 6 p.m. local time) and 57% occurring 

at night (6 p.m. to 6 a.m.). VOC-limited conditions occur more frequently during the 

fall and winter months (67% of the time, on average) than in the spring and summer 

(37% on average) as seen in Figure 3-10. 

 

Figure 3-10: Duration of VOC-limited exposure conditions by season, expressed as a percentage of time. 
Values are averaged over all locations which experience VOC-limited conditions over the year. December, 
January and February (DJF) are defined as the Winter months, March, April and May (MAM) as Spring, 
June, July and August (JJA) as Summer and September, October and November (SON) as the Fall. 

3.5.2 Isopleths without a VOC-limited exposure regime 

Across the US, 71% of locations do not have a VOC-limited exposure regime. As an 

example, Figure 3-11 shows the ozone exposure isopleth for the Houston MSA. Here, 

ozone exposure predominantly increases with NOx emissions and the isopleth does not 
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have an exposure ridge line (i.e. a local maximum in ozone exposure with respect to NOx 

concentrations at each VOC level). Thus, ridge line and exposure-neutral VOC/NOx 

ratios do not exist for these locations. 
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Figure 3-11: Ozone exposure isopleth for the Houston MSA. Contours (or isopleths) are labeled according 
to their population exposure values, with units of ppl⋅ppb. Note the absence of an ozone ridge line (and 
consequently, VOC-limited exposure conditions) since NOx emissions predominantly increases ozone 
exposure. 

3.5.3 Ridge line and ozone exposure-neutral ratio 

The exposure ridge line VOC/NOx ratios for grid cells that experience VOC-limited 

exposure conditions are plotted in Figure 3-12(a). The average ridge line ratio across 

these grid cells is 9.2 ppbC/ppb, varying between 3.1 and 24.0 ppbC/ppb across 

locations. The highest ridge line ratios (>~10 ppbC/ppb) occur along the Northern US 

boundary as well as areas surrounding Los Angeles. Grid cells in the eastern Midwestern 

states have an average ridge line ratio of ~7.6 ppbC/ppb.  

The ridge line VOC/NOx ratios are used to identify the ozone exposure regime at each 

location based on the atmospheric concentration of VOC and NOx. For instance, a ridge 

line ratio of 1 ppbC/ppb suggests that increasing NOx emissions locally (and therefore 

increasing ambient NOx concentrations) will increase national ozone impacts as long as 

ambient NOx concentrations are less than ambient VOC concentrations at that location. 
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A relatively higher ridge line ratio of 10 ppbC/ppb indicates that increased NOx 

emissions will increase national ozone impacts as long as ambient NOx concentrations 

are less than 10% of ambient VOC concentrations, and will reduce national ozone 

impacts if ambient NOx concentrations are any higher.  
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Figure 3-12: Ridge line VOC/NOx ratio (a) and ozone exposure-neutral VOC/NOx ratio (b) in each grid 
cell, in units of ppbC/ppb. Blank grid cells mean VOC-limited conditions were not detected (71% of grid 
cells). 

Figure 3-12(b) shows the ozone exposure-neutral emissions ratio for grid cells in the US 

that experience VOC-limited exposure conditions, which range from ~0.01-1.91 
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ppbC/ppb across the grid cells. As a comparison, Table 3-1 lists the VOC and NOx 

emission factors and resulting concentration ratios for several sources. As discussed in 

Section 3.3, local emissions reductions resulting in VOC/NOx concentration ratios lower 

than the ozone neutral ratio at that location are likely to increase US population 

exposure to annual average daily maximum ozone. The range of spatial variation in the 

ozone-neutral emissions ratio plotted in Figure 3-12(b) therefore implies the need for 

site-specific analyses of emissions mitigation policies to minimize the inadvertent 

increase in ozone exposure.  

Table 3-1: Emission factors and VOC/NOx ratios for five emission sources. Emissions for gasoline cars are 
average annual emission factors reported in US EPA (2008b), those for heavy-duty diesel vehicles are 
average annual emission factors reported in US EPA (2008a), those for bituminous coal-fired boilers are 
U.S. average values reported in Cai et al. (2012) and those for aircraft taxi and takeoff operations for the 
CFM56-7B22 engine are taken from ICAO (2012). Source-specific VOC speciation profiles are used from 
the US EPA’s SPECIATE database along with Eq. 3-7 and Eq. 3-8 to convert from mass units to 
concentration units. 

 

Gasoline  
car  

(g/mile) 

Heavy-duty  
diesel  

(g/mile) 

Coal-fired  
boiler  

(g/kWh) 

Aircraft 
Taxi  

(g/kg-fuel) 

Aircraft  
Takeoff  

(g/kg-fuel) 
NOx 0.69 8.61 1.46 4.50 23.10 
VOC 1.03 0.45 0.01 2.88 0.12 
VOC/NOx ratio  
(ppbC/ppb) 

1.822 0.067 0.005 0.771 0.006 

 

Appendix C includes a worked example that shows the usage of the data from Figure 

3-9 and Figure 3-12 (i.e. the ridge line VOC/NOx ratio, ozone-neutral VOC/NOx ratio 

and annual duration of VOC-limited exposure conditions) in determining the effect of a 

reduction in emissions at a particular location. 

3.6 Magnitude of emission sensitivities 

Figure 3-13 plots the sensitivity of ozone exposure to NOx and VOC emissions (i.e. the 

adjoint sensitivities ZN and ZV) in each grid cell, and provides a spatial comparison of 

the impact on ozone exposure due to NOx and VOC emissions at each location. The 

sensitivities are taken at 11am local time and are averaged over every day of the year. 

The hour was chosen to be when ozone exposure is most sensitive to NOx emissions (the 
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diurnal pattern of NOx and HC sensitivities is shown in Figure 3-14). The sensitivities 

vary diurnally, and in particular, the NOx sensitivity could change its sign during other 

times of the day. Thus, VOC-limited conditions (i.e. when NOx emissions reduce ozone 

exposure) could exist at certain locations even if they have positive NOx sensitivity at 

the specific hour shown in Figure 3-13. 

The sensitivity of ozone exposure to NOx emissions is relatively lower in the Midwest 

and Mountain regions of the US compared to other areas. The magnitude of NOx 

sensitivity peaks near major cities and population centers in the US, with positive values 

larger than 0.45 ppl⋅ppb⋅'kg hr⁄ box⁄ )-1 in the areas surrounding New York, New Jersey 

and the West Coast of the US and negative values lower than -0.05 

ppl⋅ppb⋅'kg hr⁄ box⁄ )-1 within large cities such as New York, Chicago, Miami and Los 

Angeles. The NOx sensitivity is less than 0.1 ppl⋅ppb⋅'kg hr⁄ box⁄ )-1 at rural locations in 

the Midwest – i.e. from Ohio to Minnesota. The sensitivity of ozone exposure to VOC 

emissions is relatively higher in the Northeast and Midwest regions of the US as 

compared to the Southern and Mountain regions. VOC sensitivities peak near major 

population centers, similar to NOx sensitivities, with values at or exceeding 0.1 

ppl⋅ppb⋅'kg hr⁄ box⁄ )-1. 

The magnitude of emission sensitivities provide context to the ozone exposure isopleths 

and derived metrics discussed in the previous sections. While the VOC-limited exposure 

durations, exposure ridge line VOC/NOx ratios and ozone exposure-neutral emissions 

ratios provide information on when and where emissions reductions increase national 

ozone exposure, they do not indicate how much ozone exposure would change if 

emissions are perturbed at each location. This may be inferred from Figure 3-13, which 

indicates that controlling emissions near major cities and populated areas (i.e. where the 

sensitivities are highest) would result in a larger change in ozone exposure relative to 

controlling emissions in other areas. 
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Figure 3-13: Sensitivity of one-hour daily maximum ozone exposure to (a) NOx emissions and (b) VOC 
emissions at 11am local time in every grid cell in the US. Sensitivities are averaged over all days of the 

year and are in units of ppl⋅ppb⋅'kg hr⁄ box⁄ )-1.  
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(b) 

Figure 3-14: Diurnal variation of the sensitivity of population exposure to daily maximum ozone with 
respect to (a) NOx emissions and (b) VOC emissions. Sensitivities are spatially averaged throughout the 
domain and annually averaged. All times are corrected to local solar time based on longitude of the grid 
cell. 

3.7 Summary 

Ozone exposure surfaces are created as a function of ambient NOx and VOC 

concentrations for all locations in the contiguous US. The adjoint of the GEOS-Chem 

air quality model used to calculate sensitivities of population exposure to ozone with 

respect to NOx and VOC emissions, which are numerically integrated to create the 

ozone exposure surfaces. Using isopleths derived from the ozone exposure surfaces, the 

following three metrics have been calculated that quantify the impact of emissions at 

every location in the US on ozone exposure. The duration of VOC-limited exposure 

conditions identifies times during the year when lowering NOx emissions increases ozone 

exposure. The VOC/NOx ratio of the exposure ridge line – a line on the ozone exposure 

isopleth that separates the NOx-limited and VOC-limited exposure regimes – 

characterizes the exposure regime based on ambient VOC and NOx concentrations. 

Finally, the ozone exposure-neutral emissions (concentration) ratio indicates a ratio of 

emissions that neither increases nor decreases ozone exposure when in a VOC-limited 

exposure regime. The main results of this work are listed below: 

1) Across the US, 29% of locations experienced VOC-limited exposure conditions in 

2006, with an average duration of 51% of the year.  
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2) VOC-limited conditions are approximately evenly distributed diurnally and occur 

more frequently during the fall and winter months (67% of the time) than in the 

spring and summer (37% of the time).  

3) VOC-limited exposure conditions at the three most populous cities in the US – 

the New York, Los Angeles and Chicago Metropolitan Statistical Areas (MSAs) – 

were found to occur during 44%, 50% and 64% of the year.  

4) The VOC/NOx ratio of the exposure ridge line was 9.2 ppbC/ppb on average 

across individual grid cells in the US that experience VOC-limited exposure 

conditions.  

5) The ridge line ratio was 7.9, 10.1 and 6.7 ppbC/ppb for the three cities, 

respectively, which is similar to estimates in current literature of 5-20 ppbC/ppb 

for local ozone maxima in urban areas. 

6) Ozone exposure-neutral VOC/NOx emission ratios were calculated to be 0.63, 

1.61 and 0.72 ppbC/ppb in New York, Los Angeles and Chicago. 

7) Ozone exposure-neutral emission ratios ranged from ~0.01-1.91 ppbC/ppb across 

the grid cells in the US, implying the need for site-specific analyses of emissions 

mitigation policies in order to minimize the inadvertent increase in ozone 

exposure. 

8) Sensitivity of ozone exposure to VOC and NOx emissions is found to be highest 

near densely-populated areas and major cities around the US. 

It must be noted that the ozone exposure isopleths developed in this work predict the 

average exposure response of emissions (concentration) perturbations as well as trends 

in the ozone exposure regime, but they do not capture hourly variations in exposure 

response for a given VOC-NOx condition. Local-scale exposure impacts, though included 

in the aggregate, may not be well-represented by the nationally-based exposure metric, 

which potentially affects regulatory studies. Future work should consider an adjoint cost 

function that quantifies ozone concentration exceedances above the US EPA’s National 

Ambient Air Quality Standards (NAAQS). The adjoint emission sensitivities used in 

this study are based on air quality calculations performed with 2005 anthropogenic 

emissions, which have declined since. In particular, decreasing NOx emissions (e.g. due 
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to reduction in coal usage for power generation or NOx reduction technologies) will 

likely lead to greater ozone sensitivity to NOx emissions, given that net ozone 

production is increased as a result of reduced titration of ozone at low NOx 

concentrations (Seinfeld and Pandis, 2006). Further research is required to quantify the 

effect of changing anthropogenic emissions on the adjoint emission sensitivities (e.g. 

using second-order sensitivities or performing new adjoint calculations using an updated 

emissions inventory). 

Nevertheless, this work overcomes the computational complexity of generating ozone 

exposure isopleths for multiple locations by employing emission sensitivities from the 

adjoint of an air quality model, thereby providing the information needed to compute 

ozone exposure isopleths at all locations simultaneously. This is useful in assessing (for 

all locations in the contiguous US) where NOx and/or VOC reductions will be effective 

in reducing national ozone exposure, where they will be counterproductive, as well as 

the optimal NOx/VOC reduction ratio. 

The next chapter, Chapter 4, couples the hourly variations in atmospheric responses to 

aircraft emissions with temporal variations in aircraft activity at the DTW airport. 

Aircraft taxi and takeoff operations are controlled with the objective of minimizing 

PM2.5 and O3 impacts, accounting for tradeoffs between fuel burn and air quality 

identified in Chapter 2. This quantifies the improvements in air quality that can be 

achieved beyond minimizing fuel burn at airports. 
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Chapter 4 

Reducing the air quality and CO2 
impacts of taxi and takeoff 
operations at airports 

This chapter quantifies the air quality and CO2 climate benefits of two emission 

mitigation strategies for taxi and takeoff operations at the Detroit Metropolitan Wayne 

County (DTW) airport in 2007, namely pushback control and de-rated takeoffs. The air 

quality, climate and fuel costs are monetized, and the minimum air quality, 

environmental and total fuel combustion-related impacts of ground and takeoff 

operations are calculated by optimizing pushback delay and takeoff thrust. 

Section 4.1 presents the methods used to simulate aircraft operations on the ground and 

during takeoff. The calculation of fuel burn, emissions and air quality impacts and their 

valuation is also described. Section 4.2 presents the air quality and CO2 impacts for one 

year of simulated taxi operations at DTW, as well as the benefits of pushback control. 

Section 4.3 performs a similar quantification for de-rated takeoffs. In sections 4.2 and 

4.3, the minimum air quality impacts achievable via pushback control and de-rated 

thrust are shown, and the associated tradeoffs with fuel burn are quantified. The 

sensitivity of the results to fleet mix, traffic level, takeoff weight and climb profile are 

also calculated. Section 4.4 presents a summary of this chapter. 
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4.1 Methods 

First, the models used to simulate aircraft movements on the ground and during takeoff 

are presented in sections 4.1.1 and 4.1.2. Next, the methods used to calculate fuel burn, 

emissions and air quality impacts as well as their monetized damages are described. 

Finally, section 4.1.6 describes the optimization of pushback delay and de-rated thrust 

strategies to minimize air quality and other objectives. 

4.1.1 Airport model and gate hold policy 

Aircraft taxi operations at the DTW airport are simulated using the integer 

programming model developed by Lee and Balakrishnan (2010). The model represents 

the airport taxiways as a set of nodes and links (Figure 4-1) and calculates arrival times 

at each node along an aircraft’s taxi path to minimize total travel time. Constraints 

representative of those found at airports are implemented including taxi speed limits, 

minimum separation between aircraft, overtaking on taxiways, maximum gate 

occupancy time limits and collision avoidance (Lee and Balakrishnan, 2010).  

  

Figure 4-1: Airport layout and node-link representation of the airport surface for the Detroit Metropolitan 
Wayne County Airport (DTW) as of 2007. Figure is reproduced from Lee and Balakrishnan (2010). 
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The aircraft schedules for a typical day of operations at DTW are taken from hourly 

operation counts averaged over the year 2007 from the FAA’s Aviation System 

Performance Metrics (ASPM) database (FAA, 2015). The hourly operation counts are 

plotted in Figure 4-2. The fleet composition is derived from the FAA’s Traffic Flow 

Management System Counts (TFMSC) database (FAA, 2015). Traffic at DTW in 2007 

was comprised of ~5% heavy aircraft (maximum takeoff weight larger than 300,000 lbs), 

~10% Boeing 757 aircraft and ~85% large aircraft (takeoff weight between 41,000 lbs 

and 300,000 lbs). The fleet mix is modeled according to these weight categories since 

they form the basis of wake vortex separation requirements mandated by the FAA (De 

Neufville and Odoni, 2013) and therefore affect the runway and gate departure schedule. 

The Boeing 757 aircraft is categorized in a separate class as it has a relatively strong 

wake vortex compared to other aircraft in its weight category (“large”). A fourth 

category exists for aircraft lighter than 41,000 lbs (known as “small”), but activity from 

this category is not modeled in this thesis given that they comprise mainly general 

aviation aircraft and non-jet aircraft (De Neufville and Odoni, 2013). The top 5 aircraft 

types by number of operations are shown in Figure 4-3, and together these aircraft types 

represent 72% of all departure activity at DTW. Aircraft types are assigned randomly to 

flights based on their probability of occurrence (e.g. Figure 4-3). A commonly used 

airport configuration consisting of two departure runways (21R and 22L) and two 

arrival runways (21L and 22R) is assumed (Lee and Balakrishnan, 2010). Each flight is 

assigned a gate and runway at random, and a runway scheduler is used to schedule 

runway times for departing flights (Balakrishnan and Chandran, 2010).  
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Figure 4-2: Annual average number of operations per hour at DTW in 2007, split by arrival and departure 
operations. Data is obtained from the FAA’s Aviation System Performance Metrics (ASPM) database. 

 

 

(a) (b) 

 

(c) 

Figure 4-3: Fleet composition of operations at the DTW airport in 2007. The breakdown of (a) Heavy 
aircraft types, (b) B757 aircraft and (c) Large aircraft types are shown as percentages of the total number 
of aircraft within each category. Only the top 5 aircraft types by number of operations are shown in each 
category and are considered in this study. 

The airport surface model is used to simulate aircraft taxi movements under a pushback 

control policy known as gate holding (Lee and Balakrishnan, 2010). Under this policy, 
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aircraft are held at their gates beginning at their scheduled departure time up to some 

maximum gate hold limit (e.g. 25 minutes in Lee and Balakrishnan (2010)) in order to 

reduce taxi-out times. Nine different gate hold limits ranging from no gate holds (i.e. 

immediate pushback) up to 25 minutes are modeled in this work. The air quality and 

climate impacts of two policy implementations are assessed: in the first case, the same 

gate hold limit is applied at all times of the year and for all flights; in the second, the 

gate hold limit is optimized for each flight based on hourly atmospheric conditions in 

order to minimize annual air quality, environmental and total impacts (see Section 

4.1.6).  

4.1.2 Aircraft takeoff performance model and de-rated takeoffs 

The takeoff and climb performance of aircraft is modeled using the Base of Aircraft 

Data (BADA) and models developed therein (BADA, 2013). The BADA total energy 

model equates the rate of work done by forces acting on the aircraft to changes in 

potential and kinetic energy, 

'> − z) ⋅ n = �{ dℎ
d- + �n dn

d-  Eq. 4-1 
 

where T is thrust (N), D is drag (N), V is the true air speed of the aircraft (ms-1), m is 

the mass of the aircraft (kg), g is acceleration due to gravity (ms-2) and h is altitude 

above ground (m). Eq. 4-1 is numerically integrated with respect to time given a set of 

initial conditions, thrust setting and aircraft weight to calculate altitude and speed. It is 

assumed that all takeoffs occur at 80% of their maximum takeoff weight based on an 

analysis of Flight Data Recorder (FDR) archives from King and Waitz (2005) and 

Khadilkar and Balakrishnan (2011a). The takeoff weight of an aircraft is affected by the 

stage length, passenger load factor and payload (Belobaba et al., 2009; Eyers et al., 

2004), and thus the sensitivity of the results to takeoff weight is quantified. 

Drag is calculated using the BADA drag model, while maximum takeoff thrust is 

obtained from the International Civil Aviation Organization (ICAO) engine emissions 

databank (ICAO, 2012). Fuel flow rates during takeoff are modeled using the thrust 

specific fuel consumption (TSFC) under takeoff conditions (ICAO, 2012), while those 
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during other phases of flight are modeled according to the BADA fuel consumption 

model. The takeoff performance modeling done in this thesis is validated against the 

PIANO-X aircraft performance model (Lissys, 2008) as well as a previous analysis using 

FDR data by King and Waitz (2005). Each aircraft is flown at its maximum takeoff 

weight with both 100% and 85% takeoff thrusts up to 3000 ft, and estimates for total 

takeoff fuel burn and change in fuel burn due to de-rated takeoffs are compared. Figure 

4-4(a) shows that takeoff fuel burn is predicted to within 30% of those calculated from 

the PIANO-X aircraft performance model, while changes in fuel burn from de-rated 

takeoffs are estimated to within 2% (Figure 4-4(b)). Comparison with a previous 

analysis using FDR data for the B777-200ER aircraft by King and Waitz (2005) 

indicates that the BADA-ICAO model over-predicts fuel burn by ~20% (489kg c.f. 

416kg from King and Waitz (2005)) but matches the change in fuel burn from de-rated 

takeoffs (12% c.f. 12.3% from King and Waitz (2005)). 

De-rated takeoffs have been studied from the perspective of extending engine lifetime, 

reducing maintenance costs as well as mitigating noise impacts (FAA, 1988; Lee, 2005). 

De-rated takeoffs have been shown to reduce NOx emissions within the LTO regime as a 

result of lower combustion temperatures in the aircraft engine (Hall et al., 2007; King 

and Waitz, 2005), and takeoff thrust reductions of up to 25% are observed in 

commercial aircraft operations (King and Waitz, 2005; Patterson et al., 2009). This 

study models reduced thrust takeoffs of 75-100% of maximum thrust using departure 

activity from the flight schedules developed in Section 4.1.1. Similar to gate holds, the 

air quality and climate impacts of two implementations of de-rated takeoffs are assessed: 

in the first case, all aircraft take off with the same thrust setting; in the second case, 

takeoff thrust is optimized hourly given varying atmospheric conditions for each aircraft 

in order to minimize annual air quality, environmental and total impacts (explained 

further in Section 4.1.6).  
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(a) (b) 

Figure 4-4: Model comparison between the BADA and PIANO-X aircraft performance models. Panel (a) 
shows fuel burn from climb up to 3000 ft with 100% thrust for nine aircraft types (shown in panel (b)) as 
predicted by the BADA model and the PIANO-X aircraft performance model. Panel (b) shows the 
percentage increase in fuel burn for de-rated takeoffs at 85% thrust relative to 100% thrust for nine 
aircraft types. 

The takeoff trajectory is modeled as a series of speed or altitude changes in three 

segments up to 1000 ft: (a) ground roll acceleration from standstill to takeoff velocity; 

(b) climb at constant speed to the thrust reduction altitude of 1000 ft; (c) acceleration 

to the initial climb speed. The trajectory above 1000 ft is not modeled since de-rated 

takeoffs affect climb performance only up to the thrust reduction altitude. De-rated 

takeoffs have slower climb rates and travel further during climb than full-thrust 

takeoffs; an example of this is shown in Figure 4-5 for a Boeing B747-400 aircraft, which 

traverses an additional 1.2km at 75% thrust compared to 100% thrust. This implies that 

de-rated takeoffs have a shorter cruise distance and consequently lower cruise fuel burn 

and emissions relative to higher-thrust takeoffs (James and O’Dell, 2005). The 

additional fuel burn and emissions incurred at cruise by takeoffs with > 75% thrust is 

accounted for by calculating the additional cruise flight time required to equalize 

distance travelled (relative to takeoffs at 75% thrust). In this way, the results of this 
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study quantify changes in fuel burn, emissions and air quality impacts from de-rated 

takeoffs over the course of an entire flight. 
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Figure 4-5: Altitude profiles for the Boeing B747-400 aircraft taking off at 80% of its maximum takeoff 
weight with 75%, 85% and 100% of takeoff thrust. The climb trajectories of aircraft are calculated up to 
the thrust reduction altitude of 1000ft, after which the climb profile is assumed to be the same regardless 
of takeoff de-rate. The takeoff trajectory is modeled as a series of speed or altitude changes in three 
segments (ground roll, climb at constant speed to 1000 ft and acceleration to the climb speed at 1000 ft). 

4.1.3 Fuel burn and emissions calculations 

Fuel burn and emissions for each aircraft movement are estimated in three steps. First, 

an engine type is assigned to each flight based on the fleet of aircraft operating in the 

US. The JP Airline Fleets database (JP Fleets, 2009) is used to determine the most 

common engine type in use for each fleet of aircraft operated by US airlines. Table 4-1 

lists the aircraft-engine mappings used in this work.  

Next, fuel burn is calculated based on the engine thrust setting and duration of 

operation. The engine thrust setting for taxi operations is estimated as a function of the 

surface trajectory. Two taxi modes are assumed: acceleration from stop (when the 

aircraft begins to taxi from a standstill) and constant-speed (non-acceleration) taxi. This 

approach is similar to that used in Jung et al. (2011), Nikoleris et al. (2011) and Stettler 

et al. (2011).  



90 
 

Table 4-1: The twelve aircraft types modeled in this study and their ICAO code, size category and engine 
assignments. 

Aircraft Model ICAO Code Category Engine 

Canadair RJ-200 CRJ2 Large GE CF34-3B 
Airbus A-319 A319 Large IAE V2524-A5 
Airbus A-320 A320 Large IAE V2527-A5 

McDonnell Douglas DC-9-30 DC93 Large PW JT8D-7 
McDonnell Douglas DC-9-50 DC95 Large PW JT8D-17A 

Boeing 757-200 B752 B757 PW2037 
Boeing 757-300 B753 B757 PW2040 
Airbus A-330-300 A333 Heavy PW4168A 
Boeing 747-400 B744 Heavy PW4056 
Boeing 767-300 B763 Heavy GE CF6-80C2B6 

McDonnell Douglas MD-10 MD10 Heavy GE CF6-6D 
McDonnell Douglas DC-8-70 DC87 Heavy CFM56-2C 

 

The taxi thrust settings are estimated using data from Flight Data Recorder (FDR) 

archives (Khadilkar and Balakrishnan, 2011a). The FDR is a device onboard commercial 

aircraft that captures several aircraft parameters such as position, velocity and fuel flow 

rate. The FDR archive contains data from over 2300 flights from 2004 and 9 aircraft 

types, originating from the US, Europe, Asia and Africa (Khadilkar and Balakrishnan, 

2011a). A Kalman filter approach similar to that of Khadilkar and Balakrishnan (2011b) 

is employed to identify accelerating and non-accelerating taxi modes from the FDR 

archives and calculate the taxi thrust that was applied during each mode.  

Figure 4-6 shows the non-acceleration taxi and acceleration thrust values calculated 

from the FDR archives for the 9 aircraft types. Surface tracks from all flights of a 

particular aircraft type are pooled and the average thrust value for each taxi phase is 

calculated. For all aircraft except the ARJ-85 and Airbus A319, the non-accelerating 

taxi thrust is less than the ground/idle thrust assumption of 7% per the ICAO standard 

LTO cycle. A negative correlation is seen between the taxi thrust setting and the size of 

aircraft, with a slope of -0.006 thrust %/tonne, y-intercept of 7.32% and R2 value of 

0.73. During acceleration events, the thrust increases to 8% - 10% depending on aircraft 

type.  
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Figure 4-6: Taxi and acceleration thrust levels calculated from the FDR archives for each aircraft type. 
Taxi data from all flights are combined for each aircraft type. The maximum takeoff weight or each 
aircraft type is specified in the label in tonnes (T). 

Aircraft types are matched exactly to those in the FDR database where possible. For 

aircraft types not represented in the FDR database, the non-accelerating taxi thrust is 

interpolated using the aircraft’s maximum takeoff weight (MTOW) and acceleration 

thrusts are assumed to be 40% higher than taxi thrusts (this is the average thrust 

increment observed from the FDR dataset). Acceleration events are assumed to occur 

when the aircraft starts to taxi from a stop, and acceleration thrust is assumed to be 

applied for 5 seconds. Non-acceleration taxi thrust is assumed during all other times. 

Fuel burn is calculated by multiplying the fuel flow rate and the duration of operation 

in each mode. It is noted that the fuel flow rate is approximately linearly proportional 

to the thrust setting (Wey et al., 2006). For taxi operations, F=m� f,taxi⋅ttaxi+m� f,accel⋅taccel., 

where F is the total fuel burn in kg, m� f is the fuel flow rate in kg/s and t is the time (in 

s) operating in the taxi and acceleration modes. Total fuel burn from takeoff operations 

consists of the fuel burned during takeoff and climb to 1000 ft, as well as the additional 

distance travelled during the cruise phase of flight (for takeoffs at > 75% thrust), 

F=m� f,takeoff⋅ttakeoff+m� f,cruise⋅tcruise, where ttakeoff is the time (in s) to reach 1000 ft and 

tcruise is the cruise duration required to equalize distance traveled relative to the 75% 

thrust takeoff. 
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Finally, the mass of emissions of species i, Mi, is calculated by multiplying total fuel 

burn with an emission index, Mi=F⋅EIi(m� f). Aircraft emissions of NOx, SO2, HC, CO, 

BC, OC and SO4
= are modeled using the Aviation Emissions Inventory Code (AEIC) 

v2.1 as described in section 2.1.1. BC emissions are calculated using the FOX method 

(Stettler et al., 2013), while CO2 emissions are computed using an emission index of 

3.159 kg/kg-fuel (Hileman et al., 2010). Uncertainty distributions are applied to account 

for variability in EIs from the measurements upon which emissions estimates are based 

(Baughcum et al., 1996; Herndon et al., 2012; Stettler et al., 2011) and a Monte Carlo 

approach is used to propagate uncertainties in the calculations.  

4.1.4 Air quality impacts 

The air quality impacts of aircraft emissions are calculated using the GEOS-Chem air 

quality model as described in section 2.1.2. Population exposure to one-hour daily 

maximum ozone and annual average PM2.5 is considered here based on epidemiological 

evidence linking them to increased risk of premature mortality (Jerrett et al., 2009; 

Krewski et al., 2009). Whereas the analysis section 2.1.2 was limited to population 

exposure to secondary PM2.5, in this chapter population exposure to both primary and 

secondary PM2.5 are calculated. Premature mortality from O3 exposure is estimated to 

be ~5% - ~15% of those from PM2.5 exposure attributable to combustion emissions in 

the US including aviation (Caiazzo et al., 2013; Yim et al., 2015). 

Only the US population is considered when calculating exposure to PM2.5 and O3, and 

therefore the population within grid cells outside the US is set to zero. Pollutant 

exposure of population above 30 years of age is calculated given that the epidemiological 

studies linking exposure to premature mortality are based on a cohort of participants 

aged 30 years or greater (Jerrett et al., 2009; Krewski et al., 2009). A constant age 

fraction of population above 30 years of age, obtained from the U.S. Census Bureau, 

2009-2013 5-Year American Community Survey, is applied across the US. 

Annual population exposure to emissions from aircraft operations at an airport is 

computed using the adjoint sensitivities by multiplying the sensitivities with the mass of 

emissions occurring during each hour of the year, 
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where T is the hour of emission, Nhours=8760 is the number of hours in a year, i indexes 

the emission species, and Si is the adjoint sensitivity of PM2.5 or O3 exposure to 

emissions Mi. This couples hourly variations in atmospheric sensitivities to the 

temporally-varying aircraft activity profile shown in Figure 4-2. Since flight schedules 

are developed only for a typical day of operations at DTW (as discussed in Sections 

4.1.1 and 4.1.2), the same daily schedule of operations is assumed for every day of the 

year when evaluating annual impacts. The main results of this work are calculated using 

emission sensitivities at the DTW airport grid cell, and variations with respect to 

atmospheric conditions at other airports are presented as a sensitivity study. Emissions 

occurring at cruise are multiplied by emissions sensitivities averaged within ~225 km of 

the airport at ~9.4 km (~31,000 ft) in altitude (this distance range was chosen assuming 

a conservative climb gradient of 2.4 degrees). 

4.1.5 Mortality and valuation calculation 

Population exposure to PM2.5 and O3 are translated into premature mortalities using 

concentration response functions (CRFs) developed in literature. Krewski et al. (2009) 

finds an enhanced risk of all-cause premature mortality of 6% (90% confidence interval 

(CI): 4-8%) per 10 μg/m3 increase in PM2.5 concentration. Jerrett et al. (2009) found an 

increased risk of mortality from respiratory disease of 4% (90% CI: 1-6.7%) per 10 ppb 

increase in one-hour daily maximum O3 concentration. Baseline mortality incidence 

rates are obtained from the United States Centers for Disease Control and Prevention 

(CDC et al., 2015). Morbidity impacts from PM2.5 and O3 exposure are not calculated or 

monetized given that they are estimated to be < 10% of total health costs (Hubbell et 

al., 2005; Levy et al., 2001; USEPA, 2011). 

Premature mortalities are monetized using the US EPA’s value of statistical life (VSL) 

of 2006 USD 7.4 million and its distribution (US EPA, 2010) converted to 2007 USD via 

the Consumer Price Index (CPI). Climate damages from CO2 emissions are monetized 

using the Interagency Working Group on Social Cost of Carbon estimate of $31/ton 
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CO2 at a 3% discount rate for 2010 and associated distribution (IAWG, 2015). Fuel 

consumption is monetized using the US Gulf Coast jet fuel spot price of $0.70/kg in 

2007 and a normalized standard deviation of 22% (US EIA, 2015). All values are 

specified in 2007 US dollars unless explicitly stated otherwise. Uncertainty is propagated 

through the calculations using a Monte Carlo approach with 1000-member ensemble 

drawn from a Sobol’ set. The number of Monte Carlo draws is sufficient such that the 

running mean of the baseline costs (i.e. no gate holds and maximum-thrust takeoffs) are 

within 0.4% of the ensemble average value. 

In addition to mortality, social cost of carbon and fuel costs, three additional aggregate 

metrics are calculated: air quality (defined to be the sum of PM2.5 and O3 costs), 

environmental (sum of air quality and climate costs) and total fuel combustion-related 

costs (sum of environmental and fuel costs). Other costs such as labor and equipment 

depreciation are not included in the present analysis. 

4.1.6 Optimal gate hold and takeoff thrust reduction strategy 

The first goal of this work is to assess the annual impacts of the gate holding and de-

rated takeoff policies on fuel consumption, air quality and climate. This is accomplished 

by applying a given gate hold limit or reduced takeoff thrust for all flights throughout 

the year. The results are compared against a baseline scenario with no gate holds and 

full-thrust takeoffs (i.e. no takeoff de-rate). 

A second goal of this work is to find the optimal gate hold and takeoff thrust setting 

that minimizes a chosen cost function. The objectives considered in this study are fuel 

burn, CO2 emissions (which is directly proportional to fuel burn by a factor of 3.159 as 

discussed in section 4.1.3), PM2.5, O3, air quality, environmental and total fuel 

combustion-related costs as defined in Section 4.1.5. For every hour of the year and for 

each flight, the gate hold allowance and takeoff thrust that minimizes the chosen 

objective is selected. The optimization is performed for every hour because the adjoint 

sensitivities vary hourly.  
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The optimal choice of gate hold or takeoff thrust may differ based on the metric being 

minimized. For example, tradeoffs between CO2 emissions and PM2.5 or O3 exposures 

have been quantified at US airports in Chapter 2. King and Waitz (2005) show that 

while de-rated takeoffs reduce LTO NOx emissions by 0.7%, fuel burn (and therefore 

CO2) is increased by 0.6% for every percent de-rate in thrust. The tradeoffs are 

graphically illustrated by creating Pareto fronts between fuel burn and PM2.5 or O3 

optima using the scalarization technique (Stadler, 1979). 

4.2 Environmental impacts of surface movements 

In this section, the air quality and climate impacts of aircraft taxi operations at DTW 

in 2007 are quantified. Section 4.2.1 presents the annual monetized impacts of airport 

surface operations and the benefit of implementing gate holds. Section 4.2.2 presents the 

optimization of gate holds and associated tradeoffs with fuel burn. The sensitivity of the 

results to the airport traffic level, fleet mix and atmospheric conditions at other airports 

are summarized in Section 4.2.3, with further detailed results shown in Appendix D. 

4.2.1 Baseline taxi operations at DTW and benefits of gate holding 

The costs due to premature mortality from PM2.5 and O3 exposure, climate impacts of 

CO2 emissions and fuel consumption from taxi operations without gate holds are listed 

in Table 4-2. The average taxi-out time per departing aircraft is 19.7 minutes, close to 

the taxi-out time of 20.1 minutes for actual operations in 2007 at DTW (FAA, 2015). 

Arriving aircraft have an average taxi-in time of ~9.7 minutes. Average fuel 

consumption of 197 kg, NOx emissions of 0.7 kg and HC emissions of 1.0 kg per aircraft 

are estimated. Annual air quality costs are estimated to be $7.1 M (90% CI: 0.9-17.4 

M), of which ~85% is attributed to premature mortalities from PM2.5 exposure. The 

climate damage from CO2 emissions is calculated to be $7.7 M (90% CI: 0.7-21.4 M), 

while fuel costs are a factor of ~4 larger than environmental costs. 
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Table 4-2: The estimated annual impacts of baseline taxi and takeoff operations at DTW in 2007. 
Monetary impacts from PM2.5 and O3-related mortalities, total air quality (AQ) costs, social cost of CO2 
emissions (SCC), cost of fuel consumption (FB), environmental (Env.) and total fuel combustion-related 
costs (Tot.) are shown. Monetary values are expressed in millions of 2007 US dollars. Also shown are taxi 
times for arrival and departure flights (surface operations only) and the mass of fuel burn and NOx and 
HC emissions per flight. For takeoffs, the portion of cruise included in the results corresponds to the 
additional distance travelled relative to the 75%-thrust takeoff. 

 
Taxi (no gate 

holds) 

Takeoffs  
(100% thrust,  
incl. cruise) 

Takeoffs  
(100% thrust) 

PM2.5 (Million USD) 
6.0 

(0.8-14.5) 
3.0 

(0.5-7.1) 
3.0 

(0.5-7.1) 

O3 (Million USD) 
1.2 

(0.1-3.5) 
-0.5 

(-1.1--0.1) 
-0.5 

(-1.1--0.1) 

AQ (Million USD) 
7.1 

(0.9-17.4) 
2.6 

(0.4-6.1) 
2.6 

(0.4-6.1) 

SCC (Million USD) 
7.7 

(0.7-21.4) 
1.5 

(0.1-3.9) 
1.4 

(0.1-3.8) 

Env. (Million USD) 
14.8 

(4.4-30.8) 
4.0 

(1.1-8.6) 
4.0 

(1.1-8.5) 

FB (Million USD) 
62.3 

(39.1-85.1) 
11.5 

(7.2-15.8) 
11.1 

(7.0-15.2) 

Tot. (Million USD) 
77.1 

(51.3-106.7) 
15.5 

(10.0-21.6) 
15.1 

(9.7-21.1) 
Taxi–out time 
(min/flight) 19.7 - - 
Taxi–in time 
(min/flight) 9.7 - - 

FB (kg/flight) 
197 72.7 70.2 

NOx (kg/flight) 
0.7 1.61 1.59 

HC (kg/flight) 
1.0 0.011 0.010 

 

Figure 4-7 illustrates the impact of gate holding on taxi-out times and annual fuel burn, 

emissions and air quality impacts. As seen in Figure 4-7(a), gate holding reduces taxi-

out times by absorbing delays at the gate instead of on the taxiways, consistent with 

findings from previous studies (e.g. Lee and Balakrishnan (2010). At the gate hold 

allowance of 25 minutes, the average taxi-out time is lowered by ~52% relative to the 

baseline (no gate holds). Taxi-in times are affected by less than 0.02% since arrival 

traffic is given greater priority over departures (Lee and Balakrishnan, 2010).  
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Figure 4-7(a) shows that the average gate hold duration per aircraft increases 

approximately linearly with gate hold allowance up to ~8 minutes, after which it 

plateaus to its final value of 10.4 minutes. Similarly, ~75% of the reductions in taxi-out 

times are achieved with a gate hold allowance of ~8 minutes, with progressively smaller 

improvements for larger gate hold allowances. This suggests that the gate hold 

allowance could be lowered from 25 minutes if required – for example due to gate 

availability limitations – while still achieving significant improvements in taxi-out times 

and fuel burn. 
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Figure 4-7: The effect of gate hold on impacts from surface taxi operations at DTW in 2007. Panel (a) 
shows the effect of increasing gate hold allowance on average taxi-in, taxi-out and gate hold times. Panel 
(b) shows the effect of increasing gate hold allowance on fuel burn, emissions and air quality impacts, as a 
percentage change relative to the no gate hold scenario. 

Fuel consumption and CO2 emissions are minimized with a gate hold allowance of 25 

minutes and are 37% lower relative to the baseline, as shown in Figure 4-7(b). Fuel burn 

is reduced because delays are absorbed at the gates where engines are assumed to be 

switched off instead of during taxi. CO2 climate impacts are also minimized with fuel 

burn since CO2 emissions scales linearly with fuel burn (see Section 4.1.3). Applying 25-

minute gate holds during all times of the year results in reductions in HC and NOx 

emissions and annual PM2.5 and O3 mortalities of between 35-38% relative to the 

baseline scenario without gate holds. 
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4.2.2 Optimizing gate holds 

The previous section showed that a 25-minute gate hold allowance minimizes fuel burn 

and CO2 emissions, while reducing PM2.5 and O3 impacts by 36% and 35%, respectively, 

relative to the baseline scenario without gate holds. In this section, the optimal air 

quality, environmental and total costs achieved beyond fuel burn minimization are 

presented – that is, where gate holds are optimized hourly accounting for variations in 

atmospheric conditions. Figure 4-8 plots the annual fuel burn, PM2.5 and O3 costs that 

result from optimizing gate holds to minimize these objectives. 
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Figure 4-8: Annual fuel burn, PM2.5 and O3 costs resulting from optimizing gate holds to minimize fuel 
burn (FB), air quality (AQ), environmental (Env.) and total fuel combustion-related costs (Tot.) at DTW 
airport in 2007. The Pareto fronts between fuel burn and (a) PM2.5 and (b) O3 costs are plotted as the 
black line, representing the tradeoff between fuel burn and PM2.5 or O3 costs of surface taxi operations at 
DTW. 

Optimizing gate holds for PM2.5 impacts results in 2.7% lower PM-related mortality 

costs relative to the minimum fuel burn solution, while optimizing gate holds for O3 

impacts improves O3-related mortality costs by 8.5%. These represent a ~38% and ~40% 

reduction in PM2.5 and O3 impacts, respectively, relative to baseline operations without 

gate holds. The improvements in PM2.5 and O3 impacts are achieved by optimizing gate 

holds accounting for tradeoffs between fuel burn and air quality, presented in Chapter 2. 

During these tradeoff conditions, reduction of fuel burn results in a net increase in PM2.5 

or O3 exposures. For taxi operations at DTW, tradeoff conditions occur for 7% (PM2.5) 

and 25% (O3) of the year as seen in Appendix A. Thus, gate holds are implemented to 
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lower fuel burn (and emissions) only in the absence of tradeoff conditions, while during 

tradeoff conditions aircraft push back as scheduled. Consequently, the optimal gate hold 

for minimum PM2.5 and O3 is 2.7% and 15.7% lower than that for minimum fuel burn, 

as shown in Table 4-3. It should be noted that the gate hold decision is a binary one 

when optimizing for PM2.5 or O3 costs individually, given that changes in emissions are 

monotonic with respect to gate hold and that the adjoint emission sensitivities are linear 

(i.e. either the maximum gate hold limit is applied to all aircraft or no gate holds are 

applied depending on tradeoff conditions). Therefore the gate hold values reported in 

Table 4-3 should be interpreted as a measure of aggregate gate delay over the course of 

one year of operations. However, when optimizing gate holds for other objective 

functions (e.g. minimum air quality, environmental or total fuel combustion-related 

costs) the optimal gate hold limit could take on an intermediate value. 

Table 4-3: Optimal gate hold duration for surface operations required to minimize fuel burn (FB), PM2.5, 
O3, air quality (AQ), environmental (Env.) and total fuel combustion-related (Tot.) costs. Values are 
averaged over all flights for one year of operations at DTW. 

 Surface movements 

 
Gate hold  

(min/flight) 

Min. FB 10.4 
Min. PM2.5 10.1 
Min. O3 8.7 
Min. AQ 10.0 
Min. Env. 10.3 
Min. Tot. 10.3 

 

Figure 4-8 also shows the Pareto fronts of PM2.5 and O3 impacts with respect to fuel 

burn, which indicate the tradeoffs between air quality impacts and fuel burn/CO2. The 

optimal PM2.5 and O3 solutions increase fuel burn/CO2 costs by 1.6% and 9.3%, 

respectively. The Pareto front between fuel burn and PM2.5 (Figure 4-8(a)) indicates 

that most of the reductions in PM2.5 impacts occur with relatively small increases in fuel 

burn and CO2: for instance, optimizing surface operations for environmental costs results 

in 2.5% reduction in PM2.5 impacts (out of a possible 2.7%) for a 0.4% increase in fuel 

burn and CO2. The Pareto front between fuel burn and O3 impacts (Figure 4-8(b)) 
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shows that the tradeoff is more gradual than that of PM2.5 impacts: at the 

environmental optimum (i.e. 0.4% increase in fuel burn), ozone impacts are lowered by 

4.0% (out of a possible 8.5%). Minimizing total fuel combustion-related costs (i.e. costs 

from environmental impacts and fuel consumption) results in 0.04% increase in fuel 

burn and CO2 but lowers PM2.5 and O3 impacts by 2.1% and 2.8%, respectively. This 

objective function places more importance on fuel burn compared to the environmental 

objective function, since fuel costs are ~4 times higher than environmental costs (Table 

4-2). 

4.2.3 Sensitivity of the environmental impacts of surface movements 

Here, the sensitivity of the gate hold strategy to traffic level, fleet mix and atmospheric 

conditions at other airports is quantified. This is done through analysis of scenarios 

where the airport traffic level is lowered by up to 50% of the 2007 levels and the 

proportion of heavy aircraft (i.e. maximum takeoff weights > 300,000 lbs) is increased 

from the 2007 level of 5% to 25%. The resulting emission and air quality impacts are 

calculated using the methods described in section 4.1. Finally, sensitivity to atmospheric 

conditions at other airports is evaluated using adjoint emission sensitivities from other 

airport locations instead of the DTW location alone. The results are summarized in this 

section, and further details are provided in Appendix D. 

Traffic level 

The aircraft traffic level at the DTW airport is reduced by up to 50% of the 2007 levels. 

The average taxi-out time per aircraft (without gate holds) is lowered from 19.7 minutes 

to 17.5 minutes, and total fuel burn, emissions and air quality impacts scale 

approximately linearly with traffic levels. At this traffic level, implementing the gate 

holding strategy reduces fuel consumption, emissions and air quality impacts by 31-33%, 

with optimal PM2.5 and O3 costs 2.4% and 8.2% lower than those at the fuel burn 

minimum. 

Proportion of heavy aircraft 

The proportion of heavy aircraft (maximum takeoff weight larger than 300,000 lbs) in 

the fleet at DTW is increased from the 2007 level of 5% to 25%. Baseline fuel burn, 



101 
 

emissions and air quality impacts increase by 29-116% relative to the 2007 fleet given 

the growth in proportion of heavy aircraft. The gate holding strategy reduces air quality 

impacts by 37-38% relative to the baseline case without gate holds. Improvements in 

PM2.5 and O3 costs beyond fuel burn minimization are relatively smaller than those for 

the 2007 fleet (2.2% c.f. 2.7% for PM2.5 impacts and 3.1% c.f. 8.5% for O3 impacts). 

Atmospheric conditions at other airports 

The air quality impacts of the DTW surface activity are evaluated under the 

atmospheric conditions of the top 34 busiest airports (by passenger enplanements) in the 

US. Fuel burn and emissions do not change as aircraft activity is held constant across 

the airports, whereas baseline PM2.5 and O3 impacts vary between $1.3M – $25.9M and 

$0.5M – $4.7M, respectively, given the changing atmospheric conditions. Application of 

25-minute gate holding reduces PM2.5 by 36-37% and O3 impacts by 16-37% across all 

airports. PM2.5 costs are improved beyond fuel burn minimization by up to 3.3% and O3 

costs by up to 180% (~15% at the 75th percentile). 

4.3 Environmental impacts of takeoff operations 

The fuel burn, emissions and air quality impacts of de-rated takeoffs at DTW in 2007 

are quantified in Section 4.3.1, while the optimization of takeoff thrust and associated 

tradeoffs with fuel burn are calculated in Section 4.3.2. The sensitivity of the results to 

aircraft takeoff weight and atmospheric conditions at other airports is summarized in 

Section 4.3.3, with detailed results presented in Appendix D. 

4.3.1 Baseline takeoff operations and de-rated takeoffs 

The air quality, CO2 and fuel costs from baseline takeoff operations (i.e. 100% takeoff 

thrust) are listed in Table 4-2. For takeoffs up to 1000 ft, an average fuel consumption 

of 70.2 kg, NOx emissions of 1.59 kg and HC emissions of ~0.01 kg are estimated per 

aircraft. Mean annual air quality costs are $2.6 million, with PM2.5 mortality-related 

costs estimated to be $3.0 million. Ozone-related costs from full-thrust takeoffs at DTW 

are negative, implying that net ozone mortality is reduced due to emissions from 

takeoffs. This is attributed to VOC-limited atmospheric conditions at DTW during 
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which the rate of ozone production is slowed due to removal of oxidants via chemical 

reaction with NOx (Seinfeld and Pandis, 2006). VOC-limited exposure conditions occur 

for 84% of the year at DTW in 2006, during which emissions resulting in a VOC/NOx 

concentration ratio less than 0.76 ppbC/ppb reduces net O3 exposure, as shown in 

Figure 3-9 and Figure 3-12. It is noted that annual ozone-related mortality costs may be 

either positive or negative at other airport locations (e.g. see Section 4.3.3). CO2 climate 

damages are calculated to be $1.4 M, while the mean estimate for fuel cost is a factor of 

~3 larger than environmental costs. 

The additional cruise fuel burn and emissions – resulting from additional cruise distance 

traveled by takeoffs with > 75% thrust in order to equalize ground track distance 

relative to the 75% thrust takeoff – increases the average per-flight fuel burn and CO2 

by ~3%, NOx emissions by 1% and HC emissions by 6% relative to those from takeoffs 

up to 1000 ft. Air quality costs increase by < 0.3% relative to those from takeoffs up to 

1000 ft, because the additional emissions that occur at cruise altitudes have relatively 

less impact on the population than emissions near ground (Koo et al., 2013). 

Figure 4-9 shows the impact of reduced-thrust takeoffs on annual fuel burn, emissions 

and air quality impacts, including additional cruise fuel burn, emissions and air quality 

impacts required to equalize ground track distance relative to the 75% thrust takeoff. 

Fuel burn and CO2 are minimized with full-thrust takeoffs, whereas reducing takeoff 

thrust to 75% lowers NOx emissions by ~18% while increasing fuel burn/CO2 by ~3%. 

The trends are similar to those reported in King and Waitz (2005), who find that LTO 

NOx emissions are reduced by 0.7% for every percentage de-rate (c.f. 0.72% in this 

study) while fuel burn is increased by 0.6% per percent de-rate (c.f. 0.12% in this 

study). The King and Waitz (2005) study accounts for fuel burn from takeoff activity 

below 3000 ft only and not the additional fuel burn incurred during cruise by full-thrust 

takeoffs, thereby over-estimating the increase in fuel burn from de-rated takeoffs relative 

to full-thrust takeoffs. Increased fuel consumption at lower takeoff thrusts occurs due to 

slower climb rates relative to full-powered takeoffs (e.g. see Figure 4-5), while reduced 

NOx emissions are a result of smaller NOx EIs at lower thrust settings (Baughcum et al., 
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1996) which offsets the increase in fuel burn. Applying 75% takeoff thrust during all 

times of the year reduces annual PM2.5 mortality costs by ~18% but increases O3 costs 

by 17% relative to full-powered takeoffs. However, total air quality costs (sum of PM2.5 

and O3 costs) are lowered by 19% as PM2.5 costs are ~6 times larger than the magnitude 

of O3 costs. 
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Figure 4-9: The effect of reduced-thrust takeoffs on fuel burn, emissions and air quality impacts from 
departure operations at DTW in 2007. Note that additional fuel burn, emissions and air quality impacts 
from the cruise phase are included, which accounts for the additional distance traveled at cruise by 
takeoffs at > 75% thrust in order to equalize ground track distance relative to the 75% thrust takeoff. 
Results are shown as a percentage change relative to baseline operations (100% thrust). 

4.3.2 Optimizing takeoff thrust settings 

Fuel burn and CO2 is minimized with full-thrust takeoffs (i.e. the baseline scenario of 

operations) whereas NOx emissions are minimized at 75% takeoff thrust, as shown in 

Section 4.3.1. This section presents the optimal air quality, environmental and total fuel 

combustion-related costs from takeoff activities. Takeoff thrust settings are optimized on 

an hourly basis accounting for tradeoffs between fuel burn and air quality impacts. 

Figure 4-10 plots the annual fuel burn, PM2.5 and O3 costs that result from optimizing 

takeoff thrusts to minimize these objectives, and Table 4-4 lists the optimal takeoff 

thrust setting – averaged annually and over all flights – for each objective function. 
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Table 4-4: Optimal thrust setting for takeoff operations required to minimize fuel burn (FB), PM2.5, O3, 
air quality (AQ), environmental (Env.) and total fuel combustion-related (Tot.) costs. Values are 
averaged over all flights for one year of operations at DTW. 

 Takeoffs 

 
Thrust setting  

(% of max. thrust) 

Min. FB 100% 
Min. PM2.5 78% 
Min. O3 92% 
Min. AQ 80% 
Min. Env. 81% 
Min. Tot. 89% 

 

The optimal PM2.5 cost is 21.6% lower than that at the fuel burn minimum, achieved 

with an average takeoff thrust setting of 78% (shown in Table 4-4). This indicates that 

de-rated takeoffs are employed to reduce NOx emissions using during all times of the 

year except during tradeoffs between fuel burn and PM2.5 (when NOx emissions 

reductions increase PM2.5 exposure). The optimal O3 cost is 11.8% lower than that at 

minimum fuel burn, achieved with an average optimal takeoff thrust setting of 92% 

(Table 4-4). Contrary to minimizing PM2.5 impacts, the optimal strategy in this case is 

to perform full-thrust takeoffs as long as VOC-limited exposure conditions prevail (i.e. 

for 84% of the year at DTW), with reduced-thrust takeoffs implemented at other times. 

It is noted that this is not always the case across varying atmospheric conditions at 

other airports (see section 4.3.3). Total air quality costs, which are the sum of PM2.5 and 

ozone costs, are minimized at an average takeoff thrust of 80%. It is noted that the 

decision of takeoff thrust setting is a binary one (i.e. maximum thrust or 75%-thrust 

depending on tradeoff conditions) when minimizing PM2.5 or O3 costs individually, given 

that changes in emissions are monotonic with respect to thrust setting and that the 

adjoint emission sensitivities are linear. However, when optimizing takeoff thrusts for 

other objective functions (e.g. minimum air quality, environmental or total fuel 

combustion-related costs) the optimal thrust setting could take on intermediate values. 
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Figure 4-10: Annual fuel burn, PM2.5 and O3 costs resulting from optimizing takeoff thrust setting to 
minimize fuel burn (FB), air quality (AQ), environmental (Env.) and total fuel combustion-related (Tot.) 
costs at DTW airport in 2007. The Pareto fronts between fuel burn and (a) PM2.5 and (b) O3 costs are 
plotted as the black line, representing the tradeoff between fuel burn and PM2.5 or O3 costs of takeoff 
operations at DTW. 

Tradeoffs between fuel burn and PM2.5 or O3 impacts of takeoff operations are depicted 

by the Pareto fronts plotted in Figure 4-10(a) and (b). Minimizing PM2.5 impacts results 

in an increase in fuel burn of 2.3% relative to the minimum fuel burn solution, while 

minimizing O3 costs leads to 0.8% increased fuel burn. Optimizing thrust setting for 

minimum air quality, environmental and total fuel combustion-related costs lowers 

PM2.5 and O3 costs relative to fuel burn minimization while increasing fuel burn and CO2 

climate costs by varying degrees. In particular, environmental costs are minimized at an 

average thrust setting of 81% (as tabulated in Table 4-4), where PM2.5 costs are lowered 

by 21.1% and O3 costs are lowered by 0.4% while fuel burn is increased by 2.0% relative 

to minimum fuel burn. Minimizing total fuel combustion-related costs yields about 90% 

of the improvements in PM2.5 costs and ~1/4 of the improvements in O3 costs and a 

1.1% increase in fuel costs, with an average thrust setting of 89%. 

4.3.3 Sensitivity of the environmental impacts of de-rated takeoffs 

The sensitivity of the de-rated takeoff thrust strategy to takeoff weight and atmospheric 

conditions at other airports is assessed. The takeoff weight of aircraft is varied from the 

baseline assumption of 80% MTOW to between 70% and 100% MTOW and the 

resulting emission and air quality impacts are calculated using the methods described in 
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section 4.1. The sensitivity to atmospheric conditions at other airports is evaluated 

using adjoint emission sensitivities from other airport locations instead of the DTW 

location alone. The results are summarized in this section, and further details are 

provided in Appendix D. 

Takeoff weight 

The nominal takeoff weight of 80% Maximum Take-Off Weight (MTOW) is varied 

between 70% and 100% MTOW for all aircraft, and the takeoff trajectory is re-

calculated for the modified aircraft weights. Baseline fuel burn and emissions increase as 

takeoff weight increases. Higher takeoff weights lead to larger fuel burn increments and 

smaller improvements in PM2.5 impacts due to de-rated takeoffs relative to full-thrust 

takeoffs. For example, the optimal PM2.5 costs are 16.3% lower than the fuel burn 

optimum at 100% MTOW (c.f. 21.6% at 80% MTOW). The optimal thrust settings that 

minimize PM2.5 and environmental impacts change by < 3% with takeoff weight. 

Atmospheric conditions at other airports 

The air quality impacts of takeoff operations are evaluated under the atmospheric 

conditions of the top 34 busiest airports (by passenger enplanements) in the US in 

addition to those at DTW. PM2.5 impacts from full-powered takeoffs vary between 

$0.7M – $16.6M, while O3 impacts span positive and negative values between $-6.5M – 

$2.5M indicating that annual atmospheric conditions are VOC-limited at some airports 

while not at others. Across all airports, PM2.5 costs are reduced by 14.1-21.6% for 

takeoffs at 75% thrust relative to the full-thrust takeoffs, and up to 27.4% for optimized 

thrust settings (which range from 75-83% depending on airport location). De-rated 

takeoffs at 75% thrust increase or decrease O3 impacts relative to full-thrust takeoffs 

depending on airport location (ranging from a 19.1% reduction to a 31.6% increase). 

Optimizing takeoff thrust for O3 impacts reduces O3 costs up to a factor of 8 beyond fuel 

burn minimization (~37% at the 75th percentile across all airports). Environmental 

impacts are minimized with thrust settings between 77-85% depending on the airport. 
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4.3.4 Maintenance cost savings from de-rated takeoffs 

De-rated takeoffs reduce engine maintenance costs by reducing the amount of time the 

engines are operated at high temperatures (Lee, 2005). In this section, the material 

maintenance cost savings from de-rated takeoffs are estimated and the tradeoff with fuel 

costs is assessed.  

The impact of takeoff thrust setting on maintenance costs is quantified using operational 

severity curves, which is a normalized measure of the relative stress placed on the 

engine’s components (Ackert, 2011). Severity curves compiled by Seemann et al. (2010) 

for a short-haul and a medium- to long-haul engine are used in this study, assuming 

nominal average block times (i.e. gate-to-gate flight times) of 1.9 hours and 6.0 hours 

respectively. Engine maintenance costs are calculated per flight cycle by aircraft type 

using the Bureau of Transportation Statistics (BTS) Form 41 financial and traffic data 

spanning 2004-2014 (BTS, 2016b), corrected to 2007 USD using historical Producer 

Price Index (PPI) and Employment Cost Index (ECI) data. It is assumed that 62% of 

the reported costs are material costs, of which 19% is attributable to life-limited parts 

which are replaced on schedule and therefore not affected by takeoff de-rate 

(AeroStrategy, 2009). The reported engine maintenance costs are also assumed to be for 

an average de-rate of 10% (Ackert, 2011; Seemann et al., 2010).  

Figure 4-11 plots the tradeoff between material maintenance cost and fuel cost from 

takeoffs with varying levels of de-rate. The costs are aggregated for one year of takeoff 

operations of the DTW fleet and with takeoff weights at 80% MTOW. De-rated takeoffs 

at 75% thrust reduce material maintenance costs by ~18% but increase fuel costs (over 

the full flight accounting for additional cruise distance traveled) by 3%. The material 

maintenance cost savings due to de-rated takeoffs is two orders of magnitude larger than 

the increase in fuel cost (e.g. $21.2M c.f. $0.3M as seen from Figure 4-11). Maintenance 

cost savings therefore incentivize airlines to perform de-rated takeoffs in spite of 

increased fuel costs (at 2007 prices for fuel and maintenance materials). This is largely 

aligned with the minimization of air quality impacts (e.g. Table 4-3). 
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Figure 4-11: Tradeoff between material maintenance costs and fuel costs as a function of takeoff de-rate 
(labeled on the plot), for annual takeoff operations at DTW in 2007 at 80% MTOW. 

4.4 Summary 

This work has quantified the air quality and climate benefits of two emission mitigation 

strategies – pushback control and reduced-thrust takeoffs – for simulated aircraft 

operations at the Metropolitan Wayne County airport (DTW) in 2007. The minimum 

air quality costs, environmental costs (including air quality and CO2 climate damages) 

and total fuel combustion-related costs (including environmental costs and fuel costs) 

have been calculated by optimizing pushback delay and takeoff thrust. The main 

findings from the study are summarized below: 

1) The application of a 25-minute gate hold allowance – that is, delaying aircraft 

pushback by up to 25 minutes – minimizes fuel burn/CO2 while reducing PM2.5 

and O3 air quality impacts by 36% and 35%, respectively, relative to the baseline.  

2) Minimizing PM2.5 and O3 costs by optimizing gate holds (accounting for time-

varying atmospheric conditions) lowers these costs by an additional 2.7% and 

8.5%, respectively, beyond fuel burn minimization (these are ~38% and ~40% 

lower than the baseline costs, respectively).  

3) Improvements to the O3 impacts of taxi operations are most sensitive to varying 

atmospheric conditions across airport locations, with 25-minute gate holds 

reducing O3 impacts by 16-37% relative to a baseline without gate holds and 
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optimal O3 costs lowered beyond fuel burn minimization by up to ~15% (at the 

75th percentile across airports). 

4) De-rated takeoffs at 75% thrust increase fuel burn/CO2 by 3% relative to full-

thrust takeoffs (considering takeoffs up to 1000 ft as well as additional cruise 

segments flown) while reducing NOx emissions and total air quality costs (sum of 

PM2.5 and O3 costs) by 19%. 

5) Minimizing environmental costs balances the opposing trends in air quality and 

CO2 climate costs, achieving ~98% of the improvements in PM2.5 with an average 

optimal takeoff thrust setting of 81%. 

6) Optimizing takeoff thrusts to minimize O3 impacts result in lowering these costs 

beyond fuel burn minimization by up to ~37% (at the 75th percentile over all 

airports). 

7) The effect of de-rated takeoffs is sensitive to airport location: de-rated takeoffs at 

75% thrust lower PM2.5 impacts by 14.1-21.6% and change O3 costs by -19.1% to 

31.6% relative to full thrust takeoffs, while environmental costs are minimized 

with average optimal thrust settings of 77-85% depending on the airport. 

8) Material maintenance cost savings from de-rated takeoffs are estimated to be two 

orders of magnitude larger than the increase in fuel cost. 

The results suggest that the pushback control strategy is effective in mitigating the 

environmental impacts of taxi operations at airports, given that the air quality minima 

are largely aligned with fuel burn/CO2 minimization.  

For takeoff operations, fuel burn/CO2 is minimized at full-thrust whereas de-rated 

takeoffs up to 75% thrust reduce NOx emissions and PM2.5 health impacts. The opposing 

trends in air quality and CO2 impacts are balanced by minimizing environmental costs, 

which results in an average optimal takeoff thrust setting of 81% thrust. Furthermore, 

the estimated savings in maintenance costs further incentivizes de-rated takeoffs in spite 

of increase in fuel costs.  

The O3 optimum is potentially relevant if specific improvements in O3 are targeted (e.g. 

non-compliance with regulatory standards), with reductions beyond fuel burn 
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minimization of up to ~15% for taxi operations and ~37% for takeoff operations (at the 

75th percentile across all airport locations). For example, 27 out of the 34 airports 

studied are in O3 non-attainment areas and fall under the FAA’s Voluntary Airport Low 

Emissions Program (FAA, 2010) as of March 2016. It must be noted that these 

improvements are achieved with an increase in fuel burn relative to the fuel burn 

minimum. Optimizing gate holds for O3 costs increases PM2.5 costs relative to the 

minimum fuel burn solution at all airports studied, but optimizing takeoff thrust setting 

for O3 costs produces PM2.5 co-benefits at all airports studied. 

The findings are relevant to airline and airport operators as they quantify the fuel 

consumption and combustion-related costs of aircraft operations at airports. They are 

also relevant from an aviation policy perspective as they quantify improvements in 

environmental impacts achievable using operations-based strategies which are 

complementary to technology-based efforts (e.g. NOx stringencies). 

Limitations of the current study are acknowledged here and opportunities for future 

work are highlighted. Operational constraints beyond those considered in this study may 

exist that could lower the potential improvements in air quality (e.g. runway constraints 

for de-rated takeoffs, or gate availability limitations for gate holds). A detailed 

quantification of total climate impacts, such as such those from O3 and NOx, are beyond 

the scope of this work and thus not captured in the results. At present only material 

maintenance cost savings are quantified, and further work is required to quantify other 

aspects of the maintenance program likely to be affected by takeoff de-rate (e.g. labor 

cost savings due to reduced shop visit frequency) in order to formally include 

maintenance costs in the optimization. Finally, the air quality calculations herein are 

based 2005 anthropogenic emissions which have declined since; in particular, decreasing 

SO2 emissions will likely lead to greater impact of aircraft NOx emissions on ammonium 

nitrate PM2.5 due to increased availability of free ammonia (Woody et al., 2011), and 

decreasing NOx emissions will likely lead to greater ozone sensitivity to NOx emissions, 

as net ozone production is increased as a result of reduced titration of ozone at low NOx 

concentrations (Seinfeld and Pandis, 2006).  



111 
 

Chapter 5 

Conclusion 

The overarching aim of this thesis is to enable the reduction of the air quality impacts 

of aircraft operations at airports. The research presented in Chapter 2 and Chapter 3 

addresses this objective by advancing the understanding of the relationship between 

aircraft activity and its air quality impacts, while the research presented in Chapter 4 

does so by evaluating the air quality benefits achievable via controlling aircraft 

operations at airports. Key findings from each chapter are synthesized in section 5.1 and 

opportunities for future work are summarized in section 5.2. 

5.1 Key findings 

This thesis identifies tradeoffs between CO2 emissions and population exposure to PM2.5 

and O3 – i.e. where decreasing fuel burn (which is directly proportional to CO2 

emissions) results in increased exposure. The thesis has quantified the duration of time 

and magnitude of these tradeoffs as a function of engine and thrust setting. Airports 

with relatively high exposure reduction potentials (relatively high magnitude and 

duration of tradeoffs) are also identified, which have the greatest scope for reducing air 

quality impacts beyond minimizing fuel burn. This improves the current understanding 

of the air quality impacts of aircraft emissions by showing that, at the airports and for 

the engines studied, there are times during the year where population exposure to both 

PM2.5 and O3 can be improved with an increase in fuel burn. 
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The thesis then characterizes the atmospheric conditions during which tradeoffs between 

emissions and ozone exposure occur. The ozone exposure response to NOx and VOC 

emissions is characterized as a function of ambient VOC and NOx concentrations using 

ozone exposure isopleths. For every location in the US, the thesis quantifies the duration 

of VOC-limited exposure conditions where lowering NOx emissions increases ozone 

exposure, calculates the VOC/NOx ratio of the exposure ridge line that separates the 

NOx-limited and VOC-limited exposure regimes and computes an ozone exposure-

neutral emissions ratio at which ozone exposure is neither increased nor decreased. The 

above-mentioned metrics enhance the understanding of the O3 impacts of emissions, as 

they quantify whether NOx and/or VOC reductions will be effective or counter-

productive in reducing national ozone exposure based on ambient NOx and VOC 

conditions. This is especially relevant given that significant tradeoffs were found 

between fuel burn and O3 exposure (occurring up to 60% of the year with exposure 

reductions during tradeoff conditions up to 10 times the annual average exposure per 

unit fuel burn). 

Finally, the thesis evaluates the air quality and climate benefits achievable by 

controlling taxi and takeoff operations using the pushback control (gate holding) and 

de-rated takeoff strategies. The minimum air quality and environmental impacts beyond 

fuel burn minimization are also quantified, accounting for tradeoff conditions between 

fuel burn and PM2.5 or O3 exposure. The findings show that the pushback control 

strategy is effective in reducing the environmental impacts of taxi operations at airports, 

with a 35-40% reduction in CO2 and air quality impacts at DTW relative to a baseline 

without gate holds. De-rated takeoffs are found to be effective in reducing the air 

quality impacts of takeoff operations: takeoffs at 75% thrust reduce combined air quality 

costs (PM2.5 + O3 costs) by 19% relative to full-thrust takeoffs at DTW but increase fuel 

burn by 3%. Minimizing environmental costs balances the opposing trends in air quality 

and CO2 climate costs with an average optimal thrust setting of 81%. Material 

maintenance cost savings from de-rated takeoffs are calculated to be two orders of 

magnitude larger than the increase in fuel costs, further incentivizing takeoffs with lower 

thrust settings. Optimizing taxi and takeoff operations for O3 costs lowers O3-related 
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premature mortality impacts significantly beyond fuel burn minimization (e.g. up to 

15% and 37%, respectively, at the 75th percentile across all airports), which could 

potentially be relevant for targeted reductions in O3 such as non-compliance with 

regulatory standards. 

The tools developed in this thesis are applicable to other emission sectors beyond 

aviation. For example, the replacement of current methods of energy generation using 

renewable sources could be implemented at locations where NOx emissions reductions 

decrease ozone exposure during all times of the year (i.e. locations in the US where 

VOC-limited conditions do not occur). An analysis of the diurnal or seasonal variations 

in ambient VOC and NOx concentrations could be used in conjunction with the isopleth 

ridge line VOC/NOx ratio at a given location of interest in the US (for example, in 

major cities) to determine temporal patterns in the occurrence of VOC-limited exposure 

conditions. This could be used to develop temporally-varying emission reduction policies 

(e.g. regulating diesel vehicle activity only during spring and summer when NOx-limited 

conditions are prevalent). Furthermore, the ozone-neutral VOC/NOx emissions ratio can 

be used to develop effective ozone mitigation policies targeted at sources from which 

emission reductions almost always result in reduced ozone exposure (e.g. gasoline cars). 

5.2 Limitations and future work 

There are a number of areas of further research that can be undertaken to improve the 

results of this thesis and broaden the scope of analysis, and these are outlined below. 

Changing anthropogenic (background) emissions: The air quality calculations 

performed in this thesis are based on 2005 anthropogenic emissions, which have declined 

since. In particular, decreasing SO2 emissions will likely lead to greater ammonium 

nitrate PM2.5 formation from aircraft NOx emissions due to increased availability of free 

ammonia (Woody et al., 2011). Decreasing NOx emissions will likely lead to greater 

ozone sensitivity to NOx emissions, given that net ozone production is increased as a 

result of reduced titration of ozone at low NOx concentrations (Seinfeld and Pandis, 

2006). Uncertainty in ammonia emissions is likely to influence the formation of 

secondary PM2.5. For example, Park et al. (2004) found that PM2.5 in the US is over-



114 
 

predicted by 30% in the fall due to excessive ammonia emissions assumed in the GEOS-

Chem model. Henze et al. (2009) found an excess of ammonia emissions in the US 

averaging 25% (varying spatially and temporally) through inverse modeling based on 

surface measurements of nitrate and sulfate aerosols. Future research could address 

these issues by updating the emission inventories to account for changes in emissions 

over time and/or calculating second-order sensitivities that quantify the effects of 

changing background conditions on the adjoint emission sensitivities. 

Population exposure metric: The thesis uses a nationally-based population exposure 

metric to quantify the impacts of emissions on PM2.5 and O3 exposure, whereas 

regulatory analyses are often focused on impacts on a city or state level (e.g. US EPA 

State Implementation Plans). Furthermore, the ozone exposure isopleths developed in 

Chapter 3 predict the average exposure response of emissions perturbations but they do 

not capture hourly variations in exposure response. Future work aimed at addressing 

regulatory questions should consider population exposures on more localized domains 

and time periods of interest. This could include, for example, re-defining the model 

domain to focus on non-attainment areas where pollutant levels exceed the US National 

Ambient Air Quality Standards (NAAQS) and refining the model grid resolution to 

capture local-scale impacts (explained below). 

Model grid scale uncertainty: Outputs of grid-based regional air quality models are 

inherently uncertain due to the fact that these models do not capture local effects such 

as chemically reactive plumes and high pollutant concentrations near point sources 

(Gillani and Pleim, 1996; Seinfeld, 1988). For example, Liang and Jacobson (2000) 

found up to 60% over-estimation of ozone production efficiency due to coarse grid 

resolution. Kumar and Russell (1996) found that localized O3 concentrations from large 

NOx point sources in the Eastern US decreased by up to 90 ppb when using a sub-grid 

scale plume chemistry model, but found < 2% change in region-wide maximum ozone 

concentrations. Arunachalam et al. (2011) found that increasing grid resolution from 36 

km to 12 km more than doubled peak PM2.5 concentrations attributable to aircraft 

emissions at three US airports, but changed the integrated mortality risks (evaluated at 
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the regional scale) by < 2%. Further research is required to capture these local-scale 

effects, especially for localized model domains such as over a city or state. Potential 

approaches include performing adjoint calculations on higher-resolution domains (e.g. 

20-30 km as recommended by Gillani and Pleim (1996)) or incorporating sub-grid scale 

plume models. 

Detailed climate impacts: Besides CO2 emissions, climate impacts are also associated 

with other emission species such as soot and sulfate aerosols, water vapor, and NOx both 

directly and indirectly (Lee et al., 2010). For example, the mean global warming 

potential (GWP) for NOx emissions in North America (considering a time horizon of 100 

years) is -8.2 (Myhre et al., 2013). This means that the NOx emission from an RB-211 

engine at takeoff thrust (for example) results in a (negative) CO2-equivalent emission 

that is ~14% of the warming related from CO2. Further numerical simulations are 

required to quantify the total climate impacts and the associated tradeoffs. In addition, 

large uncertainties associated with current estimates (e.g. the GWP value for NOx 

emissions used above has an uncertainty bound of ±10.3 (Myhre et al., 2013)) mean 

that more work is required in obtaining a better understanding of the climate impacts of 

emissions. 

Evaluation of other emission reduction measures: This thesis has quantified the 

air quality and environmental benefits of two emission reduction measures, namely 

pushback control and de-rated takeoffs. It is anticipated that future research will be 

done to quantify the environmental benefits and especially the associated tradeoffs of 

other strategies at airports. Three examples are highlighted below: 

1. Operational tow-outs involve towing the aircraft to the runway with its engines 

switched off until five minutes before takeoff. Deonandan and Balakrishnan 

(2010) estimate that operational tow-outs using diesel tugs reduce fuel burn and 

CO2 emissions by ~60-75% but increase total NOx emissions by up to ~125% at 

US airports. The implications of this tradeoff on air quality and environmental 

damages need to be quantified. 
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2. Continuous descent approaches (CDA) have been studied from the perspective of 

reducing noise and emissions during approach by delaying deceleration and 

descent so as to avoid intermediate level phases of flight (Clarke et al., 2004; 

Reynolds et al., 2005). From analysis of FDR data, Lee (2005) finds that CDAs 

reduce fuel burn and NOx emissions by 30-50%, but increase CO and HC 

emissions by 20-70%. Furthermore, Cao et al. (2013) find that CDAs could 

result in airborne delays due to increased spacing between aircraft, partially 

offsetting fuel burn savings. A study of the air quality impacts of CDAs is 

necessary given varying traffic levels (and therefore, airborne delays) incurred at 

different airports as well as the non-uniform effect of CDAs on emission species 

and location. 

3. The potential for mitigation of the air quality impacts of airports extends 

beyond control of aircraft operations. Further research could be done to assess 

the electrification of ground support vehicles and avoidance of APU usage (Yim 

et al., 2013) as well as alternative methods of airport access and mobility 

(Miyoshi and Mason, 2013). 
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Appendices 

Appendix A Magnitude and duration of CO2 – air quality 

tradeoffs at airports  

The magnitude and duration of PM2.5 and O3 tradeoffs with fuel burn are tabulated in 

Table A-1 and Table A-2 for the operation of the CFM56 engine at each airport. Four 

engine operation scenarios are considered: increased fuel burn at constant 7% and 100% 

thrust settings, as well as thrust increments over the taxi and takeoff thrust regimes. In 

each table, the first four columns list the average tradeoff between fuel burn and PM2.5 

or O3 exposure (in units of ppl∙ngm-3
∙kg-1or ppl∙ppt∙kg-1 respectively) per unit fuel burn 

at constant thrust or per unit fuel burn increased via thrust increments. The last four 

columns list the duration for which the respective tradeoff conditions occur, as a fraction 

of year. 
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Table A-1: Average PM2.5 exposure tradeoffs (in ppl∙ngm-3
∙kg-1) at each airport for operation of the 

CFM56 engine. The magnitude of tradeoff is averaged over the duration of tradeoff at each airport. 
Airports are identified by their IATA airport code. 

 Magnitude of tradeoff [ppl ngm-3 kg-1] Duration of tradeoff [% of year] 

Fuel burn at 
constant thrust Thrust increments 

Fuel burn at 
constant thrust Thrust increments 

Airport 7% 100% Taxi Takeoff 7% 100% Taxi Takeoff 

ATL 0.03 0.21 0.15 0.38 3% 15% 15% 15% 

BOS 0.02 0.11 0.07 0.23 5% 10% 8% 8% 

BWI 0.05 0.30 0.17 0.53 9% 23% 22% 22% 

CLE 0.04 0.27 0.20 0.48 5% 16% 15% 15% 

CLT 0.05 0.23 0.14 0.41 2% 10% 10% 10% 

CVG 0.11 0.46 0.27 0.79 8% 30% 30% 30% 

DCA 0.07 0.34 0.22 0.59 7% 21% 20% 20% 

DEN 0.04 0.14 0.08 0.36 1% 2% 1% 1% 

DFW 0.04 0.16 0.09 0.35 1% 4% 3% 3% 

DTW 0.09 0.44 0.22 0.80 7% 20% 19% 19% 

EWR 0.03 0.26 0.11 0.48 9% 22% 19% 19% 

FLL 0.03 0.32 0.11 0.75 9% 35% 24% 24% 

IAD 0.07 0.34 0.22 0.59 7% 21% 20% 20% 

IAH 0.04 0.18 0.09 0.37 4% 14% 12% 12% 

JFK 0.03 0.26 0.11 0.48 9% 22% 19% 19% 

LAS N. A. 0.05 0.04 0.14 0% 3% 2% 2% 

LAX 1.58 3.56 1.60 6.76 3% 9% 8% 8% 

LGA 0.03 0.31 0.15 0.58 9% 19% 17% 17% 

MCO 0.04 0.10 0.05 0.23 1% 7% 5% 5% 

MDW 0.12 0.43 0.20 0.77 6% 16% 15% 15% 

MEM 0.08 0.13 0.09 0.25 1% 9% 8% 8% 

MIA 0.03 0.32 0.11 0.75 9% 35% 24% 24% 

MSP 0.14 0.56 0.30 1.05 4% 10% 9% 9% 

ORD 0.12 0.43 0.20 0.77 6% 16% 15% 15% 

PHL 0.14 0.68 0.31 1.21 13% 25% 23% 23% 

PDX 0.15 0.52 0.30 1.23 3% 8% 5% 5% 

PHX 0.07 0.23 0.13 0.55 1% 4% 3% 3% 

PIT 0.04 0.36 0.24 0.65 11% 35% 34% 34% 

SAN 0.07 0.48 0.19 0.99 8% 31% 25% 25% 

SEA 0.42 1.93 0.89 3.69 3% 6% 5% 5% 

SFO 0.04 0.28 0.10 0.53 1% 4% 3% 3% 

SLC 0.01 0.05 0.03 0.09 0% 0% 0% 0% 

STL 0.04 0.18 0.14 0.34 2% 12% 12% 12% 

TPA 0.03 0.31 0.12 0.62 16% 40% 34% 34% 
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Table A-2: Average O3 exposure tradeoffs (in ppl∙ppt∙kg-1) at each airport for operation of the CFM56 
engine. The magnitude of tradeoff is averaged over the duration of tradeoff at each airport. Airports are 
identified by their IATA airport code. 

 Magnitude of tradeoff [ppl∙ppt∙kg-1] Duration of tradeoff [% of year] 

Fuel burn at 
constant thrust Thrust increments 

Fuel burn at 
constant thrust Thrust increments 

Airport 7% 100% Taxi Takeoff 7% 100% Taxi Takeoff 

ATL 0.33 2.85 1.67 4.71 24% 50% 50% 50% 

BOS 0.82 4.90 2.23 8.07 48% 76% 77% 77% 

BWI 0.84 4.58 2.46 7.54 31% 63% 63% 63% 

CLE 0.27 3.35 2.17 5.53 28% 73% 73% 73% 

CLT 0.44 3.74 1.98 6.17 32% 56% 56% 56% 

CVG 0.42 2.96 2.07 4.89 19% 67% 67% 67% 

DCA 0.93 4.88 2.58 8.04 32% 64% 64% 64% 

DEN 0.11 0.95 0.76 1.57 8% 34% 34% 34% 

DFW 0.21 2.19 1.37 3.61 19% 45% 45% 45% 

DTW 0.34 3.24 2.16 5.34 25% 76% 77% 77% 

EWR 1.32 7.20 3.39 11.86 42% 76% 76% 76% 

FLL 0.40 3.58 1.67 5.90 38% 52% 52% 52% 

IAD 0.93 4.88 2.58 8.04 32% 64% 64% 64% 

IAH 0.27 2.17 1.30 3.58 16% 37% 37% 37% 

JFK 1.32 7.20 3.39 11.86 42% 76% 76% 76% 

LAS 0.30 2.68 1.55 4.42 17% 31% 31% 31% 

LAX 1.97 17.09 8.36 28.17 53% 83% 83% 83% 

LGA 1.21 6.99 3.52 11.50 38% 71% 71% 71% 

MCO 0.59 3.46 1.37 5.68 32% 42% 42% 42% 

MDW 0.56 3.99 2.54 6.59 28% 82% 82% 82% 

MEM 0.21 2.45 1.62 4.04 16% 47% 47% 47% 

MIA 0.40 3.58 1.67 5.90 38% 52% 52% 52% 

MSP 0.23 2.96 2.28 4.89 13% 67% 67% 67% 

ORD 0.56 3.99 2.54 6.59 28% 82% 82% 82% 

PHL 0.99 5.08 2.75 8.37 30% 67% 67% 67% 

PDX 0.30 1.90 1.21 3.14 16% 48% 48% 48% 

PHX 0.66 3.67 1.73 6.04 29% 54% 54% 54% 

PIT 0.28 2.20 1.69 3.63 19% 66% 67% 67% 

SAN 0.52 4.70 2.44 7.75 38% 65% 65% 65% 

SEA 0.44 3.02 1.70 4.98 27% 62% 62% 62% 

SFO 0.41 4.52 2.83 7.45 21% 48% 48% 48% 

SLC 0.11 1.45 1.20 2.39 5% 33% 33% 33% 

STL 0.17 2.70 1.97 4.46 13% 55% 55% 55% 

TPA 0.32 2.52 1.23 4.15 36% 57% 57% 57% 
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Appendix B Calculating VOC speciation factors 

In a regional air quality model, numerically calculating reactions involving each 

hydrocarbon species distinctly is infeasible due to the computational complexity and 

lack of knowledge about emissions or reaction rates of each of the species (Zaveri and 

Peters, 1999). The standard chemical mechanism in GEOS-Chem therefore lumps 

organic compounds into a smaller number of tracer species listed in Table B-1.  

VOCs are a combination of several hydrocarbon compounds and an average speciation 

profile – i.e. the amount of each species emitted per unit of VOC – from the US EPA’s 

SPECIATE database (US EPA, 2014b) is assumed for emissions within all grid cells in 

this study. The speciation profile is used in conjunction with mappings between 

hydrocarbon compounds and modeled tracer species in GEOS-Chem. The speciation 

profile is shown in Table B-1 according to the tracer species modeled in GEOS-Chem. 

Table B-1: VOC tracer species in GEOS-Chem and VOC emission speciation profile used in this study. 

VOC Tracer 

name 

Units US Average VOC 

emissions 

ALK4 kgC/kgVOC 0.222 

ACET kgC/kgVOC 0.011 

ALD2 kgC/kgVOC 0.006 

C2H6 kgC/kgVOC 0.020 

C3H8 kgC/kgVOC 0.050 

CH2O kg/kgVOC 0.018 

PRPE kgC/kgVOC 0.042 

MACR kg/kgVOC 0.011 

RCHO kg/kgVOC 0.013 

ISOP kgC/kgVOC 0.004 

MEK kgC/kgVOC 0.009 

MVK kg/kgVOC 0.000 

 

Three steps are taken in creating these profiles: first, emissions of organic hydrocarbon 

compounds are identified for each source; second, the hydrocarbon compounds are 
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lumped into the GEOS-Chem tracer species on a molar basis; and finally, a unit 

conversion is performed to convert the molar basis into a mass basis. 

Speciation of organic hydrocarbon emissions 

The US EPA’s SPECIATE database v4.2 (US EPA, 2014b) contains VOC speciation 

profiles – that is, emissions of hydrocarbon compounds per unit VOC emissions – based 

on the source of emissions. Profile number 0000, representing an average emissions 

profile, is used in the creation of ozone exposure isopleths. 

Lumping of hydrocarbon compounds into GEOS-Chem tracers 

Organic hydrocarbon compounds are mapped to GEOS-Chem tracers on a molar basis – 

that is, the number of moles of each GEOS-Chem tracer per mole of each hydrocarbon 

compound. A two-part method is used involving an intermediate chemical mechanism to 

perform this assignment, since a direct mapping from hydrocarbon compounds to GEOs-

Chem tracer does not exist. First, the work of Carter (2000) is used to map hydrocarbon 

compounds to the SAPRC-99 chemical mechanism. Then, the work of Lam and Fu 

(2009) is used to relate the SAPRC-99 species to those used in the GEOS-Chem 

standard chemical mechanism. 

Conversion from molar to mass-based units 

The first two steps yield the number of moles of GEOS-Chem tracer per gram VOC 

emissions. A final step is required to convert molar units into mass units, since the 

adjoint method calculates sensitivities with respect to mass of emissions of each tracer. 

Molar masses as specified in the GEOS-Chem standard mechanism are used (Yantosca 

et al., 2012).  

Calculation of sensitivity to VOC 

The adjoint of GEOS-Chem calculates the sensitivity of ozone exposure with respect to 

emissions of each tracer species. Since VOC emissions are a combination of hydrocarbon 

species, the sensitivity of ozone to a unit of VOC emissions is calculated by weighting 
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individual tracer sensitivities by the VOC speciation profile according to the source 

type, 

?Z ?n'=, >)⁄ = $ �< ⋅ ?Z/?c<'=, >)
<

,  

where the index i refers to the modeled hydrocarbon tracer species, ωi refers to the VOC 

emissions speciation profile (with units of kg kg⁄ VOC or kgC kg⁄ VOC depending on the 

tracer) and ?Z/?c< refers to the sensitivity of ozone exposure to emissions of tracer 

species i calculated by the adjoint method (with units of ppl⋅ppb⋅'kg hr⁄ box⁄ )-1 or 

ppl⋅ppb⋅'kgC hr⁄ box⁄ )-1 depending on the VOC tracer). 

 

 



123 
 

Appendix C Ozone exposure isopleth ridge line and ozone 

exposure-neutral ratios 

This section provides an example of how to use the information presented in Chapter 3 

– specifically data from Figure 3-9 and Figure 3-12 representing the duration of VOC-

limited exposure conditions, isopleth ridge line VOC/NOx ratio and the ozone-neutral 

ratio – to determine the effectiveness of emission reductions at locations across the US. 

The goal is to evaluate whether or not a reduction in NOx and VOC emissions from a 

particular source will lead to increased national ozone exposure. The calculation method 

is as follows:  

1) Convert the units of emissions from mass to mixing ratio units (for use with the 
ozone exposure isopleths) 

2) Determine the exposure regime into which VOC and NOx are emitted  
3) If a VOC-limited exposure regime exists: Compare the VOC/NOx ratio of 

emissions reduction with the ozone-neutral emissions ratio 

The calculations assume that VOC and NOx emissions (in kg) from the source in 

consideration are known. Ambient NOx and VOC mixing ratios may or may not be 

known for a particular location and time, and both situations are considered in the 

example below.  

1) Calculating the emissions ratio 

The mass of VOC and NOx emissions are converted into mixing ratios assuming ISA 

conditions in a one-box model. NOx emissions in mass units (g) are converted to molar 

units based on its molecular weight (46 g/mol), while VOC emissions are converted 

according to speciation factors for each source from the US EPA’s SPEICATE database. 

The average molecular weights of VOC based on five VOC emission profiles (including 

the US average profile) are listed in Table C-1. These are used to calculate the 

VOC/NOx emissions ratio for various emission sources, such as coal-fired boiler, heavy-

duty diesel truck, taxi and takeoff operations of a Boeing B737 aircraft (CFM56-7B22 

engine) and a light-duty gasoline vehicle listed in Table 3-1. 
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Table C-1: Average VOC molecular weight, to be used in the conversion between mass and molar units. 
VOC speciation profiles are obtained from the US EPA’s SPECIATE database. 

Source  
(SPECIATE profile) 

MW VOC 
(g VOC / molC) 

US average (0) 30.9 
Coal-fired boiler (1178) 70.1 
Diesel (4674) 35.8 
Gasoline (8750) 37.7 
Aviation (5565) 38.1 

 

2) Determining the exposure regime 

Known ambient NOx and VOC mixing ratios  

If ambient NOx and VOC concentrations are known, the ozone exposure regime is 

determined by comparing the ambient VOC/NOx ratio with that of the isopleth ridge 

line at that location. If the ambient VOC/NOx ratio is higher than the ridge line ratio, a 

NOx-limited exposure regime exists and a reduction in both NOx and VOC emissions 

will reduce ozone exposure. If the ambient VOC/NOx ratio is lower than the ridge line 

ratio, a VOC-limited exposure regime exists and emissions reductions could increase 

ozone exposure depending on the VOC/NOx ratio of emissions.  

A sample calculation is performed here for Wayne County, Michigan at 12:00pm on 1 

July 2006. The ozone exposure isopleth ridge line VOC/NOx ratio for this location is 

calculated to be 5.9 ppbC/ppb (Figure 3-12(a)). Ambient NOx and VOC mixing ratios – 

obtained from the US EPA’s Air Quality System (AQS) (US EPA, 2015) – are 10 ppb 

and 6.17 ppbC, respectively at this location and time. This evaluates to an ambient 

VOC/NOx ratio of 0.617 ppbC/ppb, which is lower than the ridge line ratio. Therefore, 

a VOC-limited exposure regime exists and emissions reductions could increase ozone 

impacts depending on their VOC/NOx ratios. 

Ambient NOx and VOC mixing ratios for the same location at 11:00am on 30 May 2006 

are 14 ppb and 264 ppbC respectively according to the AQS (US EPA, 2015), resulting 

in a VOC/NOx ratio of 18.9 ppbC/ppb. Here the exposure regime is NOx-limited, 

meaning that VOC and NOx emissions reductions will decrease ozone exposure. 
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Unknown ambient NOx and VOC mixing ratios  

If ambient NOx and VOC mixing ratios are not known, the exposure regime occurring at 

the particular time of emissions cannot be identified. It is possible, however, to quantify 

the annual duration of VOC-limited exposure conditions expected to occur at that 

location using Figure 3-9 of the main paper. This figure shows the annual duration of 

VOC-limited conditions that occurred in 2006, calculated using ambient NOx and VOC 

mixing ratios modeled by GEOS-Chem for 2006. In the example for Wayne County, 

Michigan, VOC-limited conditions occurred for 84% of the year in 2006. 

3) Comparison with ozone exposure-neutral emissions ratio 

If a VOC-limited exposure regime exists, the next step is to determine if ozone exposure 

is increased due to emissions reductions depending on its VOC/NOx ratio. This is done 

by comparing the VOC/NOx concentration ratio with the ozone exposure-neutral 

emissions ratio at that location. If the emissions ratio is higher than the ozone-neutral 

ratio, reducing emissions from this source will decrease ozone exposure. If, however, the 

emissions ratio is lower than the ozone-neutral ratio, emissions reductions will increase 

ozone exposure. 

As an example, consider the effect of reducing emissions from diesel trucks, gasoline 

vehicles and aircraft taxi operations at the sample location and time (Wayne County, 

Michigan at 12:00pm on 1 July 2006; it is assumed that the same conditions exist at the 

Detroit Metropolitan Airport for the case of aircraft operations). The ozone-neutral 

emissions ratio at this location is calculated from the ozone exposure isopleth to be 0.76 

ppbC/ppb (Figure 3-9 (b)). As shown in Table 3-1, the emission ratios for a diesel 

truck, taxiing aircraft and gasoline vehicles are 0.067, 0.771 and 1.822 ppbC/ppb 

respectively. The emissions ratio for diesel trucks and taxiing aircraft are lower than the 

ozone exposure-neutral emissions ratio while that of gasoline vehicles is higher than the 

exposure-neutral emissions ratio. Thus, reducing emissions from diesel trucks and 

taxiing aircraft is expected to increase ozone impacts while reducing gasoline vehicle 

activity is expected to decrease population exposure to ozone. 
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Appendix D Sensitivity analysis of taxi and takeoff operations 

D.1 Taxi operations 

This section presents the sensitivity of the air quality impacts of taxi operations to 

varying traffic level, fleet composition and annual atmospheric conditions at other 

airports in the US. 

Traffic level 

Table D-1 lists the baseline costs (i.e. operations without gate holds) for the mid- and 

low-traffic scenarios (with 75% and 50% of airport traffic relative to 2007 levels, 

respectively). The costs scale approximately linearly with traffic level, with the average 

taxi-out time reduced from 19.7 minutes/aircraft to 17.5 minutes/aircraft and average 

fuel burn reduced from 197 kg/aircraft to 186 kg/aircraft. 

Table D-1: Baseline (no gate hold) costs of PM2.5, O3, air quality (AQ), CO2 climate (SCC), 
environmental impacts (Env.), fuel burn (FB) and total fuel combustion-related costs (Tot.) from airport 
surface taxi operations with the nominal (2007), 75% (mid) and 50% (low) traffic levels. Also shown are 
the average taxi times, mass of fuel burn and emissions of NOx and HC. Results for the mid and low 
traffic levels are presented as a percentage change from the nominal costs. 

 
Nominal Mid Low 

PM2.5 (Million USD) 6.0 -27% -53% 
O3 (Million USD) 1.2 -26% -56% 
AQ (Million USD) 7.1 -27% -53% 
SCC (Million USD 7.7 -27% -52% 
Env. (Million USD) 14.8 -27% -53% 
FB (Million USD) 62.3 -27% -52% 
Tot. (Million USD) 77.1 -27% -52% 

Taxi-out time (min/aircraft) 19.7 18.9 17.5 
Taxi-in time (min/aircraft) 9.7 9.7 9.9 

Fuel burn (kg/aircraft) 197.2 193.8 185.7 
NOx (kg/aircraft) 0.7 0.7 0.7 
HC (kg/aircraft) 1.0 1.0 0.9 

 

Figure D-1 shows the trend in taxi-out time with respect to gate hold allowance. Taxi-

out times are reduced with lower surface traffic and decrease approximately linearly 

until a gate hold allowance of ~ 8 minutes.  
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Figure D-2 shows that implementing gate holds reduces fuel burn, emissions and air 

quality impacts at all three traffic levels relative to their respective baseline cases 

without gate holds. Reductions of 34-36% are observed in the mid traffic level and 

reductions of 31-33% are seen at the low traffic level.  
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Figure D-1: Average taxi-out time per departing aircraft as a function of gate hold allowance for the 
nominal (2007), mid and low traffic levels at DTW. 
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Figure D-2: The effect of increasing gate hold allowance on fuel burn, emissions and air quality impacts, 
as a percentage change relative to the no gate hold scenario. Panel (a) shows the results for the nominal 
level of traffic, (b) shows the results for the mid-level of traffic and panel (c) shows the results for the low 
level of traffic. 

Figure D-3 shows the fuel burn, PM2.5 and O3 costs when gate holds are optimized 

beyond fuel burn minimization. The costs are shown as percentage changes with respect 

to the minimum fuel burn solution at each traffic level. At the low traffic level, 

optimizing gate holds for PM2.5 (O3) impacts reduces ozone costs by 2.4% (8.2%) beyond 

0 5 10 15 20 25
−40

−35

−30

−25

−20

−15

−10

−5

0

Gate hold allowance (min)

(%
)

Low

 

 
Fuel burn / CO

2

NO
x

HC
PM

2.5

O
3



128 
 

fuel burn minimization, with 1.4% (7.9%) increase in fuel burn. At the mid traffic level, 

optimizing gate holds for PM2.5 (O3) impacts reduces ozone costs by 2.6% (8.4%) beyond 

fuel burn minimization, with 1.6% (9.1%) increase in fuel burn. 
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Figure D-3: Fuel burn (FB), PM2.5 and O3 costs from optimizing gate holds for minimum PM2.5, O3, air 
quality (AQ), environmental impacts (Env.) and total fuel combustion-related costs (Tot.). Panel (a) 
shows the results for the nominal level of traffic, (b) shows the results for the mid-level of traffic and 
panel (c) shows the results for the low level of traffic. Costs are expressed as a percentage change from the 
minimum fuel burn solution. 

Fleet mix 

Table D-2 shows the baseline (no gate hold) costs for operations with increasing 

proportion of Heavy aircraft from the nominal level of 5% (indicative of operations at 

DTW in 2007) up to 25%. Fuel burn, NOx and HC emissions are increased by 29%, 27% 

and 97% relative to the 2007 fleet, respectively. PM2.5 and O3 costs increase by 47% and 

116%, respectively. Figure D-4 shows that implementing gate holds reduces fuel burn, 

emissions and air quality impacts by 37-38% for the 25%-Heavy fleet mix.  
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Table D-2: Baseline (no gate hold) costs of PM2.5, O3, air quality (AQ), CO2 climate (SCC), 
environmental impacts (Env.), fuel burn (FB) and total fuel combustion-related costs (Tot.) from airport 
surface taxi operations with the nominal (5% Heavy) and 25% Heavy fleet mix. Also shown are the 
average taxi times, mass of fuel burn and emissions of NOx and HC. Results for the 25% case are 
presented as a percentage change from the nominal costs. 

 
Nominal (5% Heavy) 25% Heavy 

PM2.5 (Million USD) 6.0 47% 
O3 (Million USD) 0.9 116% 
AQ (Million USD 6.8 58% 

SCC (Million USD) 7.7 29% 
Env. (Million USD) 14.5 43% 
FB (Million USD) 62.3 29% 
Tot. (Million USD) 76.8 32% 

Taxi-out time (min/aircraft) 19.7 3% 
Taxi-in time (min/aircraft) 9.7 0% 

Fuel burn (kg/aircraft) 197.2 29% 
NOx (kg/aircraft) 0.7 27% 
HC (kg/aircraft) 1.0 97% 

 

0 5 10 15 20 25
−40

−35

−30

−25

−20

−15

−10

−5

0

Gate hold allowance (min)

(%
)

Nominal (5% Heavy)

 

 
Fuel burn / CO

2

NO
x

HC
PM

2.5

O
3

 

(a) 

0 5 10 15 20 25
−40

−35

−30

−25

−20

−15

−10

−5

0

Gate hold allowance (min)

(%
)

25% Heavy

 

 
Fuel burn / CO

2

NO
x

HC
PM

2.5

O
3

 

(b) 

Figure D-4: The effect of increasing gate hold allowance on fuel burn, emissions and air quality impacts, 
as a percentage change relative to the no gate hold scenario. Panel (a) shows the results for the nominal 
fleet mix (5% Heavy aircraft) and (b) shows the results for the 25% Heavy fleet mix.  

Figure D-5 shows the improvements in air quality impacts beyond fuel burn 

minimization for increasing proportion of heavy aircraft in the fleet. The improvements 

in PM2.5 costs become smaller with increased heavy aircraft (e.g. PM2.5 impacts are 

reduced from 2.7% to 2.2%). The associated fuel burn tradeoffs also decrease from 1.6% 
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to 1.5%. Similarly, the improvements in ozone impacts become smaller from 8.5% to 

3.1% for larger proportion of heavy aircraft. The associated fuel burn tradeoffs decrease 

from 9.3% to 4.5%. 

This trend is explained by changes in emission profiles due to changing fleet 

composition. A negative correlation exists between aircraft size and taxi thrust setting is 

observed from FDR archives. Thus, heavy aircraft taxi at lower thrust settings and 

consequently emit relatively more HC emissions and less NOx emissions per kilogram 

fuel than other aircraft. Therefore, as the proportion of heavy aircraft increases from 5% 

to 25%, the fleet-averaged NOx emissions grow by ~27% whereas the fleet-averaged HC 

emissions grow by 97% (Table D-2). The emphasis on HC emissions relative to NOx 

emissions means fewer tradeoffs between fuel burn and air quality, since the atmospheric 

sensitivity of PM2.5 and O3 to HC emissions is negative less frequently than the 

sensitivity to NOx emissions as explained in Chapter 2. 
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(b) 

Figure D-5: Fuel burn, PM2.5 and O3 costs from optimizing gate holds for minimum PM2.5, O3, air quality 
(AQ), environmental impacts (Env.) and total fuel combustion-related costs (Tot.). Panel (a) shows the 
results for the nominal fleet mix and (b) shows the results for the 25% Heavy fleet mix. Costs are 
expressed as a percentage change from the minimum fuel burn solution. 

Atmospheric conditions at other US airports 

The variation in baseline (no gate hold) air quality, environmental and total fuel 

combustion-related costs with atmospheric conditions at the top 34 busiest airports in 
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the US is shown in Figure D-6 (a). Fuel burn and CO2 climate costs do not change 

across airport locations, since the activity set is held constant while only the 

atmospheric conditions are varied. Baseline PM2.5 and O3 impacts vary between $1.3M – 

$25.9M and $0.5M – $4.7M.  

Figure D-6 (b) shows that the application of 25-minute gate holding reduces PM2.5 

impacts by 36-37% across all airports, while the effect on O3 impacts is more variable 

with reductions of 16-37%.  
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Figure D-6: Baseline (no gate hold) costs (a) and percent change from baseline due to the application of 
25-minute gate holds (b) for PM2.5, O3, air quality (AQ), fuel burn (FB), CO2 climate (SCC), 
environmental impacts (Env.) and total fuel combustion-related costs (Tot.). Bars depict the range of 
results across all 34 airports studied, with the whiskers showing the minimum and maximum values, the 
bar extends showing the 25th and 75th percentile bounds and the black dot representing the median value 
across all airports. Fuel burn and CO2 climate costs do not vary across airports since aircraft activity is 
held fixed.  

Gate holds are optimized for air quality and other objectives assuming atmospheric 

conditions at the top 34 busiest airports in the US. The change in fuel burn, PM2.5 and 

O3 impacts, relative to minimum fuel burn, resulting from optimizing operations for 

each objective function is shown in Figure D-7. The boxplots show the distribution of 

the changes across the 34 airports modeled. The biggest tradeoff occurs between fuel 

burn and ozone impacts, where ozone is reduced by up to 180% (~15% at the 75th 

percentile) relative to the minimum fuel burn solution with up to 18% increased fuel 

burn. PM2.5 impacts are improved by up to 3.3% beyond fuel burn minimization with up 

to 4.3% increase in fuel burn. 
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Figure D-7: Percentage change in fuel burn, PM2.5 and O3 costs when gate holds are optimized for 
minimum PM2.5, O3, air quality (AQ), environmental impacts (Env.) and total fuel combustion-related 
costs (Tot.). Costs are expressed as a percentage change from the minimum fuel burn solution. Bars 
depict the range of results across all 34 airports studied, with the whiskers showing the minimum and 
maximum values, the bar extends showing the 25th and 75th percentile bounds and the black dot 
representing the median value across all airports. Note that the y-axis is truncated at -50%, whereas the 
whiskers extend up to -180%.  

D.2 Takeoff operations 

The sensitivity of the air quality impacts of takeoff operations to varying aircraft weight 

and annual atmospheric conditions at other airports in the US is shown in this section. 

Takeoff weight 

The sensitivity of the results to takeoff weight is assessed by calculating aircraft 

performance assuming a range of takeoff weights from 100% Maximum Takeoff Weight 

(MTOW) to 70% MTOW. Table D-3 lists the baseline costs at DTW (i.e. takeoffs at 

100% thrust) for takeoff weights between 100% MTOW and 70% MTOW. As takeoff 

weight increases, all costs become larger except ozone impacts (given the prevalence of 

VOC-limited exposure conditions at DTW in 2007). Figure D-8 illustrates the trends in 

fuel burn and NOx emissions as a function of takeoff de-rate. Fuel burn is observed to 

increase with reduced thrust, while NOx emissions reduce with thrust reduction for all 

takeoff weights.  
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Table D-3: Annual costs of PM2.5, O3, air quality (AQ), CO2 climate (SCC), environmental impacts 
(Env.), fuel burn (FB) and total fuel combustion-related costs (Tot.) from baseline takeoff operations 
(100% takeoff thrust) for full-thrust takeoffs between 70% and 100% Maximum Take-Off Weight 
(MTOW). Also shown are the average mass of fuel burn and emissions of NOx and HC per flight. Results 
for the 100%, 90% and 70% MTOW cases are presented as a percentage change from the 80% MTOW 
case. 

 
100% MTOW 90% MTOW 80% MTOW 70% MTOW 

PM2.5 (Million USD) 34% 16% 3.0 -15% 
O3 (Million USD) -35% -16% -0.5 15% 
AQ (Million USD) 34% 16% 2.6 -15% 
SCC (Million USD) 37% 17% 1.5 -15% 
Env. (Million USD) 35% 16% 4.0 -15% 
FB (Million USD) 37% 17% 11.5 -15% 
Tot. (Million USD) 37% 17% 15.5 -15% 

Fuel burn (kg/aircraft) 37% 17% 72.7 -15% 
NOx (kg/aircraft) 36% 17% 1.6 -15% 
HC (kg/aircraft) 40% 18% 0.0 -16% 
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Figure D-8: Fuel burn (a) and NOx emissions (b) as a function of takeoff thrust and aircraft weight. 
Values are averaged over the fleet of aircraft operating at DTW in 2007. 

Figure D-9 shows the effect of takeoff de-rate on fuel burn, emissions and air quality 

impacts as the aircraft takeoff weight varies. As the aircraft become heavier, the 

additional fuel burn due to de-rated takeoffs grows disproportionately; for example, 

while de-rated takeoffs at 80% MTOW require 3% more fuel burn compared to full-

thrust takeoffs, de-rated takeoffs at 100% MTOW require 7% additional fuel. This is 

because de-rated takeoffs result in 29% longer time-to-climb for aircraft at 80% MTOW 
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but result in 34% longer time-to-climb for aircraft at 100% MTOW. Consequently, 

smaller reductions in PM2.5 impacts occur as a result of de-rated takeoffs at 100% 

MTOW than at 80% MTOW (-14% c.f. -18%). 
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Figure D-9: The effect of reduced-thrust takeoffs on fuel burn, emissions and air quality impacts from 
departure operations at DTW in 2007. Results are shown as a percentage change relative to baseline 
operations (100% thrust) for takeoffs at 100% MTOW (a), 90% MTOW (b), 80% MTOW (c) and 70% 
MTOW (d). 

Figure D-10 plots the changes in fuel burn, PM2.5 and O3 costs beyond fuel burn 

minimization when takeoff thrusts are optimized for minimum PM2.5, O3, air quality 

(AQ), environmental costs (Env.) and total fuel combustion-related costs (Tot.). The 

improvements to PM2.5 costs beyond fuel burn minimization reduce as takeoff weight is 

increased (e.g. 21.6% at 80% MTOW c.f. 16.3% at 100% MTOW). Improvements to O3 
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impacts also become smaller from 11.8% at 100% MTOW to 8.6% at 100% MTOW. 

The average optimal thrust settings that minimize PM2.5 and O3 change by <1% with 

takeoff weight, as shown in Table D-4. However, the solution for minimizing total fuel 

combustion-related impacts changes from 95% thrust at 100% MTOW to 86% thrust at 

70% MTOW. 
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Figure D-10: Fuel burn, PM2.5 and O3 costs from optimizing takeoff thrust for minimum PM2.5, O3, air 
quality (AQ), environmental impacts (Env.) and total fuel combustion-related costs (Tot.). Panel (a) 
shows the results for takeoffs at 100% MTOW, (b) shows the results for 90% MTOW, (c) shows results 
for 80% MTOW and (d) shows results for takeoffs with 70% MTOW. Costs are expressed as a percentage 
change from the minimum fuel burn solution. 
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Table D-4: Fleet-averaged takeoff thrust (expressed as a percentage of maximum takeoff thrust) from 
optimizing takeoff operations over one year for minimum fuel burn (FB), PM2.5, O3, air quality (AQ), 
environmental impacts (Env.) and total fuel combustion-related costs (Tot.). 

 
100% 

MTOW 
90% 

MTOW 
80% 

MTOW 
70% 

MTOW 
Min. FB 100% 100% 100% 100% 

Min. PM2.5 79% 78% 78% 78% 
Min. O3 92% 92% 92% 92% 
Min. AQ 80% 80% 80% 80% 
Min. Env. 84% 82% 81% 80% 
Min. Tot. 95% 92% 89% 86% 

 

Atmospheric conditions at other US airports 

Figure D-11 (a) shows the variation in baseline (100% takeoff thrust) air quality, 

environmental and total fuel combustion-related costs with atmospheric conditions at 

the top 34 busiest airports in the US. Fuel burn and CO2 climate costs do not change 

across airport locations, since the activity set is held constant while only the 

atmospheric conditions are varied. Baseline PM2.5 and O3 impacts vary between $0.7M – 

$16.6M and $-6.5M – $2.5M. The range of ozone impacts spans both positive and 

negative values, which indicates that annual average atmospheric conditions are VOC-

limited at some airports while not at others.  

Figure D-11 (b) plots the change in air quality, environmental and total fuel 

combustion-related costs due to takeoffs at 75% thrust relative to takeoffs at 100% 

thrust. De-rated takeoffs reduce PM2.5 impacts by 14.1-21.6% across all airports. O3 

impacts are either lowered or increased across airports (ranging from a 19.1% reduction 

to a 31.6% increase) as a result of de-rated takeoffs relative to full-thrust takeoffs. Total 

air quality costs are always lowered (2.3-21.6%) as a result of de-rated takeoffs at the 34 

airports studied. 
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Figure D-11: Baseline costs from full-thrust takeoffs (a), the percent change from baseline due to de-rated 
takeoffs (75% thrust) for PM2.5, O3, air quality (AQ), fuel burn (FB), CO2 climate (SCC), environmental 
impacts (Env.) and total fuel combustion-related costs (Tot.). Bars depict the range of results across all 
34 airports studied, with the whiskers showing the minimum and maximum values, the bar extends 
showing the 25th and 75th percentile bounds and the black dot representing the median value across all 
airports. Fuel burn and CO2 climate costs do not vary across airports since aircraft activity is held fixed.  
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Figure D-12: Percentage change in fuel burn, PM2.5 and O3 costs and average takeoff thrust setting when 
takeoff thrust is optimized for minimum PM2.5, O3, air quality (AQ), environmental impacts (Env.) and 
total fuel combustion-related costs (Tot.). Costs are expressed as a percentage change from the minimum 
fuel burn solution. Bars depict the range of results across all 34 airports studied, with the whiskers 
showing the minimum and maximum values, the bar extends showing the 25th and 75th percentile bounds 
and the black dot representing the median value across all airports. Note that the y-axis is truncated at -
50%, whereas the whiskers extend up to -846%. 
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Takeoff thrusts are optimized for air quality and other objectives assuming atmospheric 

conditions at the top 34 busiest airports in the US. The change in fuel burn, PM2.5 and 

O3 impacts, relative to minimum fuel burn, resulting from optimizing operations for 

each objective function is shown in Figure D-12. Optimizing takeoff thrusts for PM2.5 

impacts reduces PM2.5 costs by up to 27.4% relative to the minimum fuel burn solution. 

Optimizing for O3 impacts reduces O3 costs up to a factor of 8 beyond fuel burn 

minimization (~37% at the 75th percentile). The average takeoff thrust setting varies 

between 75-83% across airports when optimized for PM2.5 costs, while they vary between 

79-93% when optimized for O3 costs. 
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